
Abstract 
Background/Objectives: This appraisal investigates the meta-heuristics resource allocation techniques for maximizing 
financial gains and minimizing the financial expenses of cloud users for IaaS in cloud computing environment. Methods/
Statistical Analysis: Overall, a total of ninety-one studies from 1954 to 2015 have been reviewed in this paper. However, 
twenty-three studies are selected that focused on the meta-heuristic algorithms for their research. The selected papers are 
categorized into eight groups according to the optimization algorithms used. Findings: From the analytical study, we pointed 
out the various issues addressed (optimal and dynamically resource allocation, energy and QoS aware resource allocation, 
VM allocation and placement) through resource allocation meta-heuristics algorithms.Whereas, the improvement shows 
better performance concerns minimizing the execution and response time, energy consumption and cost while enhancing 
the efficiency and QoS in this environment. The comparison parameters (makespan 35%,execution time 13%, response 
time 26%, cost 22%, utilization21% and other 13% including energy, throughput etc) and also the experimental tools 
(CloudSim 43%, GridSim 5%, Simjava 9%, Matlab 9% and others 13%) used for evaluation of the various techniques for 
resource allocation in IaaS cloud computing. Applications/Improvements: The comprehensive review and systematic 
comparison of meta-heuristic resource allocation algorithms described in this appraisal will help researchers to analyze 
different techniques for future research directions.
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1.  Introduction
In cloud computing, resource allocation plays a major role 
as it is a resource constrained environment. It is the proce-
dure of allocating resources to the cloud user according to 
the requirements and usage of cloud resources which con-
tain mostly virtual resources shown in Figure 1. The cloud 
user request for virtualized resources is defined through 
a set of parameters specifying the CPU, processors, I/O, 
networks, servers, storage, applications, services, etc1-3.

Effective and efficient utilization of resources is a nec-
essary requirement in a cloud computing environment. 
When the workloads and availability of resources are 
fluctuating dynamically, meeting the quality of service 
constraints together with preserving a satisfactory level 
of utilization and system performance are the crucial 

problems to tackle2,4. This dynamic behavior in turn 
arouses challenges between cloud users and cloud pro-
viders to maximize their mandatory tasks or resources. 
Therefore, resource allocation is considered as the cen-
tral theme of the cloud computing5. Meta-heuristic 
algorithms have made a strong place in the research field 
in the past few years due the high efficiency and effec-
tiveness to solve some of the most problematic issues in 
cloud computing.

Although resource allocation in cloud computing 
environment has already raised the interest of the global 
research community, recent studies and reviews draw 
attention towards the resource allocation achievement. 
The crucial aim of the resource allocation technique is to 
find an allocation that is optimal and feasible for a given 
service6. An efficient resource allocation strategies that 
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utilize resources effectively in the resource constrained 
environment of cloud computing are classified.

The challenges for resource allocation in distributed 
clouds and concentrating the main problematic issues for 
such a cloud paradigm are designated by Endo et al7. These 
are resource modeling, resource treatment and offering, 
resource monitoring and discovery, resource availability and 
resource selection. Although distinct challenges are manda-
tory in the new research, distributed clouds are encouraging 
and may develop to be seen in various contexts.

Resource allocation approaches comprise of dynamic 
autonomous resource management in order to be respon-
sible for elasticity, scalability, and deduction of allocation 
size and cost. Approaches are used in existing research 
are an optimization, criteria decision analysis, multi agent 
system, multiple simulation, graph methods, prediction, 
service oriented structural design and theoretical formu-
lation8. Forthcoming research comprises enhancement of 
the dynamic resource allocation, as per the standardiza-
tion and application running in cloud.

The term resource provisioning includes finding 
the resource from the cloud providers, scheduling the 
Virtual Machine (VM) for utilizing the resources, utiliz-
ing the resource efficiently based on the pricing schema, 
managing the workload for each resource, allocating the 
resources and its VM for third parties, etc. The evolution of 
cloud computing with various resource provisioning tech-
niques have been discussed here using various resource 
provisioning techniques have been discussed here using 
various parameters such as price, utility, customer satis-
faction, demand, reliability, efficiency, scalability, power 
consumed by the resources and last but foremost impor-
tant factor of cloud Quality of Service (QoS)9.

The objectives of this paper are to review and analyze 
the different issues and meta-heuristic techniques used in 
the resource allocation schemes in the IaaS cloud comput-
ing environment. The remaining sections of the papers are 
organized as follows: Section 2 focuses on the description 
and importance of Meta-heuristics resource allocation 
algorithms. The different meta-heuristic algorithm used 
to solve resource allocation problem are presented and 
analyzed in Section 3 and 4. In Section 5, we present the 
conclusion and recommendations.

2.  Meta-Heuristic Algorithms
Traditional resource allocation techniques are not 
adequate for cloud computing as they are based on vir-
tualization technology with distributed nature. Cloud 
computing brings together new challenges for manage-
able and flexible resource allocation due to heterogeneity 
in hardware capabilities, workload estimation, and char-
acteristics in order to meet Service Level Objectives of 
the cloud consumer’s applications. The ultimate goal of 
resource allocation in cloud computing is to maximize 
the financial gain for cloud providers and to minimize 
the financial expenses for cloud users4. However, tradi-
tional algorithms are easier to understand, and simpler to 
implement than other optimization techniques identical 
numerical programming and analytical approaches. The 
results are not guaranteed to be optimal produced by tra-
ditional algorithms10.

“Meta” and “heuristic” are of Geek origin, where the 
former means “higher level” or “beyond” and the later one 
means “to know” or “to investigate”. Now to find a good 
optimal solution with low computational cost Heuristic 
methods are used without guaranteeing optimality or fea-
sibility. To enhance the efficiency of heuristic procedures, 
a set of meta-heuristics intelligent strategies are used. To 
improve the performance of meta-heuristics numerous 
techniques are considered in the algorithms. While, in 
solving all problems none of the meta-heuristic algorithms 
is competent to performance as compared to others. 
Moreover, the current algorithms have some performance 
laggings like trapping into low optima, slow rate of con-
vergence, extensive computational time, having complex 
operators and design for binary or real search space only. 
Therefore, presenting new meta-heuristic algorithms to 
cater the weaknesses is a serious problematic issue11.

In simple words, Meta-heuristics is a term given to a 
general class of algorithm used to find solutions to optimi-
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zation problems when exact techniques prove inadequate. 
With meta-heuristic, the objective function can be of any 
type and precede into consideration various objectives. 
On another side, all meta-heuristic algorithms have need 
of a suspicious modification of optimization parameters 
that are crucial for discovering a better solution lacking 
extreme computational time10.

Many different meta-heuristics are in presence and 
novel variations are frequently suggested for the resource 
allocation in various fields. There are many different meta-
heuristic algorithms are prominent and remarkable in the 
area of cloud computing for the resource management 
like Ant Colony Optimization (ACO), Cuckoo Search 
(CS), Differential Evolution (DE), Firefly Algorithm (FA), 
Harmony Search (HS), Immune Algorithm (IA), League 
Championship Algorithm (LCA), Memetic Algorithm 
(MA) and many many more. Some of the most significant 
meta-heuristic algorithms are listed in Table 1.

Table 1.  Some of the well-known Meta-Heuristic 
Algorithms from (1954 to 2015)

Sr. 
No

Algorithm Year Introduced By

1 Evolution Process (EP) 1954 Barricelli12

2 Random Search (RS) 1963 Rastrigin13

3 Random Optimization (RO) 1965 Matyas14

4 Evolutionary Programming 
(EP)

1966 Fogel et al.15

5 Graph Partitioning Method 
(GPM)

1970 Kernighan and Lin16

6 Genetic Algorithm (GA) 1975 Holland17

7 Scatter Search (SS) 1977 Glover18

8 Metaplan  1978 Mercer and Sampson19

9 Simulated Annealing (SA) 1983 Kirkpatrick et al.20

10 Tabu Search (TS) 1986 Glover21

11 Memetic Algorithm (MA) 1989 Moscato22

12 Ant Colony Optimization 
(ACO)

1992 Dorigo23

13 Immune algorithm (IA) 1993 Mori et al.24

14 Multi-Objective GA 
(MOGA)

1993 Fonseca and Fleming25

15 Reactive Search 
Optimization (RSO)

1994 Battiti and Brunato26

16 Particle Swarm 
Optimization (PSO)

1995 Kennedy and Eberhart27

17 Differential Evolution (DE) 1997 Storn and Price28

18 Harmony Search (HS) 2001 Geem et al.29

19 Artificial Bee Colony 
Algorithm (ABC)

2005 Karaboga30

20 Glowworm Swarm 
Optimization (GSO)

2005 Krishnanand and Ghose 
31

21 Honey bee Mating 
Optimization (HbMO)

2006 Haddad et al.32

22 Imperialist Competitive 
Algorithm (ICA)

2007 Atashpaz-Gargari33

23 Intelligent Water Drops 
(IWD)

2007 Shah-Hosseini34

24 Firefly Algorithm (FA) 2008 Yang35

25 Cuckoo Search (CS) 2009 Yang and De 36

26 Gravitational Search 
Algorithm (GSA)

2009 Rashedi et al.37

27 League Championship 
Algorithm (LCA)

2009 Kashan38

28 Bat Algorithm (BA). 2010 Yang39

29 Galaxy based Search 
Algorithm (GbSA).

2011 Shah-Hosseini40

30 Spiral Optimization (SO) 2011 Tamura and Yasuda 41

31 Teaching Learning Based 
Optimization (TLBO)

2011 Rao et al. 42

32 Krill Herd (KH) 2012 Gandomi and Alavi 43

33 Coral Reefs Optimization 
(CRO)

2013 Salcedo-Sanz et al.44

34 Swallow Swarm 
Optimization (SSO)

2013 Neshat et al.45

35 Interior Search Algorithm 
(ISA)

2014 Gandom46

36 Gradient Evolution 
Algorithm (GEA)

2015 Kuo and Zulvia47

37 Lion Optimization 
Algorithm (LOA)

2015 Yazdani and Jolai48

38 Optics Inspired 
Optimization (OIO)

2015 Kashan49

39 Water Wave Optimization 
(WWO)

2015 Zheng50

(Continued)

Resource allocation for IaaS in cloud computing is 
considered very comprehensively in various literature. 
The problem of determining an optimal consignment of 
demands to resources allocator is NP-hard. Some heu-
ristic algorithms are anticipated by research scholars for 
optimal allocation of resources in IaaS Cloud. Although 
the few meta-heuristic algorithms are functioned for 
the resource allocation in cloud computing are Artificial 
Bee Colony (ABC), Ant Colony Optimization (ACO), 
Genetic Algorithm (GA), Immune Algorithm (IA), 
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League Championship Algorithm (LCA), Particle Swarm 
Optimization (PSO) and Simulated Annealing (SA) are 
discussed in next section.

3.  �Meta-Heuristic Algorithms for
Resource Allocation in IaaS
Cloud

In Cloud Computing, it is desirable to search an optimal 
solution for resource allocation within the short period of 
time. Meta-heuristic based techniques have been proved 
to provide immediate optimal results within the reason-
able time for this kind of problem. Here we provide a 
survey of cloud computing based on the seven popular 
meta-heuristic techniques, and the analysis of these 
meta-heuristic techniques is presented in Section 4.

3.1 Artificial Bee Colony
Artificial Bee Colony (ABC) algorithm is one of the peaks 
newly familiarized swarm based algorithms. The intel-
lectual honeybee swarms foraging attitude is simulated 
in ABC. And the fitness of the associated solution is cor-
responded by the nectar amount of the origin of food. A 
potential solution to the optimization problem and the 
nectar amount of the origin of food match up to the qual-
ity (fitness) of the associated outcome are represented 
by the ABC algorithm51. Pseudo-code of ABC algorithm 
for the optimization is shown in Figure 2. If the nectar 
amount of the latest origin of food is greater than the last 
one in their memory, they remember the latest location 
and fail to remember the last one. Consequently, ABC 
balances exploitation and exploration procedure with 

local and universal search methods in various phases and 
acquires the best solution. This algorithm has local and 
universal search capability, implement with numerous 
optimization problems and accessible for hybridization 
combination with other algorithms52.

A model for energy aware resource utilization pro-
cedure is suggested to accomplish efficiently the cloud 
resources and improve their utilization. An artificial bee 
colony depends upon energy aware resource utilization 
technique equivalent to the model is considered for the 
allocation of tasks to the resources in a cloud computing. 
Furthermore, it supports minimizing the usage of energy 
for clouds by using server association through virtualiza-
tion lacking demeaning the tactics of user’s demand54.

3.2  Ant Colony Optimization
To resolve the challenging combinatorial optimization 
problems, ant colony optimization is familiarized in the 
early 1990’s23. The foraging attitude of actual ants is the 
encouraging the origin of ACO. Ants explore their adja-
cent area near to their nest in a random routine even 
though they are searching for food. Whenever an ant 
searches an origin of food, it first examines the feature and 
quantity of food, and then it brings some portion of it on 
its back to the nest. While returning back, then it spreads a 
chemical pheromone trail on the surface. This pheromone 
directs other ants to find the origin of the food. The qual-
ity of the pheromone depends upon the quality of food. 
Pseudo-code of ACO algorithm is shown in Figure 3 for 
the optimization of resource allocation problem in cloud. 
This algorithm has strong point in cooperation of local 
and universal searches and implemented with numerous 
optimization problems.

Figure 1. Resource Allocation in IaaS Cloud

Figure 2. Pseudo-code for the ABC53

Figure 2.  Pseudo-code for the ABC53
Figure 3. Pseudo-code for the ACO23

Figure 4. Pseudo-code for the GA53

Figure 3.  Pseudo-code for the ACO23
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An ant colony framework for adaptive resource allo-
cation in cloud computing environments for hosting the 
applications with specified QoS necessities as a response 
time and throughput that minimizes the usage of energy 
of data center resources by making an allowance for the 
dynamic workloads of servers by means of various ant 
agents55.

The problematic issue of VM placement is expressed 
as a multi-objective combinatorial optimization problem, 
whose core goal is to optimize concurrently total resource 
wastage and energy consumption. An improved form of 
the Ant Colony System (ACS) algorithm is offered and 
structured to deal effectively with the possible enormous 
solution place for the data centers56.

Firstly, new ACO algorithm foreseen the ability of the 
possibly existing resource nodes then, it examined some 
aspects, for instance, network qualities and response times 
to accomplish a set of optimal calculate nodes. In the last, 
the tasks have dispersed to the appropriate nodes57. The 
algorithm is forecasted the competency of the prospec-
tively available resource node, during the allocating and 
analyzing with the usage of bandwidth, the quality of net-
works and the response time58.

In the IaaS where Virtual Machines (VM) are launched 
in applicable hosts accessible in a Cloud. At that time, 
proper resource scheduling is significant, and it is essential 
to develop efficient scheduling strategies to the appro-
priate allocation of VMs to physical machines. A Cloud 
scheduler depends on Ant Colony Optimization (ACO). 
The main performance metrics to analyze the number of 
serviced users by the Cloud and the total number of gen-
erated VMs in online (non-batch) scheduling situations59. 
However for sustaining the servers in the data center a 
large amount of energy is consumed. Additional physical 
servers mean extra energy consumption and supplemen-
tary cost. For that reason, the VM Placement (VMP) 
problematic issue is substantial in cloud computing. A 
technique based on Ant Colony Optimization (ACO) to 
resolve the VMP problem, known as ACO-VMP, so as to 
effectually work for the physical resources and to decrease 
the amount of consecutively physical servers60.

3.3  Genetic Algorithm
John H. Holland in early 1970’s introduced Genetic 
Algorithm (GA). GA is a probabilistic optimization algo-
rithm that imitates the progression of natural evolution. 
The biological evolution process in chromosomes became 
the idea of GA. It is based on the idea of the fittest survival 

where new better solutions are obtained by recombination 
of with each other. Figure 4 displays the pseudo-code for 
GA algorithm for the optimal solution in cloud. In the 
algorithm, a population of strings known as chromosomes 
encrypts applicant solutions for optimization problems17.

Allocating enough and suitable resources to VMs is a 
challenging issue for their source manager. Virtualization 
technology which is the basis of cloud computing facili-
tates the process of sharing PM’s resources between VMs. 
Hence, the resource manager aggregates all the accessi-
ble resources and enhances the resource utilization. An 
advantage of Genetic Algorithm (GA) to resolve the prob-
lem of resource allocation and recommends a new model 
to enhance the result of the decision making process61.

An objective is discovery trade-off solutions between 
tasks completion time and system energy consumption, 
for cloud computing data centers that perform joint allo-
cation of computational and network resources62. The 
algorithm is designed using genetic algorithms that allow 
both to explore solutions space and to search for the opti-
mal solution in an efficient manner. It is both scalable and 
energy efficient and is based on a model developed to 
capture specifics of the data center network topology and 
device power consumption.

In the study, a novel architecture for IaaS cloud com-
puting environment in which VM allocation is done 
through genetically weight optimized neural network63. In 
this situation, the host load of each machine is occupied as 
its resource information. The neural network forecasts the 
host workload of each machine in near future based on 
the recent past host workload. It helps the VM allocator to 
choose the right machine for the allocation of resources.  

Figure 3. Pseudo-code for the ACO23 
 

 
Figure 4. Pseudo-code for the GA53 

Figure 4.  Pseudo-code for the GA53
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Fast optimal allocation of computing resources is the 
most important technical issues in cloud computing. the 
computation time which is an important influence on 
cloud computing for fast response to cloud user request64. 
GA rapidly provides a good quality schedule that can 
optimally allocate computing resources and satisfy user’s 
demands.

3.4  Immune Algorithm
Artificial immune systems contain Immune algorithms 
with methods of computation that is stimulated by the 
mechanisms and process of the biological immune sys-
tem. The immune system is an organ system that protects 
the host from the threats caused by pathogens and toxic 
materials65. Pseudo-code of IA algorithm for the optimi-
zation is shown in Figure 5.

The experimental raised area of resource allocation 
algorithm, performance analysis, and energy optimiza-
tion, achieve innovative accomplishments in the field of 
systematic research, for the resource allocation technique 
based on immune algorithm and energy optimization in 
cloud computing to deliver inventive concepts and scien-
tific basis66. To optimize resource allocation expend an 
Improved Clonal Selection Algorithm (ICSA) depends on 
energy consumption models and make span optimization 
in cloud computing67. The ICSA has an influential over-
all exploration skill in a given realistic solution range and 
usages the smaller number of execution time. Therefore, 
the recommended ICSA is well improved and well-ad-
justed in exploitation and exploration.

Definite micro-economic methods are adapted to 
resolve the problematic issue of resources management, 
particularly resource allocation in cloud computing envi-
ronment. Moreover, the concept of batch matching into 

the reverse auction, a reverse batch matching auction 
method is offered68. Three assessment standards, compris-
ing the QoS, satisfaction of users, and market efficiency, 
are operated as the optimization intentions, and the 
immune evolutionary algorithm is functional to discover 
the results for optimal resource allocation.

3.5  League Championship Algorithm 
In the year 2009, Ali Husseinzadeh Kashan is familiarized 
the League Championship Algorithm (LCA) optimization 
algorithm that is inspired by sport league championship. 
Due to the prospective efficiency in resolving numerous 
real-world applications and optimization problems, since 
it has attracted much attention among the researchers69. 
The efficiency of the LCA measure the check functions 
from a renowned yard-stick, usually adapted to latest 
constraint handling algorithm strategy. The LCA has 
also exposed excessive strengths in workout the non 
deterministic polynomial time for NP-hard problems 
and its pseudo-code express in Figure 6. The outcomes 
obtained from the LCA are very realistic with con-
cerns to other famous methods that previously used for 
reserved optimization70. Since the winner determination 
is an NP-hard problem, a league championship algo-
rithm is familiarized to succeed optimum allocation with 
the optimization intents existence market surplus and  
entire reputation71.
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3.6  Particle Swarm Optimization
Particle Swarm Optimization (PSO) is a swarm based 
meta-heuristic algorithm which simulates the nature 
such as a flock of insects, bird’s gesture or schooling of 
fish in order to discover the greatest solution. In the algo-
rithm, PSO consists of a population known as swarm and 
every participant (the insects, birds or fishes) are consid-
ered as particles and are prepared by random velocities 
and situations73. Figure 7 provides a pseudo-code listing 
of the PSO algorithm for reducing the function of cost. 
It is universal optimization algorithm, which the finest 
result can be appeared as a point or surface in a multi-
dimensional search. In the algorithm, their fitness values 
examine the particles. They move in the direction of those 
particles, which have higher fitness values and as a final 
point achieve the finest result. The universal search of the 
algorithm is efficient, with the dependency on the initial 
solution is minor. The algorithm can easily be implement 
and has less parameter for modification74.

To minimize the usage of energy in cloud data center, 
energy efficient virtual machine allocation algorithm is 
suggested the Particle Swarm Optimization (PSO) tech-
nique and the energy efficient multi-resource allocation 
model. In this algorithm, the fitness function of PSO is 
diverse as the entire distance to conclude the optimal 
point between energy consumption and resource uti-
lization. This algorithm can escape dropping into local 
optima, which is common in traditional algorithms75. 

Moreover, a strategy is presented to focus on efficient VM 
allocation to physical servers in order to reduce the total 
resource wastage and number of servers used76.

Although the enhancement of dynamically resource 
allocation and improvement, a supplementary advantage 
in the data center to VMs migration dynamically by using 
PSO. It set of scales surplus hosts to assurance the response 
time and deadline of the work (QoS)77. Also, associate 
under the workload of host and energy to achieve more 
energy efficiency and power saving.

Deadline Constrained Task Scheduling (DCTS) prob-
lem is considered, when the resources are not enough and 
appropriate for the user demand and each task is con-
comitant with a strict deadline. This resource allocation 
problem is solved with the help of Cuckoo Driven Particle 
Swarm Optimization by assurance of QoS constraint and 
cloud provider revenue78.

An innovative technique known as Position Balanced 
Parallel Particle Swarm Optimization (PBPPSO) algorithm 
is presented for allocation of resources in IaaS cloud79. 
The core intent of PBPPSO is to discover the resource 
optimizations for the group of jobs with less make span 
and lowest cost. The set of directions is produced from the 
resource optimizations for the preparation method. With 
the simulation, the resources are distributed to the new 
cloud users by learning the instructions of the prepara-
tion method.

3.7  Simulated Annealing 
Simulated Annealing is an initial Meta-heuristic algo-
rithm inventing from an analogy of how an optimal atom 
arrangement is originated in the statistical mechanics. 
It is a general method to find a solution for some NP 
hard optimization problems in a heuristic process, rec-
ommended by Kirkpatrick et al20. The SA’s effectiveness 
comes out from its extension of two primary heuristic 
techniques, iterative improvement scheme and divides 
and conquers approach. It processes the temperature 
as an explicit strategy to direct the search. The solution 
space is frequently discovered by taking random tries. 
The Simulated Annealing method randomly produces a 
large number of potential results, maintaining together 
good and bad solutions. It split up the large and small 
alterations by permitting large changes in the objective 
function80, that can be understood by the pseudo-code for 
SA algorithm in Figure 8.

A Simulated Annealing Load Balancing (SALB) 
algorithm is suggested to explore the optimal resource 

 
Figure 7. Pseudo-code for the PSO53 

 

 
Figure 8. Pseudo-code for the SA53 

 

Figure 7.  Pseudo-code for the PSO53



An Appraisal of Meta-Heuristic Resource Allocation Techniques for IaaS Cloud 

Indian Journal of Science and Technology8 Vol 9 (4) | January 2016 | www.indjst.org

allocation in cloud computing systems. It reduces the 
standard deviation of the cloud providers load and bal-
ance the work load whole system with efficient resource 
allocation. A VM allocation strategy on load balancing 
of VM resources applying a genetic algorithm, which 
deliberates the VM to be organized one by one. In the 
simulation, the Round Robin scheduling strategy, basic 
Simulated Annealing algorithm, and SALB algorithm are 
used and associated. The simulation results express that 
the suggested SALB algorithm is achieved a better system 
balanced load81.

The Virtual Network Embedding (VNE) problem is 
considered one of the most problematic concerns in the 
network virtualization. It focuses on the competent distri-
bution of physical resources to virtual networks in the data 
center of cloud. The study reflects the VNE problem in the 
situation of high-demand, in which the principal anxiety 
of Cloud Infrastructure Provider is how to embed more 
virtual network demands in order to growth the Cloud 
Infrastructure Provider’s durable profits. The capability 
of simulated annealing method is used in controlling the 
VNE problem. The simulation outcomes point out that 
suggested technique accomplishes better than both tech-
niques (GA and PSO) in managing the cost aware VNE 
problem82.

A lot of struggles are prepared to generate data cen-
ters more energy efficient. To decrease the entire power 
consumption of the servers is one of them in a data cen-
ter. It is executed by virtual machine placement through 
virtual machine consolidation. For the enhancement of 
energy efficiency in data centers, a virtual machine place-
ment algorithm which depends on Simulated Annealing 

technique is proposed. This is the primary effort of via SA 
based algorithms is used to solve optimizing energy effi-
ciency as a VM placement problem. First Fit Decreasing 
and Random Searching are used for comparison in esti-
mating the performance of the Simulated Annealing 
algorithm83.

4. � Analysis of Meta-Heuristic 
Algorithms for Resource 
Allocation in IaaS Cloud

This section provides a comparative analysis of various 
existing meta-heuristic resource allocation algorithms in 
IaaS Cloud Computing as shown in Table 2. 

Cloud provider and cloud user have their own incentive 
when they become the part of the cloud. Cloud provider 
are concerned with the utilization of cloud resources with 
gain to have high or maximum profit while the cloud 
users are interested in the high performance with low 
cost or minimum budget5. Efficient resource allocation 
can enhance the time, cost and energy consumption. It 
can also reduce the under-utilization of resources, request 
loss, balance load, and leasing cost84. Also, optimal place-
ment and allocation of VMs play a significant role in the 
enhancement of efficiency of energy and resource utili-
zation85. These rational are expressed as optimization 
criteria while allocation of the resource.

Makespan: Makespan specifies the maximum com-
pletion time or time when the resources are allocated to 
the users86. High performance and less energy consump-
tion are achieved by reducing the makespan for resource 
allocation. 

	 Makespan Fnhtask Timei= max ( ) � (1)

Execution Time: Execution time is defined as the 
time difference between the task completion time and the 
starting time within the environment87. 

	 ExeTime StrTime Time= Fnh ( ) � (2)

Response Time: Response indicates the time of search 
process, which contains the time to execute the job in 
cloud environment87. 

Cost: It indicates the total amount of the cloud user 
demand to pay to the cloud provider for the resource uti-
lization. 

	 Cost Ci Ti
resourcei

= ∗∑ ( ) � (3)
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Table 2.  Meta-Heuristic Algorithms for Resource Allocation in IaaS Cloud

Algorithm Problems Addressed Improvement/
Achievement

Weakness/Limitations Parameters Tools

Artificial Bee 
Colony54

Energy aware Resource 
Utilization

Minimize Execution 
time and Energy 
Efficiency

Workload of Nodes 
does not be consider

Execution Time 
and Energy

CloudSim

Ant Colony 
Framework55

QoS aware Resource 
Allocation

Reduce Energy 
Consumption

Not Implemented Throughput and 
Response Time

CloudSim

Ant Colony 
System56

VM Placement Better Performance Fix the power and no 
of VM

Time and Energy Not Mention

Ant Colony 
Optimization57

Dynamically Resource 
Allocation

Enhance Performance 
and Reduce Response 
Time

Based on Grid 
Environment

Time and Cost GridSim

Ant Colony 
Optimization58

Efficient Resource 
Allocation

Better Performance Not Comprihensive 
Enough

Response Time CloudSim

Ant Colony 
Optimization59

VM Allocation Better Performance Worst performance in 
terms of Makespan and 
flow time

Throughput and 
Response Time

CloudSim

Ant Colony 
Optimization60

VM Placement Effective Utilization Compare with 
traditional algorithm

Utilization Not Mention

Cuckoo Driven 
Particle Swarm 
Optimization78

Optimal Resource 
Allocation

Better Performance Focus only on profit Cost and 
Exection Time

Not Mention

Genetic 
Algorithm61

VM Allocation Improve Utilization and 
Reduce Cost

Compare with 
traditional algorithms

Response Time Matlab

Genetic 
Algorithm62

Joint allocation of 
computational and 
network resources

Minimize makespan and 
Energy consumption

Do not compare with 
other algorithms

Task, Time, and 
Energy

JMetal

Genetic 
Algorithm63

VM Allocation Enhance Efficiency Depend on the 
prediction

Time and 
Workload

Matlab

Genetic 
Algorithm64 

Optimal allocation of 
computing resources

High Performance Ignore the makespan 
and utilization

Computation 
Time

C++ using 
GAlib

Immune 
Algorithm66

Resource Allocation with 
Energy Optimization

Not Clear Use existing another 
algorithm instead of IA 
in experiments

Response Time Not Mention

Immune 
Evolution 
Algorithm68

Auction based Resource 
Allocation

Market efficiency as the 
optimization objectives

Consider only 
economically

Not Mentioned Simjava

Improved 
Clonal 
Selection 
Algorithm67

Energy awareResource 
Allocation

Improve Execution time 
and Energy Efficiency

Consider only for 
Energy consumption

Energy and Time CloudSim

League 
Championship 
Algorithm71

Winner Determination 
problem

Improve performance Consider only 
economically

Time and Cost SimJava

Particle Swarm 
Optimization75

VM Allocation Improve Energy 
efficiency

Consider only CPU 
and Disk as resources

Utilization CloudSim

(Continued)
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Utilization: The most important criteria is resource 
utilization to keep the resource busy as much as possible88. 
It gains significance as a cloud provider want to earn a 
maximum profit by leasing limited no of resources. 

	 Utilization

ExeTime

makespan
resourcei

=
∑ ( )

� (4)

After the comprehensive review of the meta-heuristic 
algorithms proposed for the resource allocation for IaaS 
in cloud computing. It can be observed that the pros-
pects of the meta-heuristic techniques perform better 
(see Table 2) in this area. The meta-heuristic algorithms 
work both in favor of cloud user and cloud provider. In 
the cloud user perspective, the make span, execution 
time, response time and cost are very important, which 
are used as significant parameters for resource allocation 
in cloud computing. Another importance of a cloud pro-
vider is where the utilization, energy consumption, and 
workload play an important part. 

Most of the meta-heuristic techniques are used to pro-
vide the optimal solution for the more critical problems 

like dynamically resource allocation (where the user 
demand is fluctuating), Virtual Machine Allocation 
and Placement, Computational and Network Resource 
Allocation, Optimal Resource Allocation, Energy aware 
Resource Allocation (mostly energy consumption for 
data centers). And these techniques are implemented 
in different simulation tools and the environment like 
Cloudsim89,90, GridSim91, Simjava, Matlab and real cloud 
environment and give the near-optimal solution for the 
resource allocation for IaaS in cloud computing.

5. � Conclusion and 
Recommendations

In this paper, we have reviewed most significant 
meta-heuristic algorithms for resource allocation in IaaS 
Cloud. Numerous techniques to enhance the perfor-
mance of meta-heuristics have been considered in these 
algorithms. However, none of the meta-heuristic algo-
rithms is capable to achieve clearly superior performance 
than other algorithms in resolving resource allocation 
problems in cloud computing. 

Particle Swarm 
Optimization77

VM Placement Improve Energy 
efficiency

Compare with 
traditional algorithm

Energy CloudSim

Particle Swarm 
Optimization76

VM Placement Minimize the resource 
wastage and reduce 
energy consumption

Compare with 
traditional algorithm

Utilization Eclipse 
platform 
version 
Kepler 
service 
Release 2.

Position 
Balanced 
Parallel 
Particle Swarm 
Optimization79

Efficient Resource 
Allocation

Minimize makespan and 
total cost

The resources are 
allocated to learning 
the rules for new user 
request

Response time, 
Cost

CloudSim

Simulated 
Annealing81

Optimal Resource 
Allocation

Better workload 
balancing

This approach may fall 
into a local optimal 
solution

Workload CloudSim

Simulated 
Annealing82

Virtual Network 
Embedding 

Efficient Resource 
Allocation

Cloud Providers 
perspective only

Cost CloudSim

Simulated 
Annealing83

VM Placement Improve Energy 
efficiency

Divide and Conquer 
strategy is used for 
splitting
the huge problem into 
minor problems and at 
the end combine them 
into original shape.

Time, Cost n 
Energy

Not Mention
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