
1
PHYSICAL  SCIENCES

RADIO PROPAGATION MODELING OF JOS SUBURBS AT 900MHZ USING AN 
ADAPTIVE NEURO-FUZZY INFERENCE SYSTEM

1
        Deme, A. C.*,    Usman, A. U.   and     Choji, D. N.

      ICT Directorate, University of Jos, Jos-Nigeria
2

     Department of Electrical and Electronics Engineering, Federal University of Technology, P.M.B. 65, Minna , 
Nigeria

3
      Department of Computer Science, University of Jos, Nigeria.

*Corresponding Author: E-mail: demeabraham@gmail.com 

 Date Manuscript Received: 07/01/15 Date Accepted: 06/07/15 Published: December 2015

ABSTRACT
This study investigates radio propagation modeling of the suburbs of Jos, Nigeria, at an operating frequency of 
900MHz, using an Adaptive Neuro-Fuzzy Inference System (ANFIS) Technique. Path loss values computed 
based on received power measurements obtained from Base Transceiver Stations situated across the suburbs of 
the city were used to train, validate and test the ANFIS model for capacity to predict path loss. Results indicated 
that the ANFIS model with a Root Mean Square Error (RMSE) value of 4.74dB offers an improvement in 
prediction accuracy over the COST 231 Hata model, which has an RMSE value of 5.90dB.
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INTRODUCTION
Transmission between the base station and the mobile 
station is usually accompanied by some power loss, 
and this loss is known as path loss and it depends 
particularly on the carrier frequency, antenna height 
and distance (Ashis, 2012). There is a variety of models 
used by researchers and radio engineers to predict 
path loss across a particular terrain. A model that suits 
a given terrain (or environment) may not necessarily 
be suitable to another. Hence, radio engineers and 
researcher have been evolving new techniques for 
accurate prediction of path loss. 

For the purpose of path loss prediction, a wide 
range of radio propagation models have been 
usedglobally. Some of these models include empirical 
and deterministic models. Empirical models are path 
loss prediction models that are based on observations 
and measurements alone. Unfortunately, these 
empirical models though easier to implement, are less 
sensitive to the environment's physical and 
geometrical structures and not so accurate while the 
deterministic models which though are more accurate 
are computationally inefficient and require more 
detailed site-specific information which is often 
difficult to come by (Abhayawardhana et al. 2005).

An Adaptive Neuro-Fuzzy Inference System 
(ANFIS) is an intelligent computation technique that 
is highlyefficient in handling complex non-linear 
problems. Because artificial intelligence is adaptive 
andrelies on observed data rather than on an 
analytical modelof the system, the resulting scheme is 
robust, efficient andcapable of reflecting changes in 
the wireless signal behavior and hence they mitigate 
the error in wireless signal prediction(Alotaibi et al., 
2008).

Alotaibi et al. (2008) used ANFIS as wireless 
signal predictor on a private mobile network- 
terrestrial trunked radio (TETRA) network, where it 
was shown to outperform some empirical models and 
to be marginally better than RBF-NN predictor. Also, 
ANFIS was used by Turkan et al. (2010) to predict path 
loss based ondata obtained in the 900 MHz band in 
Harbiye region of Istanbul, Turkey. ANFISprediction 
error was shown to be less than that obtained using 
Bertoni–Walfish model. Faihan et al. (2007) developed 
a robust ANFIS based prediction model for the city of 
Riyadh city – Saudi Arabia.  ANFISprediction error 
was shown to be less than that obtained using 
Bertoni–Walfish model (Walfisch and Bertoni, 1998).

This study investigated the applicability ofan 
ANFIS based predictor for path loss prediction across 
the suburbs of Jos, Nigeria. The ANFIS predictor is 
developed and trained on measured data obtained 
from Base Stations situated within the terrain. The 
prediction accuracy of the ANFIS predictor is 
compared with that of the empirical COST 231Hata 
based on root mean square error (RMSE) and the 

square of multiple correlations,R-square ( ).
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ADAPTIVE NEURO-FUZZY INFERENCE 
SYSTEMS 
An ANFIS is a combination of an Artificial Neural 
Network (ANN) and a Fuzzy Inference System (FIS) 
to form an intelligent adaptive system capable of 
solving complex non-linear problems. ANNs are 
quite useful in modeling systems where there is no 
mathematical relationship between input and output 
patterns. This stems from the fact that, as systems that 
mimic the human brain, ANNs can be trained using 
input patterns and target output, and then used to 
predict a result given new set of inputs.  Based on the 
concepts of fuzzy set theory, fuzzy if-then rules, and 
fuzzy reasoning, FIS is a computational network 
capable of modeling human knowledge and 
reasoning.  

ANFIS was first proposed by Jang (1993) to 
combine the learning ability of ANNs with the ability 
of fuzzy systems to interpret imprecise information 
(Abraham et al., 2013). ANFIS is based on the first-
order Takagi–Sugeno–Kang (TSK) model. A brief 
ANFIS architecture as described in (Abraham et 
al.,2013) is as follows: Figure 1 shows n example of 
such fuzzy inference system with two inputs, x and y 
and one output which is a function of the inputs. For 
the TSK inference system, the rule is constructed as 
follows:

Figure 1: The Architecture of an Adaptive Neuro-
Fuzzy Inference System

If x is A and y is B , THEN f = p x + q y+ ri i i i i i

Where A and B  are linguistic labels in the input spaces i i

x and y respectively and f is a local function which i

depends on x and y.

Layer 1 is the fuzzification layer which generates 
membership grades for each linguistic label for any 
input value; these values are defined by membership 
functions. The common membership functions are the 
bell and triangular functions depicted in Figure 2. The 
bell function used in this work is described by the 
three parameters, a, b and c in equation (1). 

 

ib

i

i

Ai

a

cx
x

2

1

1
)(

ú
û

ù
ê
ë

é -
+

=m

 FULAFIA  JOURNAL OF SCIENCE AND TECHNOLOGY  |  VOL. 1123

Radio Propagation modeling of Jos suburb



 
µ 

b a c 

 

a b c 

µ 

Layer 2 is the application of the fuzzy operator and the 
output of every node in this layer is the product of all 
the incoming signals into the node as given by 
equation (2).
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Figure 2: (a)bell and (b) triangular membership functions
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Layer 3 produces an output which is the so-called 
normalized firing strength of each rule according to 
equation (3):

(3)

Layer 4 is a layer of adaptive nodes each with a node 
function described by equation (4):

 )( iiiiii ryqxpwfw ++=

where, pi, qi and ri are called consequent parameters and 
the least-squares method is used to identify their optimal 
values.

Layer 5 is the defuzzification layer, that generates a crisp 
output given by equation (5).

(4)
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where,           is the output of node i in layer 4 denoting 
the consequent part of rule i.

In the training algorithm suggested by Jang (1993), 
ANFIS uses a hybrid learning algorithm which is a 
combination of gradient descent and the least-squares 
approximation method in order to train the network. 
Gradient descent back-propagation algorithm is used 
for training the premise parameters and least-squares 
approximation is used for training the consequent 
parameters. The optimal consequent parameters are 
estimated in the forward pass, while the premise 
parameters remain fixed. In the backward pass, 
premise parameters are tuned, while the consequent 
parameters remain fixed.

THE COST 231 HATA MODEL
The COST 231 Hata (Purnima, 2010) Model is an 
extension of the Hata Model, which is also an 
extension of the Okumura Model. It was formulated 
to suit the European environments taking into 
consideration a wide range of frequencies (500MHz to 
200MHz). The COST 231 Hata Model is one of the 
most widely used radio propagation models because 
of suitability for urban, semi-urban, suburban and 
rural areas. The COST 231 Hata Model is given 
by(Purnima, 2010).

Where, 
· L = Median path loss in Decibels (dB)
· C=0 for medium cities and suburban areas
· C=3 for metropolitan areas
· f = Frequency of Transmission in Megahertz 

(MHz)(500MHz to 200MHz)
· h  = Base Station Antenna effective height in B

Meters (30m to 100m)
· d = Link distance in Kilometers (km) (up to 

20kilometers)
· h  = Mobile Station Antenna effective height in R

Meters (m) (1 to 10metres)
· a(h ) = Mobile station Antenna height correction R

factor as described in the Hata Model for Urban 
Areas.

· For urban areas,  a(hR) = 3.20 ( log10 
(11.75hr))2−4.97, for f >400 MHz 
For sub-urban and rural areas, a(hR) = (1.1log(f) - 
0.7)hR - 1.56log(f) -0.8

PERFORMANCE EVALUATION INDICES 
The statistical indices that form the bases for 
performance evaluation are based on Root Mean 
Squared Error (RMSE) and the square of multiple 

correlations, ( ). 

The RMSE is given by (Olasunkanmi et al., 2014)

2R

ii fw
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Where, 
M – Measured Path Loss 
P – Predicted Path Loss 
N- Number of paired values

The square of multiple correlations is given by 
(Abraham et al., 2013)

Where y  is the measured path loss,                  is the i
2mean of the measured path loss. R  can take on any 

value between 0 and 1, but can be negative for models 
without a constant, which indicates that the model is 
not appropriate for the data. A value closer to 1 
indicates that a greater proportion of variance is 
accounted for by the model.
MATERIALS AND METHODS
Measurements were taken from 8 different Base 
Stations of the mobile network service provider  
(Mobile Telecommunications Network (MTN), 
Nigeria), situated within the within the Jos suburbs. 
The instrument used was a Cellular Mobile Network 
Analyser (SAGEM OT 290) capable of measuring 
signal strength in decibel milliwatts (dBm). Readings 
were taken within the 900MHz frequency band at 
intervals of 0.2 kilometer, after an initial separation of 
0.05kilometer away from the Base Station.
The mobile network parameters obtained from the 
service provider include the following:

i) MeanTransmitter Height, H = 34 T

meters

ii) Mean Effective Isotropically 

Radiated Power, EIRP = 47dBm

iii) Transmitting Frequency, f  = c

900MHz

Path Loss Prediction using the ANFIS Model
The techniques adopted in this study include the 
following:

a) Splitting Base Station Data into 60% Training, 

10% Validation and 30% Testing
This basically involves analyzing each base 
station separately by randomly splitting path 
loss data obtained from it into 60% training, 
10% validation and 30% training. The essence 
of validation is to further refine the network 
construction.This technique simultaneously 
carries out a performance comparison of the 

Creating the ANFIS Model Predictor
According to Alotaibi et al (2008), creating an ANFIS 
network involves specifying the number of network 
inputs, the number of fuzzy membership function 
(MF) per each input, the type of fuzzy MF, and the 
number of epochs. In this paper, the type of the MF 
chosen is the bell-shaped function, and the number of 
fuzzy MF per each input is 2 and the number of 
iterations is 30.

ANFIS based models with the COST 231 Hata 
model on each base station. 

b) Training with one Base Station data set and 

testing with a set from another
This is a test for generalization as described in 
(Abraham et al., 2014). The technique 
involves randomly training with data set 
from one Base Station and then testing with a 
data set from another Base Station. By 
implication, a given data set can both be used 
for training and testing. 

As stated in the previous section, the first comparative 

technique involves analyzing each base station data 

separately, by randomly splitting the data into 60% 

training, 10% validation and 30% training. Figures 3 to 

6 show prediction comparisons ofthe ANFIS-based 

model with the COST 231 Hata model relative to the 

test output. It can be observed from Figures 3, 5 and 6 

that the ANFIS based model exhibits a closer 

prediction, while Figure 2 shows that the COST 231 

Hata outperforms the ANFIS model. 

The performance statistics of the two models across all 

the Base Stations are presented in Table 1, which 

shows that the ANFIS model outperforms the COST 

231 Hata counterpart on all but Base Stations 2 and 8. 

Geometric mean values show that the ANFIS model 
2with an RMSE value of 4.18dB and R  of 0.6 is more 

accurate than the COST 231 Hata counterpart, which 
2has an RMSE value of 5.87dB and a very poor R value 

of -0.10.

The sample graphical comparisons shown in Figures 7 
to 10 are based on the second comparative technique. 
It can be observed that the ANFIS model exhibits a 
slightly closer prediction than the COST 231 Hata 
model as far as all the Figures are concerned. Results 
in Table 2 show that the ANFIS model gives a better 
prediction on all train/test pairings with the 
exception of BST6/BST2. Mean performance shows 
that there is a slight convergence in performance, with 
the ANFIS model just fractionally more accurate by 
about 0.56dB. 
Finally, a combined performance evaluation based on 
the two comparative techniques shows that on the 
geometric mean, the ANFIS model with an RMSE 
value of 4.74dB offers an improvement over the COST 
231 Hata model, which has an RMSE value of 5.9dB. 

2Moreover, the ANFIS model's superior R  value of 
0.72 indicates that it has higher correlation with the 
test data, compared with the COST 231 Hata model's 

2R  value of 0.29.

RESULTS AND DISCUSSION
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Table 1: Splitting data into 60% training, 10% validation and 30% testing

Figure 3 : Comparison on BST1 

Figure 4 : Comparison on BST2 
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Figure 5 : Comparison on BST3

Figure 6 : Comparison on BST4 

 FULAFIA  JOURNAL OF SCIENCE AND TECHNOLOGY  |  VOL. 1

Radio Propagation modeling of Jos suburb



Figure 7: BST3/BST6 Pairing

Figure 8: BST5/BST1 Pairing
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Figure 9: BST2/BST8 Pairing

Figure 10: BST7/BST4 Pairing
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Table 2: Training with one Base Station data set and testing with a set from another

CONCLUSION
This study has successfully demonstrated the applicability 
of an Adaptive Neuro-Fuzzy Inference System technique 
for path loss prediction across the suburbs of the city of Jos, 
Nigeria. Prediction results based on the two comparative 
techniques implemented show that the ANFIS model with 
an acceptable RMSE value of 4.74dBis more accurate than 
the commonly used empirical COST 231 Hata model, which 
has an RMSE value of 5.9dB. Hence, the ANFIS model is 

recommended for  path loss prediction across the area 
under investigation.
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The problem of over-dispersion often encountered by Poisson distribution is what gave rise to the development of 

the Poisson-Gamma mixture distribution. This distribution is a mixture of a family of Poisson distributions with 

Gamma mixing weights. The log likelihood function of the Poisson-Gamma mixture distribution has been 

exponentiated in order to extract the canonical link of the mixture distribution. This link function is re-expressed 

as a sum of the loglinear link and an offset. By implication, modeling for the Poisson-Gamma mixture model 

amounts to modeling for the Poisson loglinear model and adding the offset term to the result. This model can be 

used to model HIV/AIDS infection rate for multiple sex partners. It is theoretically shown that the mixture 

distribution reduces to the Poisson distribution and that in large samples, the Poisson-Gamma mixture is 

approximated by the Poisson distribution.
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INTRODUCTION

The need to use a Poisson-Gamma mixture 

distribution arises when the Poisson distribution 

exhibits over-dispersion. For the Poisson model, the 

mean and the variance are equal. If the variance of a 

Poisson model exceeds its mean, over-dispersion is 

said to occur. Over-dispersion is indicated if 

Pearson      dispersion is greater than 1 Hibe, (2007). 

The problem with over-dispersion, common to 

most Poisson models is that it renders the 

parameter estimates biased. Where over-dispersion 

is a concern, the alternative models are:

(1) Quasi-Poisson   

(2) Negative Binomial regression

MATERIALS AND METHODS

In this paper, we shall consider only the Negative 

Binomial regression as an alternative to the over-

dispersed Poisson model. In designing an offset 

Poisson-Gamma mixture model, it is logical to use the 

order listed below:

(i)Poisson distribution

(ii)Gamma distribution

(iii)Poisson-Gamma distribution (Negative Binomial 

distribution)

(iv) Offset Poisson-Gamma mixture regression model

RESULTS AND DISCUSSION

THE POISSON REGRESSION

The Poisson regression is derived from the 

poisson probability mass function given 

Johnson, (2004), Freund, (1992) as

......(1)

where is the count response, is the predicted  

count or rate parameter, is the area or time in 
which counts enter the model 
(1) reduces to

Where applies to individual counts devoid of 

time or size considerations, and the resulting 
model is called offset poisson model.

        and equation (4) becomes Hilbe, (2007)

GAMMA DISTRIBUTION

    This distribution models the waiting time between 

Poisson distributed events. The   probability of

waiting time until the  nth  poisson (  ) event is a 

gamma probability density expressed as
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POISSON-GAMMA MIXTURE DISTRIBUTION

    The variance of the Poisson-Gamma mixture 

distribution differs from that of Poisson by

The distribution is also termed, Negative Binomial. 

This is because the negative binomial distribution is a 

mixture of a family of poisson distributions with 

gamma mixing weights. In this case, the poisson 

parameter is a random variable distributed as 

gamma.

The negetive binomial distribution with r number of 

failures, k number of success and having the 

probability of success p is given as
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E S T I M A T I O N  O F  T H E  D I S P E R S I O N  
PARAMETER r

Both the method of the moments and maximum 
likelihood method individually impose constraints on 
the estimation of the dispersion parameter. Al-
Khasawneh, (2010) combines both the method of 
moments and maximum quasi-likelihood estimation 
in a variety of ways using appropriate weights.

Method of moments
This is done by solving simultaneously, the following 
equations:
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CONCLUSION

The offset Poisson-Gamma mixture model has been 

formulated to show that the Poisson-Gamma mixture 

link is actually the sum of the Poisson loglinear link 

and an offset. 

Thus modeling a Poisson-Gamma mixture regression 

model amounts to modeling a Poisson loglinear 

model and thereafter adding the offset term. It is also 

shown in this study that by using the fact that the 

Poisson overdispersion measure is a reciprocal of the 

number of failures, increasing the sample size 

reduces Poisson overdispersion. 
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A study was carried out on the analysis, design and implementation of a Web-based examination management 
system in Federal University Lafia. A step by step data flow diagram was created as a guide for application 
developers towards building a more flexible student information system for the university. Using the design, 
enhanced and intelligent computer software for result computation, integrated with a dedicated database for 
storing processed results and other relevant records was developed to simplify the University grading system 
and overcome the short-comings of existing examination packages. An empirical evaluation and comparison of 
the system with other similar systems shows that it will equally expedite the processing of students' records, 
semester results and transcripts at various levels and offer a faster, secured management and access to students' 
results On-line. This system is more efficient and provides substantial benefits for both the University 
management and students as observed in its implementation.

Keywords: Examination Management System, Computer Software and Computation.
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INTRODUCTION

Paper examinations still remain the primary means 

by which student learning in both undergraduate 

and postgraduate curricula are assessed, as they 

have unique advantages that may never be replaced 

in the nearest future. However, paper examinations 

are laborious to grade, tally, and record. They are 

also difficult to keep, especially after they are 

returned to the students. Often, electronic 

examination is considered a suitable alternative 

(grading, returning exams, etc). Despite this, more 

challenges still exist when administering electronic 

exams, including ensuring that everybody has a 

secure computer for the examination. Hence, the 

prevalence of paper examination is expected to 

continue for quite some time. However, 

examinations, results and the personal information 

about students are the key elements of an electronic 

student information management system. Given the 

various needs of the different categories of students 

in a university setting, each student record will need 

to be processed from time to time in order to meet 

those needs and the needs of other people outside 

the university who rely on such records. Some 

institutions still rely on manual systems for the 

archiving of students records thereby making its 

processing and retrieval cumbersome. According to 

Arekete and Osinowo (2009), student records in 

other cases are available in semi-electronic or 

computerized forms which still have the 

aforementioned inherent difficulties. These 

electronic formats are unfriendly because they 

require further cumbersome transformation 

processes in order to produce the much needed 

reports. In this current digital era, time is always of 

essence. There is therefore need to create systems 

that are seen to be efficient, flexible, reliable and able 

to produce accurate information as at when 

required.

Student Information Management Systems (SIMSs) 

have gone through tremendous changes with 

respect to technology. According to USDEOPEP 

(2009), since the early 1990s, the Web has become 

the technological infrastructure that has enabled the 

deployment of innovative SIMSs for tertiary 

institutions. Idogho et al., (2011) reported the 

creation of an “interactive intranet portal for 

effective management in tertiary institution”. Their 

work addressed problems that emanate from the 

processing of student results, payment of fees and 

management of library resources. They identified 

services that are relevant to the institution and 

sought to harmonize them into a single platform. 

However, their work discussed only two of such 

services which include result processing and library 

resource management. Also in Youh (2010), a 

“client server distributed database for student result 

processing” was also reported. Their work focused 

on allowing various academic units to maintain and 

control their data. They placed emphasis on the 

benefits of leveraging a distributed architecture as 

opposed to centralized database architecture. In 

another related study, Ayodele and Ezugwu (2010) 

reported the “design and implementation of 

student's information system for tertiary institutions 

using neural networks: an open source approach”. 

Just like the previous researches, their work focused 

on the collection and storage of student records and 

a prompt processing of results and student 

transcripts and the end result being the availability 

of students result online. 

This study compared the other similar systems and 

aims to expedite the processing of students' records, 

semester results and transcripts as well as offering a 

faster more secured access to results online. 

MATERIALS AND METHODS

The best suitable alternative solution to 
resolving the stated problem is the creation of an 
Internet based application. The internet has become a 
melting pot for the business community, with web 
application as the key mechanism for success and 
growth. The choice of adopting web application lies 
solemnly on some of its important qualities and 
attributes among which include remote distributive 
nature (processing occurs at different physical 
locations), reliability, availability, interoperability 
and security. 

SYSTEM DESIGN METHODOLOGY
Schedule Feasibility
Time evaluation is the most important consideration 
in the development of project. The time schedule that 
is required for the development of this project is very 
important since more development time affects 
machine time and cost that can cause delay in the 
development of other systems. A reliable Exam 
Management System can be developed in the 
considerable amount of time if scheduled feasibility is 
properly documented and followed in the cause of 
the design work. The figures covered in this section 
are the initial information gathering, which were later 
projected for a better design model of the proposed 
system implementation.

System Data Flow Models
The aim of designing a data flow diagram at the early 
stage of the system planning and implementation is 
to enable the developer have a wider perspective 
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about the information and functional domain of the 
overall system functionalities. In the cause of this 
design process, the data flow diagram is usually 
refined to achieve a greater level of detailed 
information that encompasses the running 
application to be developed by the software designer. 
The Web-based Exam Management System data flow 
diagram is splinted into three levels; ranging from 
level 0 to level 3 as shown in Figures 1, 2, 3 and 4. The 
input entities involve Admin (exam officer and MIS 
staff), Instructors and Students, while the input data 
objects include: students' profile, course information 
and examination records. The labelled lines and 
arrows represent data type hierarchies

The figure above serves as the core or heart from 
which we build a fully functional system, with 
diverse functionalities. Our focus is to develop 
examination processing engine that will be deployed 
or migrated across universities, polytechnics and 
colleges of education. The running of such system 
should be platform independent and customizable to 
the taste of end users. 

The system user comprises both the administrators, 
instructors and students interface/module, and each 
of these users will have different degree or level of 
right of assessments, depending on their respective 
roles. We will subsequently provide a detailed 
description of the running system.

In Figure 3, Examination Card denote a printed or 
hardcopy identification card containing the list of all 
courses registered by a student, and on it is also 
attached the bearer passport photograph. This might 
differ for some institutions, but WEMS offers a 
provision for generating examination identification 
card automatically for individual students. 

Figure 6 shows the connection between students, 
courses and instructors. A connection is established 
between students, course and instructor because the 

three are related. This relationship can further be 
understood by having knowledge of the role of 
students, courses, and instructors within the context 
of the proposed system to be implemented. We choose 
to define a set of object/relationship pairs that defines 
the relevant relationships. For example, a student 
registers a course, receives lectures for the course, at 
the end, he or she takes an examination. The course is 
taught by an instructor who sets exams and

.  

Figure 1: Proposed Exam Management 
System DFD Level 0

Figure 2: Exam Management System DFD Level 1

Figure 3: Proposed Exam 
Management System DFD Level 2
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F i g u r e  4 :  P r o p o s e d  E x a m i n a t i o n  
Management System DFD Level 3

F i g u r e  5 :  P r o p o s e d  E x a m i n a t i o n  
Management System Entity Relational 
Diagram

 FULAFIA  JOURNAL OF SCIENCE AND TECHNOLOGY  |  VOL. 1

Examination Management portal for tertiary institution



Figure 6: Student, Course and Instructor Entity 
Relational Diagram

System Design for Project Development
Fig. 7 is a task diagram depicting the work (= tasks) 
that should be performed to complete the design 
phase.

Figure 7: The System Design Task for the 

Software Project Development Life Cycle 

Design of the Application Architecture
Given the data-models, process models and target 
solution, distribution decisions will need to be made. 
Figure 8 is a physical data flow diagram (PDFD) that 
is used to establish physical processes and data stores 
(databases) across a network of the proposed design.

F i g u r e  8 :  A p p l i c a t i o n  
Architecture; Physical Data Flow 
Diagram

Design of the Database(s)
The resulting database schemas shown in Table 1, 
will serve as container were data are stored as records 
in tables on the server side database. It consists of a 
user table (login), Bio-data table, enrolment table, 
course table, grade table, department table etc. Each 
table contains a setup information data whose details 
are provided in the data tables that are shown on the  
next page:
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Table 1: Sample course table from a database.

Data Tables

Figure 9: Physical Database Schema

System Design
From the Data Flow Diagram (DFD) depicted 
earlier on, the next step is the definition of the 
modules and their relationship to one another 
in a form called a structured chart, using a data 
dictionary and other structured tools. The 
design specifications that get generated at the 
end of this phase are technical in nature and 
contain: 
i. User interfaces
ii. Databases and data structures
iii. Algorithms and program structures 
iv. Equipment and other facilities 
required
v.      Manual procedures that will be part of 
the implemented system.

Mathematical Model
The most important aspect of the new system is 
the grading module (mark information 
management system); the required parameters 
are basically the semester registration, course 
registration, assignment, and examination raw 
scores. The course credit unit registered is 
denoted by CC. The semester is broken into 
two; first and second semester and likewise 
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those courses taken at the respective periods for first 
semester are usually denoted by odd number course 
codes, (MATH101, COSC201, STAT305, etc) while 
those for second semester are given even number 
course codes (MATH104, COSC206, STAT304, etc.) 
respectively. A student is expected to register for a 
minimum of 48 credit unit in 100 levels. Thus, the total 
number of credit unit expected at the end of the first 
year is given by:

Where i, j = 1, 2, 3, …, N and N represents the total 
number of courses registered by a student per 
semester.
The credit unit point and grade point average are then 
computed based on the above perimeter as follows:

Where CC the course's credits, N is the total number of i 

courses; CG is the course grade point of the course i 

credit system evaluation policy.
The mathematical models which yield equations (4) 
and (5) will be used in the mark information 
management module,  to compute grades.  
Subsequently, the processed marks information will 
be made available for transcript processing and 
semester result generation.

RESULTS AND DISCUSSION
The technological approach for the 

development of the new system is based on WAMP 
Server (Apache, MySQL, and PHP) open source 
solution Adewale (2006). The web server has what 
seems to be a simple straightforward job. It sits there 
over a network, running on top of the client's machine 
listening to requests that somebody on the web might 
make, and it responds to those requests and serves out 
the appropriate web pages. In reality, it is a bit more 
complicated than that, and because of the web that 
runs twenty four hours a day, seven days a week, the 
stability of the web server is a major issue. PHP and 
MySQL are popular pair for building dynamic web 
applications. PHP is the most widely supported and 
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used web scripting language, and an excellent tool for 
building web database applications (Williams and 
Lane, 2004). MySQL is a client/server database that 
consists of a multithreaded SQL server that supports 
different back ends, several different client programs 
and libraries, administrative tools, and a wide range 
of programming interfaces Connolly & Begg (2002). It 
can hold up to 60,000 database tables with 
approximately 5 billion records).

The new system is built around a three-tier 
architecture model, fourth-tier could also be 
considered as a suitable alternative, depending on the 
availability of hardware/preference (see figure 10). 
At the base of the application is the database tier, 
consisting of the relational database management 
system that manages the data that users create, query 
and delete. This database tier is implemented using 
MySQL database server. Built on top of the database 
tier is the middle tier, which contains most of the 
application logics that have been developed using 
PHP as the scripting engine. This middleware works 
closely with the web server to interpret the request 
made from the World Wide Web, process this 
requests, interact with other programs on the server 
to fulfil the request, and then indicate to the web 
server exactly what to serve to the client browser. At 
the user end is the client tier, usually, a browser 
software (Internet Explorer, Mozilla Firefox, Opera or 
Safari) that interact with the application. 

Figure 10: Three-tier architecture model

System Requirements

System Description
We describe in brief some key roles being performed 
by the administrative officer, system users and 
students. 

Table 2: System Requirements
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Admin: This module enables the administrator to 
carry out some administrative task such as addition of 
new students, enrolments, record modification, 
computation of result, system update and some basic 
system maintenance. There can be more than one 
administrator at a time, whose basic function is to 
manage the system.

Users: This component of the system carries out the 
interface or modules for all the users that access the 
system which includes instructors, student affairs and 
students. They can always access the system with a 
common web browser via the internet or local area 
network connectivity. Each user has an own interface 
which is always active on the client side of the system. 
Their respective role is further explained:

i. Instructors interface: This is an interface 

where all the instructors can manage their 

own courses and exams. The instructors are 

assigned the tasks of grading students and 

submitting their continuous assessments and 

exams raw scores to the administrative officer 

in charge of result processing to handle. This 

module also provides the instructors with the 

opportunity of knowing the total number of 

students that registered for their courses.

ii. Student interface: With this interface the 

students can perform three operations. First, 

they can use it to print their examination 

cards online, and second, preview or print out 

their semester results. Lastly, they can use the 

interface to report complaints regarding 

detected faults to the administrative officer in 

charge of processing.

Creating Student Profile: The bio-data of students are 
usually to be created during the first semester 
registration or at the beginning of the course and are 
not needed to be re-entered again for the rest of the 
semester a student has. The bio-data captures the 
basic students' information as required by the school 
authority which is needed for generating reports and 
other particulars that are required by other bodies 
who are involved within the academic cycles. As long 
as a student is already registered in the university 
portal, the system automatically imports some of the 
necessary profile needs such as a student's 
registration number, department etc, since some of 
these information are not given at the departmental 
level.

Student Enrolment: The students' enrolment is a 
repetitive process for every semester. The user is 
required to enrol students based on their registration 
status in the university on-line portal, which might 
include full time/part time, admission category, and 
exam details. Most importantly, it is at this level of 

functionality that the user selects the courses 
registered by the students.
The enrolment steps might include the following, 
depending on department choice:

i. Session for which students are to be enrolled

ii. Faculty/Department from which the course 

is taken

iii. Course status (i.e. core, elective or cognate)

iv. Exam date

v. Courses under which students are to be 

enrolled

vi. Semester

vii. Admission category

viii.Registration number

The examination management system flowchart 
shown in Figure 11 describes the activities diagram 
that takes place in the WEMS System. The various 
interactive scenarios that take place upon successful 
system login are also presented in chapter five of this 
in the form of screen shots.

a. The system first checks the user name and 
password of the system user. If they are not valid, 
the login interface is re-presented again with a 
specific login error messages. If the username and 
password of the user are correct, then the interface 
presented to the user is based on the user type and 
access right. The admin user will have a different 
user interface presented to him as regards what 
other users will have. When an instructor log on 
with instructors credential, a different interface is 
presented and this looks different from that of a 
student.

b. Student Registration: Figure 14 presents an 
interactive user friendly form to the admin officer 
in charge of students' registration in every 
semester to enter the necessary students' data into 
the system database.

c. Course Registration: Students are expected to carry 
out their registration process online. They can 
login into the system using their registration 
numbers and a pin code given to them by the 
departmental examination officer as pass mark. 
After a successful login, they can select the 
appropriate course for that particular semester. 
There are rooms for course registration preview, 
but modifications of courses registered are not 
allowed not until after the course registration 
weeks are over.

d. Generate Exam Card: The system will 
automatically generate examination cards for 
students, based on their registration status. The 
examination identification card will be 
systematically dispatched to the web portal and 
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made available for student to download in the 
cause of their examination time table release.

Figure 11: Examination Engine Activity Diagram

Figure 12: Online Registration Activity Diagram
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e. Recording of Exam/CA: It is usually the work of the 
lecturers to make available their CA/Exam raw 
score by submitting it into the exam database via 
the mark-sheet interface meant for that purpose. 
The processed scores are later retrieved by the 
exam/admin officer who is in charge of result 
processing.

f. Process Result: Result processing is performed 
automatically by the system based on the set 
conditions inbuilt in the examination package. The 
system processes result by means of computing 
the overall grade obtained by students for every 
course he or she has registered and sat for during 
the semester. Also among the computed result 
options include GPA and CGPA. Once the 
processing is done, it is auto sent to the result 
database and stored for future report generation.

g. Generate Result: Results are generated in form 
of reports by querying, and this is often based on 
request. Students can only access their individual's 
result online via the university web portal in the 
form of semester result with their registration 
numbers, of which they can print out their results 
for documentation.

The system process assumes that every student 
should have performed the initial central 
registration and such registration being validated 
by MIS as required by the school authority. The 
departments enrol the students based on retrieved 
information from MIS central database. Figure 12 
does not fall into the range of activities executed by 
WEMS, but rather it is shown to clarify the initial 
requirements among various stages that are 
involved in the process tasks.

This activity diagram presented in Figure 13 depicts a 
module that enables the Instructor to enter 
students' mark information into WEMS database. 
The record that is submitted by the instructor will 
serve as data input which is required by the 
administrative officer for further processing of the 
students' final results.

Figure 13: Result Entry Activity Diagram

Figure 14: Departmental Course 
Report Activity Diagram

The departmental administrative officer can use the 
interface presented in Fig. 4.5 to produce lists of all 
students that registered for a particular course from 
within and outside the department.  
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Figure 15: Online Result Checking activity diagram

This presents an activity diagram for students to check 
their results via online interface that is provided for 
such purposes. The system first requires the user to 
provide his/her registration number and password 
for authentication, after which access is granted or 
denied. For every successful login, the student sends 
quires (i.e., session, semester and year via a dropdown 
combo box). The system displays the students' page 
with the following information, students' personal 
data, and all courses and grades information that are 
obtained by the students for that session.

CONCLUSION
This model has presented a multitier 

academic management software models for managing 
students' academic records' in tertiary institutions. 
The implementation of the proposed system in Federal 
University Lafia was a success and this could be 
attributed to the initial models presented for the Web-
based Examination System Package. The various 
detailed data flow and entity relationship diagrams 
assisted in the development of a mathematical model 
for WEMS result computation engine which has been 
implemented on a four-tier architectural model for a 
Web-based dynamic application, designed using the 
WAMP  technology (Web server, Apache, MySQL and 
PHP), an open source solution. Because of the sensitive 
nature of the system, a role-based model access 
mechanism has been built into the new system to 
further boost security of the system. The Web-based 
Exam software serves a dual purposes; It serves as a 
stand alone student registration software and at the 
s a m e  t i m e  d e d i c a t e d  f o r  r e m o t e  
computing/processing of students results from 

different departments of the university. It also has the 
features that will enable the user to enter data from 
any remote location, thereby facilitating the 
enrolment process for students academic records. 
WEMS, when integrated into the university portal, 
will present end users with an interface whereby 
students can automatically generate and print out 
their examination cards, check results and also print 
transcripts remotely. 
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The elements of the injective order-decreasing transformation semigroup using path structure (Circuits and 

Proper paths) introduced by Stephen Lipscomb is presented. The elements were grouped according to their 

conjugacy class, the nilpotents and the idempotents were identified and the nilpotent and idempotent conjugacy 

class chain decompositions studied. Some observations were made and their order enumerated. Formulae were 

found for their order and combinatorial properties.
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The impact of outlier on analysis of time series data in causing over-dispersion was examined. The problem of over-

dispersion is central to all General Linear Models (GLM's) having discrete responses. If the estimated dispersion 

after fitting is not near the expected values, then the data may be over dispersed. One of the causes of over-

dispersion is outlier. Outlier is a data which is unusual with respect to the group of data in which it is found. In this 

paper, data were simulated based on poison model using SPSS and first analysed to see whether the estimated 

parameters is unbiased of the fixed parameters. Thereafter, two different values of outliers, 10's and 20's were 

introduced to different percentages of the generated data and then analysed using the STATA package to observe 

the effect of the outliers being introduced on the data for small, moderate and large samples. The data simulated 

were replicated 300 times for all categories. The averages of the results were computed. The results showed that the 

higher the percentage of outliers the more the over-dispersion occurs in the models and the larger the sample size 

the less the over-dispersion.
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INTRODUCTION

An outlier is an observation that lies outside 

the overall pattern of a distribution (Moore and 

Mccabe, 1999). A convenient definition of an outlier is 

a point which falls more than 1.5 times the interquartile 

range above the third quartile or below the first 

quartile. It can also occur when comparing the 

relationship between two set of data. According to 

Oxford Dictionary of Statistics (2008), outlier is an 

observation that is very different to other observations 

in a set of data. It is a data value which is unusual with 

respect to the group of data in which it is found. It may 

be a single isolated value far away from all others, or a 

value which does not follow the general pattern of the 

rest. Usually the presences of outliers indicate some 

sort of problem. This can be a case which does not fit 

the model under study or an error measurement. 

Outliers are often easy to spot in histograms. 

Since the most common cause of outlier is recording 

error, it is sensible to search for outliers by means of 

summary statistics and plots of the data before 

conducting any detailed statistical modeling or 

analysis. If there is only a single outlier present, then 

an effective test is the Dixon test.  For data from a 

normal distribution, the test statistic of the Grubbs test, 

suggested by Grubbs (1969), could be used. The 

Rosner test for multiple outliers relies on ordering the n 

observation interms of their distance from the overall 

mean. Certain statistical estimators are able to deal 

with statistical outliers and are robust while others 

cannot deal with them. A typical example is the case of 

median, that can deal with outliers well, since it would 

not matter whether the extreme point is far away or near 

the other data points, as long as the central value is 

unchanged. The mean on the other hand, is affected by 

outliers as it increases or decreases in value depending 

on the position of the outlier. According to Hardin and 

Hilbe (2007), presence of outliers in data set may rise to 

apparent over-dispersion. Over-dispersion is a 

phenomenon that occurs with data fitted using the 

binomial, poison or negative binomial distribution. If 

the estimated dispersion after fitting is not near the 

assumed values, then the data may be overdispersed, 

the value is greater than the expected value. It is 

underdispersed, if the value is less than expected. It is 

generally caused by positive correlation between 

responses or by excess variation between response 

probabilities or counts. It also arises when there are 

violations in the distributional assumptions of the data 

(Breslow, 1990). The 

problem with over-dispersion is that it may cause 

underestimation of standard errors of the estimated 

coefficient vector. A variable may appear to be a 

significant predictor when in fact it is not. Usman and 

Oyejola (2013) emphasized that apparent over-

dispersion may arise from any of the following:

(i) The model omits important explanatory 

predictors 

(ii) The data contain outliers.

(iii) The data contain excess zero.

(iv) The model fails to include enough interaction 

terms.

(v) A predictor needs to be transformed (to the log 

or some other scale).

The assumed linear relationship between the response 

and the link function and predictor is misspecified. 

(Hardin &Hilbe 2007)  A model may be overdispersed if 
2the value of the Pearson (or χ ) statistics divided by the 

degree of freedom is greater than 1.0. The quotient of 

either is called the dispersion. Small amounts of over-

dispersion are of little concern; however, if the 

dispersion statistics is greater than 1.25 for moderate 

size models, then a correction may be warranted. 

Models with large numbers of observations may be 

overdispersed with a dispersion statistics of 1.05 (Hilbe 

2007). This study therefore examined the effect of 

proportion of outliers and sample size in causing over-

dispersion to set of data

MATERIALS AND METHODS

Proportional impact of outliers were studied by 

creating simulated data set for small, moderate and 

large samples which were taken to be 20, 50 and 100 

respectively. For each sample size, we introduced 1, 2 

and 3 different sets of outliers out of each of the values 

20, 50 and 100 of the response y  following the idea of i

Usman and Oyejola (2013). These were replicated 300 

times.  For instance, the numbers of values of outliers 

introduced in each sample represent 5, 10 and 15 

percent of the observations for the sample size of 20. The 

values of y  simulated range from 0 to 9.i

Two sets of outliers were introduced into 

generated data. In the first set we added 10 to the first, 

first and second, and first, second and third respective 

values of y  randomly in the different data generated. i

While in the second set, we added 20 the same way. 

Each constructed data set entails a specific cause of the 

over-dispersion observed in the display of the model 

output stated as follows;

Constant (β ) = 0.9 and β  = 0.2, β  = -0.5,  β  = o 1 2 3

0.6 are coefficients of the predictors.  t = 0, 1, …, ∞  , and 

i = 1, 2, …, 300

Results Output of Sample Size of 20 without 

Outliers using Stata Codes

glmy  x  x  x , family(Poisson) link(identity) i 1 i 2 i 3 i

nolognonrtolerance  i=1, …, 300

A sample output of the above code is given as linear 

models.  No. of obs = 20
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From the above result, the parameter estimates are 

significantly different from the parameters fixed for the 

model having a responsey , i.e. y with the first i

responses having 10 added to the value y. the Pearson 

dispersion statistics, however, has doubled to a value 

of 2.0234. The AIC and BIC Statistics are also inflated. 

G i v e n  a  s m a l l  n u m b e r  o f  

observations, a value of 2.0234 indicates a serious 

over-dispersion, of course, we understand that the 

source of the over-dispersion result from the 10-

outlier. Adding another 10's counts to the observations 

we already made to the first observations produce 

multiple over-dispersion (see table 1-6 for the 

results). More so another value of 

outlier was introduced in the generated data.In this 

case, we added 20 to the first data. The codes used in the 

STATA to generate the responses with an outlier 

introduced on the same set of predictors yield the 

output given below.

Results Output of Sample Size of 20 with an Outlier '20' 

using Stata Codes

genyi = y

replaceyi = yi+20 in 1/1

glmyi x1i x2i x3i, family(Poisson) link(identity) 

nolognonrtolerance  i=1, …, 300

A sample output of the above code is given as linear 

models.    No. of obs  = 20

O p t i m i z a t i o n      :  M L     

Residual df     =       16

 Scale parameter =       1 

D e v i a n c e   =    3 7 . 7 9 2 2 4                     

(1/df) Deviance = 2.362015

P e a r s o n    =   5 8 . 0 3 2 4 5

(1/df) Pearson  =  3.627025

AIC       =  5.002345

L o g  l i k e l i h o o d    =  - 3 8 . 4 5 6 7 1 3 7                     

BIC       = -11.0712

__________________________________________

_______________________

                                         OIM

When another value of outlier was introduced in the 

generated data, i.e 10 added to the first data. The 

Pearson index increased to 3.627025 which is 

seriously overdispersed. Also there is a change in the 

parameter estimates and the AIC and BIC criteria 

increase to 5.002345 and -11.0712 respectively. The 

effect of 10% of the observation constituted outlier is 

remarkable.
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RESULTS AND DISCUSSION

ANALYSIS WITH VALUE OF 10'S ADDED TO SOME 

PERCENTAGE OF RESPONSE

The analysis of data when 10 was added to the first, first 

and second, and first, second and third data could be 

seen clearly in the table 1-6. The data were simulated 

for each three sample size under consideration and 

analysed. Then a value of 10 was introduced to 5%, 

10% and 15% of 20, 50 and 100 observations and they 

were analysed using the Stata code. Each set of 

simulations were replicated 300 times, the average of 

the results were taken and displayed in table 1-3 as 

follows.
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Tables 1-3 show the effect of percentage of outliers 

introduced when compared with those with 0% outlier. 

It was observed that the Pearson's index increases with 

percentage increase in the number of outliers, hence, 

over-dispersion occurred as all values of the index are 

greater than 1.0 for all categories of percentage of 

outlier introduced and sample sizes. Also from the 

results all the parameters estimates are significantly 

different from the fixed parameters. The increase in AIC 

and BIC information criteria when percentage of 

outliers increase indicate worse model from smaller to 

higher number of outliers. It was also observed that the 

parameters' estimates, Pearson Index and Log-

Likelihood increased while AIC and BIC decreased 

when sample size was increased for different 

percentage of outliers introduced. 

ANALYSIS WITH VALUE OF 20'S ADDED TO SOME 

PERCENTAGE OF RESPONSE

The data were simulated for each three sample sizes 

under consideration and analysed. Then a value of 20 

was introduced to 5%, 10% and 15% of 20, 50 and 100 

observations and they wereanalysed using the Stata 

code. Eachset of data was replicated 300 times for 

different percentage of outliers. The average values of 

the estimated parameters Pearson index, Log-

Likelihood and the Information criteria were taken and 

presented in table 3-6 as follows.
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Tables 3-6 show the effect of percentage of 

outliers introduced when compared with those with 

0% outlier. In this case, outlier 20 was added to 5%. 10 

and 15% of data simulated. It was observed that, the 

Pearson's index increases with percentage increase in 

the number of outliers, hence, over-dispersion 

occurred as all values of the index are greater than 1.0 

for all categories of percentage of outlier introduced 

and sample sizes. Also from the results all the 

parameters estimates are significantly different from 

the fixed parameters. The increase in AIC and BIC 

information criteria when percentage of outliers 

increase indicate worse model from smaller to higher 

number of outliers. 

CONCLUSION

Tables 1-6 show the effect of percentage of 

outliers introduced when compare with those with 0% 

outlier. It was observed that the Pearson's index 

increases with increase in the number of outliers, 

hence, over-dispersion occurred as all values of the 

index are greater than 1.0 for all categories of 

percentage of outliers introduced. Also from the 

results all the parameters' estimates are significantly 

different from the model. The increase in AIC and BIC 

information criteria respectively, when percentage of 

outliers increase, indicate worse model from smaller to 

higher number of outliers. It was also observed that, 

the parameters' estimates, Pearson Index and Log-

Likelihood increased while AIC and BIC decreased 

when sample size was increased for different 

percentage of outliers introduced. Therefore, the 

outlier has little effect on the model with increase in the 

sample size and indeed there is little over-dispersion. 

The s tudy 

concluded that the higher the number of outliers in a set 

of data the higher the over-dispersion especially at 

smaller sample sizes. However if the sample size 

increases with the same number of outliers there will be 

little over-dispersion. It is therefore recommended that 

if outliers are present in a data set the sample size 

should be increased.
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INTRODUCTION
Semiconductor nanoparticles as an advance research 
material for most dynamic area of scientific research 
have significant fundamental and commercial interest. 
ZnS as an important group II–VI semiconductor 
compound with average wide band gap energy of
has shown excellent properties in luminescence, 
photochemistry and low toxicity compared to other 
semiconductors (Amah et al., 2012). This is because of 
the wide range of its application in areas such as 
phosphors, optics, electronics, solar cells, catalyst and 
sensors, hence the need for intensive investigation in 
order to understand the workability of the device in the 
above aforementioned applications (Ravi, 2011; 
Ahemen et al., 2013) .

Nanoparticles generally are zero dimensional 
structures which are size dependent. As they 
approach the nanoscale regime, quantization and 
domination of atoms at the surface becomes 
significant due to the large surface area of the 
nanoparticles. Therefore during synthesis or 
preparation of nanoparticles the choice of capping 
agent in engineering of size and surface structure is of 
both theoretical and practical importance due to the 
inherent mechanical, chemical, electrical, optical, 
magnetic, electro-optical and magneto-optical 
properties that are substantially different from those 
observe for their corresponding bulk (Gnanam and 
Rajendran, 2011). 

These capping agents which is either organic 
or inorganic during synthesis determines the material 
to be synthesized, since they are responsible for the 
stability on the surface of the nanoparticles through 
covalent or ionic interaction as well as isolation of 
individual nanoparticles under ambient conditions 
(Kalu et al., 2013).
Organic capping agent's which are polymeric in nature 
consist of molecules that bind to the surface of the 
particles with a network of hydroxyl head group and an 
alky tail chain. They restrict the growth of the 
nanometric size of the particles by stabilizing the nuclei 
and larger nanoparticles against aggregation, as well 
as accurate control of size and surface structure 
(Sperling and Parak, 2012). 

Inorganic capping agents has been observed 
to be wide band gap semiconductors, whose primary 
aim is the elimination of surface related defect states at 
the particle surface during synthesis and the 
confinement of charge carriers to the core material. 
This usually results to increase quantum yield and 
luminescence efficiency. They also decrease poly-
dispersity which enhances colloid stability at control 
growth rate. The lowering of density of trap states in 
surface passivated samples has been attributed to the 
effect capping agent, hence its application in 
luminescent semiconductors (Reiss et al., 2002).

Also capped zinc sulfide nanoparticles with 
varying emission spectra and decay times have been 
reported due to passivation of the nanocrystal's 
surface which plays important role in the optical 
properties and the controlling of dispersed particle 
sizes (Kalu et al., 2013).

 

Widening of a semiconductor band gap stemming from 
quantum size effect can be obtained when the 
semiconductor particle size reaches or become less 
than the Bohr radius. Therefore to prepare such 
nanoparticles at engineered size and surface structure 
requires limiting their growth at the beginning of their 
formation when capped (Kalu et al., 2013; Pawar et al., 
2010,).

The variation of particle size is a crystal 
distortion due to the confinement caused by capping. 
The strain-induced broadening stemming from such 
distortions depends largely on the lattice parameters 
and the diffraction angle which can be evaluated. 
Lattice strain is therefore a measure of the distribution 
of the lattice constants arising from crystal 
imperfections (Mote et al, 2012). Crystallite size and 
lattice strain affect the Bragg peak in different ways. 
Such as increase in width of the peak, the intensity of the 
peak and shift peak 2θ to a position accordingly. 
( Kumar and Rao, 2013).

This research investigated the effect of organic 
and inorganic capping agents on the particle sizes of 
ZnS nanoparticles and analyzed the associated strain 
induced due to peak broadening using Williamson-
Hall Model.

was carried out using X-ray Diffraction 
(PANalytic X-ray Diffraction machine at Engineering 
Materials Development Institute Akure, Nigeria) with 
Cu Kα radiation (λ = 0.154056 nm), Scanning electron 
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microscope (Carl-Zeiss MA 10 series machine at 
Sheda Science and Technology Complex Abuja, 
Nigeria) for the morphologies of the synthesized 
samples deposited on a carbon-coated grid for 
examination. Optical absorption spectra of the 
nanoparticles samples dispersed in ethanol were 
recorded at room temperature using a UV-Visible 
spectroscopy (JENWAY 6405 at Federal University 
Lafia, Nasarawa State Nigeria) and Fourier Transform 
Infrared spectroscopy between the range of

            were recorded (Shimadzu-IR 8400s at 
the National  Research Institute of Chemical 
Technology, Zaria, Kaduna State, Nigeria)  to verify the 
presence of capping agents. 

     Fig.1. XRD pattern for (a) ZnS (b) ZnS:CMC and (c) Zn:SiO  nanoparticles2

 The information concerning the strain and the particle 
size were obtained from the full width at half maximum 
(FWHMs) of the three diffraction peaks. The FWHMs 
(β) can be expressed as a linear combination of the 
contributions from the strain (ε) and particle size 
(D)nm of the Scherrer's equation which are 
components for the formation of  Williams Hall 
analysis for particle size and lattice strain with the 
following relation shown below 
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    Fig.2. Williamson-Hall plots of powdered XRD data of ZnS, ZnS:CMC and ZnS:SiO2

Table 1.  Lattice parameter, structure, energy band gap, particle sizes and the strain  values

The results presented in Table 1, show that the particles 
sizes obtained using Williamson-Hall Uniform 
Deformation Model (UDM) confirmed changes in 
particle sizes due to capping effect. Also the calculated 
values of the strain induced on the nanoparticles were 
directly proportional to the energy band gap and 
inversely proportional to the nanoparticle sizes. In 
comparison, it is observed that ZnS:SiO  has the 2

smallest particle size,  high induced strain and the 
largest energy band gap which indicates an excellent 

combination for tuning optoelectronic properties.

The results in Fig.3 shows the SEM micrographs of the 
organic and inorganic capped ZnS nanoparticles 
synthesized in this work. The morphology of the 
nanoparticles depends on the capping agent used such 
that the ZnS sample has a rough surface texture while 
that of ZnS:CMC and ZnS:SiO   revealed smooth 2

surfaces confirming the presence of  capping agent
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Fig. 4a: Optical Absorbance of  ZnS, ZnS:CMC                   
                ZnS:SiO   nanoparticles                                                           2

Fig.4b: Energy band-gap for ZnS,  
  ZnS:CMC and ZnS:SiO    2 
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The characteristic absorption peak of the capping agent from FTIR confirmed the effective surface passivation of 
the nanoparticle in figures 5(a-b) for the capped samples only. 
 The result in Fig.5a reveals the spectra of capped ZnS:CMC with an associated band belonging to carboxylic 

-1 -1groups shifted to a higher wavenumber of 1615.44cm  for C=O stretching and 1474.63cm for C-O stretching. This 
2+ may linked to their strong interaction with the Zn ions forming a Zn–CMC complex during the in situ precipitation 

-1process. Fig.5b depicts the spectra of ZnS:SiO  nanoparticles with bending vibration mode  at 1678.13cm  2
-1 -1indicating C=O stretching and C-H out of plane bending at 942.26.cm  .The peak at 1383.01cm may be due to -Si-

C H  stretching.6 5

Fig. 5a:     FTIR spectrum of ZnS/CMC 
-1

Wave number (cm )

Fig.5b      FTIR spectrum of ZnS:SiO2

-1Wave number (cm )
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CONCLUSION
The studies have revealed that organic and inorganic 
capping agents prevented particle agglomeration 
through its adsorption on the surface of nanoparticles. 
The particle sizes calculated from Uniform 
Deformation Model (UDM) are in range of 1.58nm to 
2.57nm for the capped samples to that of 7.61nm for 
uncapped ZnS. The obtain energy band gaps shows a 
blue shift of 0.13eV to 1.40eV as compared to the 
absorption energy of the bulk ZnS. 

This suggests the importance of capping agents in 
determining the actual value of electronic and optical 
properties of nanoparticles during nucleation and 
limiting the growth of the ZnS particles. In addition the 
values of crystallite sizes obtained are in good 

agreement with the values obtained for the energy band 
gap indicating the presence quantum confinement. In 
comparison it can be noted that the high strain value 
caused decrease in particle sizes evaluated which 
confirms the presence and good effect of capping 
agents. 
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3. Three or more authors: first author's name followed by "et al." and the year of publication. 

Groups of references should be listed first alphabetically, then chronologically. Examples: "as 
reported (Kwon-Ndung, 2009a, 2009b, 2012; Salihu and Chuku, 2009). Nja (2014) recently reported 
……”

Only published papers can be mentioned in the manuscript. Reference to a journal publication, 
books, chapters in a book, thesis etc should be listed as follows:

Journal Article:
Edache, J.A., Ehiobu, N.G and Njike, M.C. (2003). Performance of laying Japanese quail (Cortunix 
cortunic japonica) fed different levels of protein under Nigerian environment. J. Agric Sci. & Tech. 
13(2):110-116

Book 
Helleiner, G.K. 1966. Peasant agriculture, government and economic growth in Nigeria. 
Homewood, Illinois, Irwin Press.
Chapter in an edited book: Jonathan, G. (1999). Agriculture and national development. In: Oduye, 
M.L. and Suswan, J.T. (Eds.), Politics and the agrarian revolution in Africa. Inter-Academy 
Publishers, Lagos, pp. 324-334.
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ILLUSTRATIONS
Tables 
Number tables consecutively in accordance with their appearance in the text. Place footnotes to 
tables below the table body and indicate them with superscript lowercase letters. Avoid vertical 
rules. Be sparing in the use of tables and ensure that the data presented in tables do not duplicate 
results described elsewhere in the article.

Figures 
All illustrations, whether diagrams or photographs, are referred to as Figures. If any figures 
appear in colour, please note that they will only appear in colour in the online version; in the 
printed version they will be in black and white. If the quality of the colour figure supplied is not 
suitable to be produced in colour, it will also be shown in black and white in the online version. 
Figures should ideally be black and white, not colour, and numbered sequentially. However, if 
colour is essential to the figure please send a good quality colour image. Please place them at the 
end of the article, rather than interspersed in text.  
Please prepare all figures, especially line diagrams, to the highest possible standards. Bear in mind 
that lettering may be reduced in size by a factor of 2 or 3, and that fine lines may disappear. 

Units of Measurement 
FULafia Journal of Science and Technology follow the Système International (SI) for units of 
measurement. Similarly IUPAC and Authors and editors are, by general agreement, obliged to 
accept the rules governing biological nomenclature, as laid down in the International Code of 
Botanical Nomenclature, the International Code of Nomenclature of Bacteria, and the 
International Code of Zoological Nomenclature. All crops, plants, insects, birds, mammals, etc. 
should be identified by their scientific names when the English term is first used, with the 
exception of common domestic animals. 

Math formulae
Present simple formulae in the line of normal text where possible and use the solidus (/) instead of 
a horizontal line for small fractional terms, e.g., X/Y. In principle, variables are to be presented in 
italics. Powers of e are often more conveniently denoted by exp. Number consecutively any 
equations that have to be displayed separately from the text (if referred to explicitly in the text). 
Imperial units will be converted, except where conversion would affect the meaning of a 
statement, or imply a greater or lesser degree of accuracy.  
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