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ABSTRACT

The widespread cases of financial fraud are assuming an alarming and frightening proportion. Fraud detection and prevention mechanisms are concurrent processes in combating fraud malaise. The hitherto traditional methods of fraud detection are not enough to deal with the present level of sophistry with which financial fraudulent acts are perpetrated. We propose a framework for the design of an enhanced fraud detection model using an ensemble radial basis function and artificial neural networks. This research provides a proactive rather than a reactive measures to fraud detection and would found relevance among corporate business professionals and government agencies, thereby minimizing the time and cost of fraud detection. 
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1. INTRODUCTION

Financial fraud is an intentional act to unduly obtain something of value under false pretence, for the fraudster’s benefit. Usually, fraud involves one or more persons who intentionally act under false pretence to deprive another of something of value, for their own benefit. Fraud is as old as humanity itself and could take an unlimited variety of forms (Gupta & Gill, 2013).  Fraud examples include: Money laundering, Credit card scam, Pension fund diversion, false health insurance, etc. the list is continuous.

Frequent news of financial scam is pervasive and it is adversely affecting economies worldwide of which many people have been deprived of substantial amount of valuables. Recently, the development of new technologies is opening up new vistas for innovative ways in which criminals may commit fraud (Bolton & Hand, 2002).

As much as fraud is criminal in nature, it is an undesirable act, even in statutory laws, nonetheless, fraudulent activities are assuming sophisticated dimensions, whereby individuals, governments, agencies and businesses are deprived of substantial material benefits, yet detecting and preventing fraud could be a daunting task. Much research efforts and resources have been deployed yet the syndrome persists. Then, a recurring question is how can this behaviour be eliminated or nipped before it materializes? 
Fraud detection and prevention are concurrent processes in combating fraud malaise: while fraud detection is the spotting of false claim, act or data; fraud prevention is the bursting of the crime before it materializes, by raising alarms thus preventing it from occurring. Fraud is an adaptive crime, so it needs special methods of intelligence gathering and data analysis in order to detect and prevent frauds (Nigrini, 2011). 

Rather than relying merely on fraud examiners’ intuition to determine causes and sources of fraud, data mining methods interestingly is assisting auditors or crime investigators in prevention and detection of frauds because data mining uses supervised or unsupervised training data (past cases) of fraud to build models (test algorithms) to identify and detect the risk of fraud and new techniques are being designed for preventing fraudulent financial reporting (Gupta & Gill, 2013). 
Traditional methods of data analysis have long been used to detect fraud (Palshikar, 2002), however, researchers and business professionals have acknowledged data mining is playing a key role in fraud detection due to its capability to extract knowledge from huge data heaps, and have been assisting auditors and crime investigators to track fraudulent practices  (Yue et al., 2007). More so, as data mining models minimize the cost of fraud and abuse while saving analysts’ time due to their ability to detect and predict fraudulent practices. The first industries to apply data analysis techniques to prevent fraud were the telephony companies, the insurance companies and the banks (Field & Hobson, 1997).
Fraud detection using data mining techniques have found applications in many fields, including telecommunications, health care, banking, finance, insurance, manufacturing, retail, consumer packaged goods, market research, the public sector, etc. Also, past cases of fraud can be used to build models to identify and detect the risk of fraud as new techniques are being designed for preventing fraudulent financial reporting (Gupta & Gill, 2013). We observed that fraud detection is outlier in nature hence it requires monitoring the behaviour of populations of users in order to estimate, detect, or avoid undesirable behaviour (Phua et al, 2005).
Due to the dramatic increase of fraud cases which results in loss of substantial worth of valuables globally annually, several modern techniques in detecting fraud are continually developed and deployed in many business enterprises, where many service agencies have incorporated data mining into their investigating and auditing processes (SPSS, 2000). Financial fraud detection (FFD) is vital to prevent fraud by distinguishing fraudulent financial data from authentic data, thereby alerting fraudulent behaviour or activities and enabling decision makers to develop appropriate strategies to decrease the impact of fraud (Ngai, et al, 2011).

According to Sherly and  Nedunchezhian (2010), fraud detection is important in today’s computing environment. The increase in internet usage, electronic commerce and security vulnerability inherent in most systems make fraud detection a topic of interest in modern societies, especially for governments, academia and corporate business enterprises. Hence, a number of fraud detection techniques have been proposed, yet some problems persist, for instance, most of the existing fraud detection systems (Cerullo & Cerullo, 1999; Bermúdez, et al, 2008; Viaene, 2004; Kirkos, et al 2007) do not timely alert when the fraud is committed, until some later time when it was almost too late to track offenders, perhaps due to their off-line processing, computational complexities or other deficiencies. In some situations where a fraud detection system alerts, it might be too rigid to keep pace with the current fraud trends, whereas fraud detection models must be dynamic to encompass emerging and future fraud options (Brause, Langsdorf, & Hepp, 1999).
Therefore, this paper seeks to formulate a hybrid Radial Basis Function – Artificial Neural Network (RBF-ANN) classification model that would explore online and off-line large data in detecting fraud activities (such as money laundering, electronic commerce scam, dubious insurance, mortgage and health claims, etc.), since fraud activities are generic with similar characteristics but distinct parameters. For instance, the same approaches and underlying models used to develop a fraud-detection capability for a bank can be used to develop medical insurance fraud detection applications. The difference is how the models are parameterized.
The proposed BRF-ANN model is non-parametric, faster, dynamic and provides an adaptive learning approach to fraud detection. It provides a generic mechanism for adding new information to the model without retraining it, thereby  saving computational time.
2. RELATED WORKS

There is a limited published work in fraud detection using BRF-ANN, yet various data mining techniques have been applied in financial fraud detection, such as neural networks (Cerullo & Cerullo, 1999), logistic regression models (Bermúdez, et al, 2008), the naïve Bayes method (Viaene, 2004) and decision trees (Kirkos, et al 2007). Broadly speaking, the techniques used for fraud detection fall into two major classes: statistical techniques and artificial intelligence.
Some researchers  have worked on fraud risk indicators, (Apostolou, Hassell, Webber & Sumners (2001); Hackenbrack (1993); Loebbecke , Einning & Willingham  (1989); Majid, Gul, & Tsui ( 2001); Mock & Turner (2005); Moyes (2007), and Smith , Omar, Idris & Baharuddin (2005)) their results indicated that fraud risk indicators are the most important factor in fraud detection. These indicators, also called red flags raise auditors’ sensitivity to the possibility of fraud (Krambia-Kapardis et al., 2010).
Supervised neural networks such as fuzzy neural nets, and combinations of neural nets and rules, have been extensively explored and used for detecting fraud in mobile phone networks and financial statement fraud (Green & Choi, 1997; Estevez & Perez, 2006). Literatures revealed that statistical modelling techniques such as logistic regression, linear and quadratic discriminant analysis are widely used for modelling and prediction purposes, but their predetermined functional form and restrictive (often unfounded) model assumptions limit their usefulness.
Maranzato, Pereira, Naubert, and Lago (2010), and Wilson (2009) used the logistic regression method as a tool to discriminate fraudulent actions from legitimate actions for insurance companies and e-commerce. Field and Hobson (1997) presented a neural network based fraud management technique based on profiling techniques. Fawcett and Provost (1997) presented a rule-based tool for fraud detection using a series of machine learning methods.
Fraud detection with Bayesian networks was presented in Ezawa (1996), where the author used a Bayesian network as a normative expert system. The author focused on the unbalanced ratio of fraud cases to legitimate cases with different misclassification costs. A critical factor is whether a fraud detection model is accurate enough in order to provide correct classification of a case as a fraudulent or legitimate, since fraud detection tools with largest predictive capability are always required in practice.

Chang and Chang (2012) used decision trees (C4.5) and the instance-based learning algorithm to construct early fraud detection methods for classifying fraudsters and legitimate users. This is unsuitable where multiple attributes are being considered. Though, there are far too many attributes for the learning scheme to handle, and some might be irrelevant or redundant. Aha and Kibler (1991) proposed an extended model (IB1), which is one of the instance-based learners that implemented a nearest neighbour algorithm, using Euclidean distance function with equal weighting.

As much as the modelling flexibility of neural networks is very attractive for modelling complex and non-linear models (Stern, 1996; Anderson & Rosenfeld, 1998), yet some practical issues persist when implementing neural networks, such as the impact of the initial weight choice, how to set the weight decay parameter, and how to fit the noise in the training data. Other defects include long learning time, over-fitting error and black box characteristics (i.e. lack of explanatory power) (Bishop, 1995; Hippert et al., 2005). Nonetheless, neural network role is crucial in providing general and efficiently scalable parameterized nonlinear mappings between a set of input and output variables (Bishop, 1995). Neural networks have shown to be very promising  alternatives for modelling complex nonlinear relationships (Desai et al., 1996; Lacher et al., 1995; Lee et al., 1996; Mobley et al., 2000; Piramuthu, 1999; Salchenberger et al., 1997; Sharda & Wilson, 1996).

Viaene, et al. (2005) argues in support of Bayesian learning algorithm, but was emphasising the importance of input relevance, arguing that it was not uncommon for domain experts to ask which inputs are relatively more important or contribute most to fraud detection. As such, methods for input selection are not only capable of improving the human understanding of the problem, but also allow for more efficient and lower-cost solutions. In practice, adding inputs (even relevant ones) beyond a certain point can actually lead to degradation in the performance of a predictive model.

Further, Chen et al. (2006) used Support vector machine (SVM) and Neural networks to show that when the data records are small, SVM can offer a better performance than neural network does. But, SVM tries to find a linear optimal hyper-plane to separate positive and negative cases by solving a quadratic optimization problem, but the data are not often linearly separable. In order to enhance the feasibility of the linear separation, the input space is transformed via a non-linear mapping into a higher dimensional feature space by using a kernel function (Steinwart & Christmann, 2008). 
Caruana and Niculescu-Mizil (2006) presented an extensive empirical comparison of ten supervised methods including: neural nets, decision trees, SVM, logistic regression, naive bayes, memory-based learning, random forests, bagged trees, boosted trees, and boosted sumps, using  a variety of performance criteria to evaluate the learning and generalization capabilities of the mentioned methods. Their results showed a relative superiority of some methods in terms of some criteria. Model input data and parameter adjustments were notable problems.
There are many literatures that recommend single classifiers like Neural net, Decision Tree, SVM, and other learning methods (Daskalaki et al., 2003; Hung et al., 2006; Coussement & Poel, 2008; Hilas & Mastorocostas, 2008). There are also some good empirical evaluations that strongly support ensemble methods (Kim et al., 2003; Caruana & Niculescu-Mizil, 2006). Because of the diversity among base classifiers, Kim, (2009) and Bauer and Kohavi (1999) have noted that ensemble methods generalizes better by combining base classifiers. Research has shown that by combining two types of models, we can improve the overall detection rate of the system without compromising the benefits of either detection method. Based on these premises, the hybrid Radial Basis Function and Artificial Neural Network (RBF-ANN) is proposed in this work with higher predictive capability and accuracy.
The proposed BRF-ANN model interacts with online or operational transactions rather than mere historical warehoused data to analyse transactions in order to detect fraud and trigger timely alerts as necessary. A feed-forward radial basis function neural network with three-layers was introduced by Ghosh and Reilly (1994), the results showed more accuracy with shorter training time, but are slower on the application of new instances.

In this research, RBF-ANN is to be extended, optimized and applied to monitor and detect fraud in a less complex, reliable and faster computations. An intelligent fraud monitoring and detection system based on this model over Transmission Control Protocol/Internet Protocol (TCP/IP) communication is proposed. The results would indicate that the fraud detection system based on mining of the operational data in this manner is realizable, resilient and robust.
3. RADIAL BASIS FUNCTION-ARTIFICIAL NEURAL NETWORK (BRF-ANN) MODEL FOR FRAUD DETECTION

RBF is an approximating and interpolating function of large, say n, of radial basis functions, each with different centres xi and weights wi. The weights can be approximated with linear least squares with linear algebra, which makes analysis easier and computations faster (Orr, 1999). See Figure. 3.1.
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Figure 3.1: Neurons activity in a neural network. (Source: Giudici & Figini, 2009)

Because RBF is a single layer abridge of ANN, hence it is often called RBF network, where the basis functions perform the activation function of the network for approximating and interpolating. BRF was first introduced 1988 by David Broomhead and David Howe to act as a kernel in support vector machines (SVM) and as a simple neural network (Hardy, 1990). BRF performs better where other methods falter and it easily converges (Buhmann, 2003).

Another feature of BRF model is that it is non-parametric in nature, i.e. only very little, if at all is known about the true function which is being estimated, thus enabling the resulting model to be broadened to allow all class of functions. This is so because, neural networks and of course radial basis function networks are nonparametric. The proposed hybrid Basis Radial Function and Artificial Neural Network (BRF-ANN) is expected to overcome the challenges of previous research efforts. The RBF-ANN is a Feed-forward neural network (FNN) model that is frequently used for its global approximation properties and freedom of local minimums. 

In order to minimize the bias associated with the random sampling of the training and holdout data samples in comparing the predictive accuracy of model, cross validation method is proposed in order to cluster the data and normalize the data sampling bias.

4. BRF- ANN MODELLING FRAMEWORK

As stated earlier, ensemble models generalizes better thereby improving the overall detection rate of the system without compromising the benefits of either detection methods. This is a Data mining application described in terms of three-level application Architecture  (i.e. monitors, detectors, and model) on top of the data repository. The overall framework designed to support this data mining-based fraud detection system is describe in this section.

As shown in Figure 3.2, the framework consists of  Data sources from multiple locations, then the data is aggregated in a single location for feature extraction. For this we use a client-server architecture. Other features of the framework are: monitors, (fraud) detectors, a data warehouse, and a model generation component, called Adaptive Model Developer. This framework is capable of supporting data warehousing, sharing, analysis, as well as models generation and distribution.
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Figure 3.2: The BRF-ANN framework for fraud detection





The features depicted in Figure 3.2 are described as follows:

4.1
Sensor (Monitors)

The monitoring system based on RBF neural network consists of a set of PCs (say,ten in this case) for mining operational transactions used monitor raw operational data on and filters the desirable features for the model’s training and evaluation. Sensors observe raw data on a monitored system and compute feature for use in model evaluation and encode them in XML.
4.2
Fraud Detectors

Detectors take processed data from sensors and use a trained detection model to evaluate the data and determine if the transaction was fraudulent or not. The detectors also send back the result to the data warehouse for further analysis, update and report. There can be multiple detectors monitoring the same system for redundancy and/or to keep up with high traffic.

4.3
Data Warehouse

The data warehouse serves as a centralized storage for data and models. The data warehouse also facilitates the integration of data from multiple sensors.
4.4
RBF-ANN Adaptive Model Developer

The function of the model developer is to dynamically generate and share new fraud detection models as shown in the Figure 3.2. In this framework, the first instance of a detected fraud may have its exemplary data processed by the model developer, which is subsequently used to detect new frauds and shares it with the detector(s).

In this design, a data mining engine combined with feature extraction algorithms and dynamic machine learning algorithms serves as the model developer for the detector(s). It receives data for anomalous events from a detector, computes patterns from the data, compares them with stored normal transactions to verify the transaction and constructs the features accordingly.
The use of classification algorithms begins with a training set of pre-classified example transactions. For a fraud detection application, this would include complete records of both fraudulent and valid activities, determined on a record-by-record basis. The classifier training algorithm uses these pre-classified examples to determine the set of parameters required for proper discrimination.

4.5
Reports and alerts

Reports are logged in the database, indicating the status of each transaction, in addition  alerts are sent to indicate suspicious transactions.

4.6
Query Portals

This is where fraud analysts, managers and other users can mine the reports of the entire fraud detection system. The reports can be processed further with other visual or analytical tools.

5. RESEARCH DIRECTION

The aim of this research is to formulate a dynamic model to predict fraudulent financial transactions in order to minimize time and costs of fraud detection  with a model that monitors operational and historical data for prompt fraud alerts. We belief that an improved RBF-ANN (Radial Basic Function-Artificial Neural Network)  which permits nonlinear optimization for better model generalization (Orr, 1999) would yield better results than the previous methods discussed in section 2 above. The use of the simpler, cheaper linear algebra computations is envisaged to converge faster for fraud detection.

The chosen framework is a three-tier architecture whereby the data sources are aggregated in a single location on a data server. The substantive data mining software, query applications and fraud detection algorithm are housed on an application server while the database and its associated drivers are on an independent server. 

The model would be simulated with synthetic data as most fraud transactions are classified and the performance evaluation of the model would be derived from cross-validation metrics, which would be compared with some other methods in order to show how prompt the model is in fraud detection.
6. CONCLUSION

The quest for quick and accurate fraud detection is extremely important in order to minimize losses, strengthen value system and integrity in any given system (Cheng et al, 2014).  Fraud prevention and detection is of utmost importance in any system, hence it is incumbent on system managers to put in place mechanisms to check and report fraudulent practices. This research provides a proactive rather than reactive solution of fraud detection and have found relevance among business professionals, policy makers in both public and private sectors, thereby minimizing the time and cost of fraud detection by adopting computationally efficient model and framework rather than mere relying on the primitive notion of manual long investigations and/or windy auditors findings.

The proposed BRF-ANN model interacts with OLAP transactions rather than mere historical warehoused data so that fraud is detected and alerted more timely from when it occurred. This research provides a dynamic framework and special methods of intelligence gathering and data analysis that constantly monitor real-time transactions as well as off-line transactions to come up with fraud detection methods to deal with emerging and future fraud trends.
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