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Abstract—Long Range Wide Area Network (LoRaWAN) is a 

networking technology that is rapidly growing in the Internet of 

Things (IoT) implementations under Low Power Wide Area 

Networks (LPWAN).  The main goal of LoRaWAN is to optimise 

the coverage range, capacity, cost and battery life of the network. 

A vital LoRaWAN characteristic is the Adaptive Data Rate 

(ADR) algorithm that minimises energy utilisation and maximises 

throughput by regulating the bit rate, based on the link budget 

for individual end devices in the LoRaWAN. ADR regulates the 

transmission parameters, specifically Bandwidth (BW), 

Spreading Factor (SF), Transmission Power (TP) and Coding 

Rate (CR). The current spurt in IoT deployments has 

resulted in diverse QoS requirements, metrics, and 

implementation strategies. We present a comprehensive 

review of the constrained optimisation methods used to enhance 

ADR schemes for LoRaWAN technology. We highlight the 

strengths and drawbacks and computational complexity of the 

approaches. We provide a comparison of the optimisation 

techniques and identify research challenges and potential future 

study.  

 

Keywords— Adaptive Data Rate, Computational Complexity, 

Constrained Optimisation, Internet of Things, LoRaWAN,  

I. INTRODUCTION 

Numerous organisations in various industries are 

increasingly adopting the Internet of Things (IoT) to improve 

their functionality and improve decision making to improve the 

customer experience. Consequently, an accretion in devices 

connecting to the internet has ensued. These end devices (EDs) 

are required to have the capability of acquiring an Internet 

Protocol (IP) address and capable of data transfer over a 

network. Long Range Wide Area Network (LoRaWAN) is a 

Low Power Wide Area Network (LPWAN) that operates in the 

unlicensed industrial, scientific, and medical (ISM) frequency 

bands connected in a star network topology. A characteristic of 

LoRaWAN is low power consumption, low data rate (small 

data packets) and long-range communication up to five 

kilometres in urban locations and up to forty kilometres in rural 

locations [1]. 

 

The LoRaWAN network incorporates five core elements: 

the end devices also called end nodes, the gateway (GW), the 

network server (NS), the Join Server (JS) and application 

servers (AS) configured in a star topology architecture as 

shown in Fig I. The LoRa ED consists of a wireless transceiver 

and sensor nodes that send packets to several GWs within its 

locality utilising LoRa radio frequency (RF) modulation. GWs 

draw their power from the mains and can connect to the 

internet and comprise of radio components with transmitters 

and microprocessors for information processing. The cloud-

based NS receives data packets from each GW which it 

consecutively transmits to the characteristic Application 

Server (AS). Where multiple GWs are available in a network, 

it is possible for one ED to send data to all the GWs. GWs are 

capable of concurrently listening to multiple frequencies in 

each SF. 

 

The Adaptive Data Rate (ADR) scheme is an essential 

feature in LoRaWAN. Its objective is to minimise power 

utilisation and maximise throughput by regulating the bit rate 

depending on the link budget for each ED in the LoRaWAN. 

ADR regulates the transmission parameters, specifically 

transmission power (TP), spreading factor (SF), bandwidth 

(BW) and coding rate (CR) depending on the link budget. 

Optimising the ADR reduces airtime and increases network 

capacity and improves energy efficiency. The upsurge in IoT 

implementations has resulted in a wide variety of quality of 

service (QoS) specifications, benchmarks, and deployment 

methods. As such, ADR schemes have been implemented 

using different approaches. This paper looks at the constrained 

optimisation methods used to enhance the ADR schemes for 

LoRaWAN technologies. The key contributions of this paper 

are defined as follows: 

• An overview of the ADR scheme and a 

comprehensive review of its parameters. 

• An investigation of the constrained optimisation 

techniques that enhance the ADR schemes which are 

proposed in literature. 

• A discussion of the strengths, drawbacks, and 

computational complexity of the optimisation 

techniques. 

• Identification of research challenges and open issues 

for farther study. 

The remainder of the paper is organised as follows: Section 

II provides an overview of the ADR scheme in LoRaWAN, 

describing how the algorithm works. Section III describes a 

typical system model, Section IV presents a review of the 

constrained-optimisation techniques. Section V features a 

discussion of strengths, drawbacks, and computational 

complexity of the optimisation method. Section VI concludes 

this paper. 

II. TECHNOLOGICAL OVERVIEW 

The ADR scheme was developed into LoRaWAN to enable 

the management of the ED transmission parameters to increase 
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the packet delivery ratio (PDR). The uplink (UL) data 

transmitted from the ED to the GW is determined by the 

transmission parameter settings that are controlled by the ADR 

algorithm. The ADR algorithm manages the data rate and TP 

of EDs centred on the link budget approximation in the UL data 

packet and the maximal signal-to-noise ratio (SNR) essential 

for correctly decoding data packets at the current data rate. 

 

 

 
 

Figure I. LoRaWAN Architecture[2] 
 

Where stationary EDs are concerned, ADR is managed by the 

NS subject to the historical information of the UL packets 

received from the EDs, termed “Network-managed ADR or 

Static ADR”. This network-regulated ADR scheme would not 

function with mobile EDs due to channel degradation that 

arises when the mobile ED changes position. Where mobile 

EDs are considered, the ADR mechanism is effected “blindly” 

on the ED side, called “Blind ADR”. In LoRaWAN networks, 

GWs use adaptive modulation techniques with multi-channel 

multi-modem transceivers in order to receive several data 

packets from the channels. Every distinct signal utilises a 

different SF, with the spread spectrum providing the 

orthogonal separation. This method offers advantages in 

managing the data rate [3].  

 

In LoRaWAN, the ADR algorithm adaptively adjusts the 

transmission parameters attempting to extend the battery 

lifespan and maximise throughput. That is achieved by 

adjusting the data rate and TP for each ED in the LoRa network. 

Varying the SF adjusts the data rate, thus optimising the 

network performance. Past performance of each ED is the basis 

of data rate selection dependent on the transmission parameters. 

By optimising the data rates, time on air (ToA) and energy 

consumption, battery life is prolonged, and the overall capacity 

of the network is enhanced, thus increasing the lifespan of the 

EDs. The ADR algorithm is implemented in the LoRaWAN 

network to independently regulate the TP and data rate for all 

the EDs. LoRaWAN network performance is directly affected 

by power consumption in the EDs since the end devices have 

limited battery capacity. Because of the LoRaWAN Regional 

Parameters and Specifications [4, 5] EDs must cater for 

specific data rates farther compounding the power constraint 

predicament since the SNR values must cross certain 

thresholds and power levels. Because the EDs must respond to 

the channel conditions in the network, it implies they must be 

able to control the data rates and TP accordingly.  

 

There is a procedure that EDs must follow to achieve 

optimal data rates [5]. Firstly, the ED requests the NS to 

manage data rate adaptation by selecting the ADR bit in an UL 

message header. Thereafter, the ED receives LinkADRReq 

MAC commands from the NS which specify the adjustment of 

its SF and TP and hence its data rate. The ED then confirms to 

the NS each part of the requested settings in a LinkADRAns 

MAC command. If the ED does not receive any DL packet 

within the ADR_ACK_LIMIT uplinks and the existing data 

rate is higher than the minimal data rate, all successive ULs are 

transmitted with an ADR acknowledgment request bit 

(ADRACKReq) set. If no DL message is received from the NS 

the ED does not receive any DL within ADR_ACK_DELAY 

successive ULs, the ED attempts to recover connectivity by 

shifting to the subsequent lower data rate delivering an 

expanded range. Consequently, whenever the 

ADR_ACK_DELAY is attained, the ED lowers the data rate 

by one step. The ED utilises its internal counter 

(ADR_ACK_CNT) which is reset whenever it receives a DL 

message from the NS. The transmission parameters that need 

to be allocated in order to optimally adjust the data rate are 

explained below. 

 

A. Bandwidth 

Bandwidth is a significant variable in LoRa modulation. 

LoRa symbols comprise of 2𝑆𝐹 chirps, spreading the entire 

frequency domain. BW is defined as a series of frequencies 

inside some specified transmission band [6]. Large figures of 

BW provide larger transmission data rates that imply smaller 

ToAs, resulting in diminished sensitivity due to the auxiliary 

noise incorporated. A smaller BW delivers greater sensitivity 

though it realises decreased data rates. While the choice of BW 

could range between 7.8 kHz and 500 kHz, the standard 

LoRaWAN operates at either 500 kHz, 250 kHz, or 125 kHz 

(BW500, BW250 and BW125) depending on the regional 

parameters [4]. 

 

B. Spreading Factor 

SF is the number of raw bits that is encoded to a symbol to 

improve the signal-to-noise ratio (SNR), which improves 

sensitivity and range. However, SF results in increased ToA. 

The formulation 2𝑆𝐹 symbolizes the number of chips held by 

each symbol [2]. The spreading factor symbolises the 

correlation between the chip rate and the baseband data rate. 

The SF values for LoRaWAN range from 7 to 12, implying 

that, increasing the SF value increases the strength of the 

wireless signal which in turn increases the sensitivity of the 

GW, decreasing the data rate consequently. Contrastingly, 

reducing the SF results in an increase in the data rate, causing 

the data packets being transmitted to require higher TP for 

proper decoding at the GW. When the data signal is faint, EDs 

use a larger SF resulting in a longer ToA as shown in Table 1, 

using 125khz bandwidth and 20 bytes payload and a code rate 

of 4/5.  

 

The value of SF is also affected by the distance from the GW. 

The farther away the ED is from the GW the weaker the data 

signal and hence the greater the SF value. In general, 

increasing the bandwidth decreases the receiver sensitivity, 
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while increasing the spreading factor improves the receiver 

sensitivity. SF is the significant parameter that improves 

QoS[7]. Theoretically spreading factors are orthogonal but in 

real deployments there are interferences that are experienced 

which decrease performance levels. Co-SF interference is 

interference emanating from EDs utilising the same SF on the 

same channel, while inter-SF interference results from EDs on 

the same channel but using different SFs [8]. 

 

TABLE I 

EFFECT OF SPREADING FACTOR ON BIT RATE, TIME ON AIR AND SENSITIVITY 

Spreading 

Factor 

 

Bit 

Rate(kb/s) 

Time on 

Air(ms) 

Receiver 

Sensitivity(dBm) 

7 5.47 61.7 -123.0 

8 3.13 113.2 -126.0 

9 1.76 205.8 -129.0 

10 0.98 370.7 -132.0 

11 0.54 695.5 -132.5 

12 0.29 1318.9 -137.0 

 

C. Code Rate 

LoRa uses Forward Error Correction (FEC) error coding to 

increase the strength of the wireless link. This form of error 

correction introduces extra bits in the LoRa payload which is 

dependent on the CR variable in the PHY layer. The LoRa 

modem utilises CR to render enhanced insulation from spurts 

of interference and decoding errors. LoRa allows CR 

specifications to be either 4/5, 4/6, 4/7 or 4/8. Fixing a high CR 

value denotes larger number of error correction bits, providing 

improved protection for the message sent. Nevertheless, the 

drawback is an increase in ToA which results in decreased 

battery lifespan. GWs that maintain SF and BW constant while 

varying CR, can still communicate with the EDs by the use of 

explicit headers, given that the payload’s CR is resident in the 

packet header. The default CR setting is 4/5 [9]. Equation (1) 

below states the link between data transmission rate, CR, BW, 

and SF [10]. 

 

𝑅𝑏 = 𝑆𝐹 ∗
𝐵𝑊

2𝑆𝐹  ∗ 𝐶𝑅,                  (1) 

where:   

SF = spreading factor 

BW = modulation bandwidth 

CR = code rate. 

 

By tuning the transmission parameters mentioned earlier, 

the end-to-end attributes, namely, data rate, communication 

range, error correction capacity become variable [9]. 

Theoretically, it is possible to configure SF, BW and CR, but 

practically according to the LoRaWAN regional parameters 

specifications, the SF and BW combination forms the data rate 

[9]. The regional parameters paper stipulates the different 

regulatory requirements of LoRaWAN dependent on the 

network locale. 

  

III. SYSTEM MODEL 

A typical LoRaWAN system consists of a NS, GWs and 

EDs. EDs connect to the GWs within their vicinity and are 

configured with SF-TP combinations available from the ADR 

algorithm. The NS manages the spreading factor and 

transmission power of the EDs through the ADR commands so 

that packets can be correctly decoded from the GW. As such, 

the ADR algorithms are run on the NS. The EDs are stationary 

and can be homogenous or heterogenous (depending on the 

application) and generate data packets at a given rate. 

Interference is considered in the form of imperfect 

orthogonality and the capture effect. The EDs can be randomly 

or uniformly distributed around the GW which is located in the 

centre with a certain radius of coverage. To ensure successful 

transmission, the signal-to-noise ratio (SNR) must be above the 

reception threshold, the signal-to-interference ratio (SIR) must 

exceed the co-SF and inter-SF capture threshold in the 

presence of co-SF and inter-SF interference, respectively. In 

the event of packet collision of different SFs, a single signal 

will be successfully received if it’s SIR is above its inter-SF 

capture threshold. If there are several signals with the same SFs 

transmitting on the same frequency simultaneously, the LoRa 

GW will successfully receive one of them provided its SIR 

exceeds 6dB for any SF. Channel propagation can be modelled 

using the different propagation models, for example Okumura-

Hata model, Free Space Path Loss or Log-Distance Path Loss.  

An optimised ADR algorithm ensures proper ST and TP 

allocations resulting in an efficient network. 

 

IV. REVIEW OF CONSTRAINED OPTIMISATION TECHNIQUES 

Several optimisation methods have been developed for 

solving different types of optimisation problems. Because 

LoRaWAN has restrictions in terms of resource allocations, 

due to regional parameter regulations [4], constrained 

optimisation is a befitting method to improve ADR decision 

algorithms. The goals for LoRaWAN network determine what 

constraints the scheme will consider. Some networks want to 

optimise throughput, scalability, power consumption, 

communication robustness, coverage, and energy efficiency 

among other metrics. We review a body of work that utilises 

constrained optimisation to improve resource allocation that 

results in efficient ADR schemes. 

 

The authors in [11] established a joint SF and TP assignment 

problem to maximise the minimum UL throughput of the EDs, 

based on co-SF and inter-SF interferences and TP constraints. 

Their SF allocation scheme hinges on the matching theory. 

After SFs have been assigned to EDs, the power distribution 

parameters are optimised to maximise the minimum 

throughput attained for each SF. The authors managed the 

intractability of the joint SF and power distribution problem by 

separating it into two distinct sub-problems: SF distribution 

while TP is constant, and TP allocation with constant SFs. The 

authors make the non-linear inequalities a tractable feasibility 

problem by implementing linear and quadratic approximation. 

Despite serious co-SF and inter-SF interferences, the results 

indicated that, the presented algorithms outperformed state-of-

the-art algorithms, regarding minimal ED data rates, fairness, 

and mean ED throughput. Nonetheless, the model does not 

examine the optimisation of carrier frequencies (CFs) and the 

reduction of energy consumption according to the SF choice. 

Future work could consider load balancing and extending the 

proposed approach to multi-cell LoRaWANs which would 

assign EDs to the best GW in the case of multiple GWs. 
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The ADR mechanism that can efficiently optimize the 

packet error rate (PER) fairness within a LoRaWAN cell was 

proposed in [12]. The authors optimised the SF and TP per ED 

whilst avoiding near-far problems by assigning EDs lying on 

the edge of the cell to different channels. EDs pathloss values 

were used to arrange the EDs and divide them into 

homogenous clusters corresponding to the number of available 

channels. Each cluster was assigned a particular channel while 

within the cluster the proportion of EDs utilising the SFs is 

relative to 𝑠/2𝑠 . This corresponds to the solution of the 

optimisation problem which seeks to minimise the maximum 

collision probability among all the spreading factors. The ADR 

mechanism computes the optimum SF assignment to apply for 

the purpose of minimising the collision probability. The 

algorithm allocates SFs and TP values optimally to EDs within 

a LoRaWAN cell such that there is no interference between the 

EDs. This scheme improves the PER of EDs farther from the 

GW. The results indicate that the PER can be decreased up to 

fifty percent for EDs farther away from the GW in a moderate 

contention setup. The global network PER is lowered by 42%. 

Energy consumption is reduced, and a wide network coverage 

provided, reducing the number of GWs required. The EDs are 

uniformly distributed around the GW and every ED can use all 

SFs and TPs. This means every ED in the network can reach 

the GW with each SF and each TP configuration. In a real-life 

network, this setup would be problematic because specific EDs 

can only employ a portion of the configuration settings which 

are prescribed by the radius from the GW. Future work could 

examine randomly distributed EDs and acknowledged traffic 

as they study unacknowledged traffic in this work. 

 

In [13] the authors developed a method that reduces data 

collision and energy usage. This approach increased the data 

extraction rate (DER) and improved QoS of the LoRaWAN. 

They generated optimum SF and CF settings using the Mixed 

Integer Linear Programming (MILP) optimisation method. 

They demonstrated the effectiveness of the method for 

different network sizes using LoRaSim simulation. Their 

system model presumed that BW and CR are held constant 

whilst varying CF and SF to compute ToA to maximise packet 

success probability. They used the following assessment 

metrics to evaluate the network performance, such as, DER, 

number of collisions and system energy utilisation. The results 

proved that MILP optimised the allocation of SF and CF pairs 

giving more than six percentage increment in DER in contrast 

to the benchmark LoRaWAN ADR while the number of 

collisions were found to be thirteen times less. The overall 

energy usage of the network decreased nearly threefold 

compared to the equal-distribution and random dynamic 

allocation strategies. The strength of their approach lies in its 

backward compatibility with the standard ADR scheme, 

indicating that the solution can be implemented in off-the-shelf 

LoRa designs. Farther study could involve expanding the 

optimisation technique to much wider coverage and a greater 

number of GWs. 

 

An investigation of energy efficient resource allocation was 

performed in [14]. The authors jointly optimised SF and TP 

allocation to maximise system energy efficiency (SEE) and 

minimal energy efficiency (MEE)of individual EDs. They 

constructed two optimisation problems, farther decomposing 

them into three sub-problems constituting user scheduling, SF 

allocation and TP assignment. They used an iterative power 

assignment process derived from the general fractional 

programming and proposed a sequential convex programming. 

The results demonstrate that the propositioned matching 

algorithm and power assignment scheme outperforms the 

current schemes regarding SEE and MEE. 

 

MARCO is a Mixed Integer Linear Programming 

optimisation model for resource allocation for LoRaWAN 

introduced in [15]. They also introduce CORRECT, a heuristic 

for adaptive resource allocation which dynamically adjust the 

LoRaWAN parameters to reduce interference and packet 

collisions, thus maximising channel utilisation and delivered 

packets. They use a heuristic and an optimisation framework 

for resource allocation which models transmission parameters 

to maximise channel utilisation, minimising collisions 

meanwhile considering signal strength utilising the ED 

location. The simulation results obtained demonstrated that the 

CORRECT heuristic produces results approximating the 

optimum achieved by the MARCO model, optimising the 

assignment of transmission parameters reducing collisions and 

improving the overall network performance. Particularly, the 

CORRECT heuristic improves DER almost twelve percent 

compared to the ADR heuristic, and for other heuristics, this 

difference is even more considerable. CORRECT reduces the 

number of collisions up to three times compared to the standard 

ADR scheme adopted for LoRaWAN. Although the heuristic 

CORRECT shows the best DER results, the energy 

consumption is substantial in comparison. 

 

The gradient projection optimisation method was employed 

in [16] to enhance the ADR scheme to optimise throughput. 

The authors propose a contention-aware ADR scheme which 

achieves considerably higher throughput than the standard 

ADR because of load balancing. The data rate is regulated by 

way of incrementing the number of EDs in the network using 

small SFs. Even though this scheme improves gross 

throughput, the drawback is that transmission success ratio 

declines which renders it unideal for applications that have 

reliability as a QoS requirement. 

 

The authors in [17] proposed a LoRa network slicing and 

configuration mechanism to optimise resource allocation. 

They employed a slice-based SF and TP configuration 

optimization. The authors developed a novel slicing 

optimisation technique termed TOPG which is formulated on 

the Technique for Order of Preference by Similarity to Ideal 

Solution (TOPSIS) and Geometric Mean Method (GMM). The 

proposed method efficiently configures SF and TP parameters 

improving the performance of each slice with respect to QoS, 

reliability and power utilisation. From the results the authors 

illustrated that TOPG outperformed static and adaptive 

configuration strategies, improved the performance of LoRa 

slices in terms of reliability as well as the proportion of EDs 

that achieved their throughput and delay requirements. The 

drawback is that this approach performing slicing over 

LoRaWAN introduces overheads, resulting in reduction in 

network resources. The authors did not do the computational 

cost analysis of their proposed algorithm. 
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In [18] they investigated power allocation, and 

propositioned an algorithm centred on Markov decision 

process (MDP). They formulate a user grouping problem using 

a many to one matching problem. They grouped EDs into 

available channels and used a Markov Decision Process-based 

algorithm to allocate power to achieve an optimal throughput 

for each ED in the same channel. They develop transmission 

parameter assignment in wireless powered Internet of Things 

systems into a joint optimisation problem that optimises 

channel assignment and dynamic power distribution, where 

MDP is implemented to model the uncertainty of the harvested 

energy and channel conditions. To make the problem tractable, 

it is divided into two segments: a) allocation of EDs to 

available channels and b) optimising TP allocation of EDs 

allocated to a corresponding channel in the same time frame. 

The results showed that the propositioned method achieved 

close to optimum performance and is superior to methods that 

use random channel allocation but still maintains much lower 

computational complexity. In this paper, the authors solve the 

MDP-based power allocation using dynamic programming 

which requires known model information. Future research 

could look into model-free methods to solve MDP problems. 

 

Narieda et al. in [19] present a performance improvement 

method utilising SF allocations for LoRaWAN. The authors 

construct the optimisation problem for the SF assignment to 

maximise the packet reception probability (PRP) encompassed 

in the average energy utilisation constraint per ED and the 

sensitivity constraint. By solving the optimisation problem, the 

network performance is improved under these constraints 

considering each ED individually. The authors developed a 

method that solves the optimisation problem using distributed 

genetic algorithm, a method which is metaheuristic. This 

method enhances the system performance by allocating the SFs 

to ED under the given constraints. It assumes static EDs whose 

quantity is constant in the network. The authors consider 

imperfect orthogonality of the SF in the derivation of the PRP 

in the LoRaWAN.  The results obtained show that the PRP 

performance of the developed approach is more proficient and 

utilises a reduced mean energy for all the EDs in comparison 

with existent algorithms. Farther study could focus on energy 

usage per ED instead of averaging all the EDs. 

 

V. DISCUSSION 

Different performance metrics are used to optimise 

transmission parameters to achieve specific objectives such as 

throughput [11, 16-18], scalability [12] and energy 

consumption [13, 15, 19] . Table II highlights the different 

objectives and metrics used in the optimisation approaches 

under review. Energy and throughput efficiency are common 

objectives for optimisation while the RSS and coverage stand 

out as metrics. Multi-objective optimisation requires the 

formulated problem to divided into subproblems in order to 

deal with intractability[11, 14, 18]. For the references whose 

objective is throughput, [17] outperforms the rest of  the 

algorithms because of the dynamic inter-slicing configuration 

whose performance is superior, followed by the contention 

aware ADR algorithm in [16] due to the load balancing effect 

using the gradient projection method. This is then followed by 

[18] whose proposed channel allocation algorithm outperforms 

the random channel assignment approach by ninety percent 

while offering better time efficiency. [11] is ranked the least 

performing as it achieves throughput fairness but because the 

approach does not optimise CFs, it compromises energy 

consumption. For the energy efficiency objective, the approach 

in [15] makes gains in the global network performance, but 

loses for having a higher energy consumption compared to the 

other approaches being considered. Ref [13] results are very 

closely optimum, although the runtime becomes more 

protracted as the number of EDs in the network increases. The 

algorithm proposed by [19] is superior as it presents the best 

PRP performance  with the least average energy consumption. 

                                                                                                                                                                                                                                                                                                                                                                           

Looking at the computational complexity of the approaches 

reviewed in this paper, Ref [11]shows the running time of the 

proposed SF algorithm is upper bounded by 𝑶(𝑵𝑴 + 𝑸𝟐 + 𝑴)𝟐. 

When considering a real life LoRaWAN network, the 

complexity of the matching algorithm is not a limitation since 

the algorithm functions on the network server whose 

computational capability is extensive.  In [12] they capped the 

amount of EDs at one thousand as a result of the computer 

memory restriction. All the parameters required to be 

transmitted to the EDs result in a 𝑶(𝒏𝟐) memory utilisation. In 

[13] the Approximation Algorithm sustains a linear complexity 

time 𝑶(𝒏) = 𝟏𝟏𝟏𝒏 + 𝟓𝟕 in the worst-case scenario. The design 

of the algorithm is such that it functions in the LoRaWAN 

Application Layer with EDs that have a time complexity equal 

to the ADR algorithm, such that the suggested optimisation 

problem would not trigger any significant computation 

overhead, neither in the EDs nor in the NS. Ordinarily, the 

implementation of the algorithm utilises below 20 kB of 

memory, 4 kB in most cases while 20 kB would be the worst-

case scenario. This is inconsequential considering that most 

commercial off-the-shelf EDs include at least 128 kB of flash 

memory [20]. 

 

TABLE  II 

COMPARISON OF THE OPTIMISATION TECHNIQUES  

Ref  

Objective Metrics Constraints 

[11] Throughput  

 

Channel 

fading, RSS 

Co-SF, inter-SF, 

TP 

    

[16] Throughput RSS, ToA Number of EDs, 

TP 

[17] Throughput RSS, PER, 

slice 

priority 

Channel 

reservation, TP, 

data rate capacity 

[18] Throughput Data rate, 

ToA  

TP, time slots per 

frame, users that 

can access the 

channel 

[12] Scalability  Coverage 

range  

SINR 

[13] Energy efficiency DER  SF, CF 

 

[15] Energy efficiency PDR, DER  Sensitivity, 

Number of EDs 

[19] Energy efficiency Channel 

contention, 

PDR 

Sensitivity, current 

consumption 
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The computational complexity in [14] is such that for the 

energy efficient power allocation for SEE the whole 

complexity to solve SEE is 𝑶(𝑳𝒎𝒂𝒙
(𝟏)

+ (𝑵 + 𝟏)𝟑.𝟓𝜹(𝟏)) where 𝐿𝑚𝑎𝑥
(1)

 

is the maximum iteration number and 𝛿 is the number of bits 

required to symbolise the entries in the optimisation problem. 

Concerning MEE, the computational complexity is 

𝑶 (𝒍𝒐𝒈𝟐 (𝝐−𝟏(𝜼𝒎,𝒍
𝒎𝒂𝒙 − 𝜼𝒎,𝒍

𝒎𝒊𝒏)) 𝑳𝒎𝒂𝒙
(𝟐)

(𝑵𝟑.𝟓𝜹(𝟐))), where 𝜂𝑚,𝑙   is energy 

efficiency per ED. In [17], because the adaptive slicing and 

spreading factor-transmission power configuration algorithm 

is simple, it has a constant complexity of 𝑶(𝟏) . 

Notwithstanding, the global complexity of the proposed 

dynamic adaptive slicing and SF-TP algorithm and TOPG 

algorithm is 𝑶(𝒏𝟐).  Complexity is decreased in TOPG as a 

consequence of the server narrowing the search space to SF 

values that acknowledge the guaranteed bit rate threshold. The 

computation time is shortened without the QoS performance 

being significantly affected. 

 

VI. CONCLUSION 

ADR schemes are continually being developed because 

numerous end devices are being added to the IoT network daily, 

resulting in new QoS requirements emerging. It is crucial in 

LoRaWAN to allocate transmission resources optimally as 

demands for scalability, throughput and energy efficiency and 

QoS requirements continue to grow. Different applications 

have different objectives and constraints and thus require 

unique resource allocation optimisation mechanisms to 

accomplish the desired optimisation goals. This paper 

reviewed several existing ADR schemes that employ 

constrained optimisation techniques and considered their 

strengths and drawbacks and how they impact network 

performance. The research lays the foundation for more 

efficient and efficacious ADR algorithms. The study revealed 

that although transmission parameters are standard, many 

different approaches are constantly being proposed to improve 

network performance and provide efficiency. Gaps in the 

literature were identified and future work on enhancing ADR 

schemes was proposed. 
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Abstract—Competition for network resources is anticipated
to ensue as connectivity to 5G wireless network increases and
demand for network slicing rises. Through network slicing,
virtual resources will be allocated to 5G slice tenants on demand.
This will be followed by online evaluation of the most valuable
resource buyer in a competitive manner. One way of dealing with
such resource competition is to apply an auction mechanism.
However, the slice providers will have to deal will massive and
granular data in order to determine the most valuable resource
buyer to admit. In this regard, a slice provider must determine
a policy for selecting the best buyer. In this paper we propose
a slice admission control incorporating an auction game based
on reinforcement learning that maximizes the slice provider’s
revenue. In this model, resource scarcity and quality of service
requirements is considered. We later demonstrate that our model
has an improved control on slice admission while maintaining
fairness when compared existing models such as greedy and
random strategies.

Index Terms—Slice Admission Control, Resource Auction,
Reinforcement Learning

I. INTRODUCTION

The Fifth Generation (5G) network heterogeneous design
is expected to implement virtual network function (VNF) and
network function virtualization (NFV) under what is known
as network slicing [1]. The need to sell network slices and
admit corresponding tenants leading to resource allocation
will depend on network resource availability, resource demand
and expected revenue by the infrastructure network provider
(InP) [2].The designers of 5G network have proposed three
slice categories namely: enhanced mobile broadband (eMBB)
for high bandwidth constraint services, massive machine
type communication (mMTC) and ultra reliable low latency
(uRLLC) for massive connectivity and mission critical ser-
vices [3].

Hierarchically, the InP owns the physical infrastructure
which hosts the virtual resources. A virtual network operator
(VNO) can purchase virtual resources from the InP and further
sell to end users. In a multi-tenant environment, the InP
must deal with multiple requests for common resources, this
consequently brings about resource competition. While the
InP may choose to continually sell to tenants/VNOs who
promise high revenue, this technique may be unfairly greedy.
Intelligent resource auctioning allows InPs to evaluate tenants
and sell resources to the most deserving buyers. A technique

used by governments to auction telecommunication spectra
[4].

In resource auctioning, there is a bidder who is in need
of network resources and a seller who has limited network
resources to sell but wants to maximize revenue. The in-
formation provided by the bidder informs the seller about
bidder’s value and preference. The rapid growth in the number
of connected devices implies that a large volume of data
containing the bidding information must be autonomously
analyzed in order to make smart decisions [3]. Generally,
the winning bid is resolved by its ability to meet the slice
admission objective set by the InP.

There are two main objectives solved when resource auc-
tioning is instantiated. First one is the more general eco-
nomic problem of maximizing social welfare of the auction-
eers/sellers, second improving technical efficiency through
resource allocation and fairness [5]. We contribute to these
solutions by considering the less investigated aspect of quality
of service(QoS) requirement.

In auctioning, a bidding information vector is mapped to
RL state attributes. The learning agent in RL resolves the
best bid based on these attributes during the learning process.
Many bidding strategies such Vickrey-Clarke-Groves strategy
have bidders with dominant strategies based on incentive
compatibility. We align our model to such universal models
while allowing bidders to still maintain their own preferences
and evaluate a non greedy policy intended to maximize utility
while efficiently considering resource constraint and fairness.

II. RELATED WORKS

Recently, researchers have proposed theories for 5G re-
source management and auctioning models. The work in
[2] proposes an online auction-based resource allocation for
network slicing (ORANS). The concept provides a model
for online resource allocation which include determining the
winning bid followed by a strategy for payment. The proposed
algorithm assumes a bidding mechanism where each bid is
specific to a given slice. This assumption however, considers
a strict adherence to a slice which may be technically chal-
lenging.

In [5], the authors proposed a two level cloud radio access
network (C-RAN) resource auction: an auction between the
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end user and the virtual network operator and an auction
between the virtual network operator and the C-RAN operator,
this consideration requires the auctioneer to coordinate two
levels of auctioning at the same time which introduces further
complexity in the resource auction process.

Liu et al in [6] and Zhu et al in [7] considered an online
combinatorial auctioning based on resource allocation and
pricing mechanism for 5G slices where an exclusive OR
(XOR) mechanism was applied to maximize social welfare,
the authors assumed static resource pricing which is less
practical as resource pricing may change as scarcity become
severe. A closely related work is proposed in [8].

Tadayon et al in [9] and Zhao et in [10] proposed re-
source auctioning and allocation for only spectral resource.
Further, Vickrey-Clarke-Groves (VCG) [11] [12] mechanism
which has been widely adopted to solve resource auctioning
problem, relies on utilitarian welfare function whereeach
bidding agent reports its value from which the optimal option
is calculated, in such cases, some agents may still report
untruthful values.

While auctioning mechanisms are obvious choices for fair
network resource allocation, they also provide the ability to
model interactions between InP and VNOs, ease of optimiza-
tion, analysis and revenue maximization [13]. On that note
we combine resource auctioning with reinforcement learning
so as to obtain an optimal policy for slice admission control.

Our contribution in this work is summarized as follows:

• We model the auction mechanism as a sequential deci-
sion process problem and solve it using RL.

• We present our analysis from simulations to prove that
RL based technique has improved control over slice
admission while maintaining fairness and acceptable
QoS.

III. SYSTEM MODEL

A. Network Model

In this setup, a VNO sends slice resource requests to the InP
after obtaining them from a set of underlying users. The InP
employs a bidding controller as part of slice admission control
mechanism. Users with similar requirements are placed in the
same virtual group, this allows a slice request and the bidding
information to be uniquely aligned to a specific resource
bundle. A slice is then orchestrated.

We consider a user u ∈ U associated to a base station
v ∈ V . Users are considered uniformly distributed within
the network. The VNO provides grouping i ∈ I as a slice
class for users with similar latency requirement ω. The latency
requirement for user u in group i under base station v is given
by ωuv,i. The maximum transmit power from the base station v
to user u in group i is given by Puv,i. Each user is allocated a
fraction of bandwidth buv,i. There is a VNO n ∈ N competing
for similar resources from the InP. The overall assumption is
that, the channel state information is known.

In a realistic time varying environment with user interfer-
ence, the signal to noise ratio (SNR) is given by equation (1)

SNRu =
Puv,ih

u
v

No
(1)

where No is the noise power. The total ergodic downlink
throughput for a user u belonging to a VNO n can therefore
be defined according to [14] in equation 2 as.

run = buv,iBlog2(1 + SNRu) (2)

where B is the total bandwidth per base station. The total
data rate per slice is therefore given by;

rtot,i,n =
∑

u∈U
run (3)

Each virtual group i is served by a slice having data rate
rtot,i,n.

B. Computing Resource Model

The computing resource requirements within a slice include
memory, central processing units (CPU) core, and random
access memory (RAM). In our grouping model, users in
the same group require similar computing resources. Each
virtual resource allocation per group is considered complete
if it can be fully orchestrated. Assume each user resource
requirement occupies a portion of z ∈ Z finite memory and
RAM g ∈ G. The InP refreshes the memory periodically such
that there is no fragmentation hence improving memory and
RAM usage efficiency. The computing resource availability
indicator d = 1 meaning computing resource is available
while d = 0 indicates no computing resource is available;
hence d ∈ {0, 1} is a two state Markov model [15] given by.

dt =
[
dt=0 dt=1 dt=2 ... dT−1

]
∈ [0, 1] (4)

where t denotes the instantaneous time for which the com-
puting resource is required. The total memory and RAM
requirement per slice is therefore denoted by

ρmem,i,n =

U∑

u=1

T−1∑

t=0

dtz
u
t (5)

ρram,i,n =
U∑

u=0

T−1∑

t=0

dtg
u
t (6)

where T is the total duration of memory occupancy per
user u.

The computational model comprises of the size of task and
the number of CPU core required per slice . We denote a CPU
task as Ω{ot, qt}, where ot is the instantaneous size of the task
and qt is the task size per CPU. The computational capacity
given by word size per CPU cores assigned to a slice n is
therefore given by βi. The numbers of CPUs per slice is given
by 7:

fi = U
T−1∑

t=0

Ω(ot)

βnΩ(qt)
× dt (7)
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IV. PROBLEM FORMULATION

A. Auctioning Mechanism

In a typical auctioning environment, consumers cannot
express preference, they can only bid what the seller offers,
this is highly inefficient as most consumers have specific
demands. In our model, the tenant is explicitly allowed to have
a bidding preference since the background resource demand
is based on user requirement, however, to obtain a network
resource, the tenant resource request must be subjected a
competitive bidding process. Each VNO has a set of users
associated to a particular slice. The VNO addresses the slice
demand problem by buying a resource block from the InP
for the subscribed users. To obtain a slice, the VNO enters
resource action game controlled by an agent (auctioneer).
The auction process is double sided where both the VNO
and the InP send their valuations Vbid and Vask to the
agent respectively. A positive utility U+ = Vbid − Vask

is achievable when the VNO bid is higher than the InP
ask. To participate in auction game, the VNO sends its
slice valuation alongside the bidding information. We define
φbid,n = (rtot,i,n, ρmem,i,n, ρram,i,n, fi,n, Ti,n,Vbid,i,n, li)
as the bidding information containing the total resources
required and the bidding price, Tn is the slice duration and
li = 1

U
∑
u∈U ω

u
v,i is the average latency named as QoS

index requirement per slice. The profitability of the auctioning
game is achieved by maximizing the positive utility given by
equation (8)

max
n∈N

U+
i,n = max

I∑

i=1

N∑

n=1

(Vbid,i,n −Vask,i,n) (8)

and the selling price given by equation 9 as:

max
n∈N

ηi,n = max
I∑

i=1

(
N∑

n=1

ηopt,i,n −
J∑

j 6=n
ηi,j) (9)

subject to:
C1 : ωuv,i < ωth (10)

C2 : dt ∈ {0, 1} (11)

C3 : Ui,n > 0 (12)

C4 :
∑

i∈I
[ρmem,i,n + ρram,i,n] < ρtot : ∀n ∈ N (13)

Where N is the total number of VNO (bidders) and Un
+ is

the nth utility, ηopt,i = 1
li

(rtot,i,n + ρmem,i,n + ρram,i,n +

fi,n, Ti,n)U+
i,nβi is the optimum selling price per slice class i

and ηj represents other valuations as if the winning bidder was
absent, βi is the unit price per slice. Equation 9 conforms to
the VCG auctioning model [16]. Constraint C1 represent the
QoS threshold required by each slice. The control variable for
slice admission in the cloud network for computing resources
is C2. The constraint C3 indicates that the social welfare must
remain positive for the maximization of profit. The overall

computing memory resources allocation per slice is denote
by constraint C4.

The auctioning process outcome combined with resource
constraints are limiting parameters that periodically control
slice admission process which leads to the dominant strategy
and optimality. In this work, the dominant strategy is achieved
when bids with positive utility as well as resource requests that
pay more for short term contracts are admitted. In this regard
we define a parameter known as the value indicator (VI) given
by VI = Total slice cost

Total slice duration which is applied so that if a bidder
pays more for a short term slice then VI is improved. When
a resource block or slice is sold at selling price {ηi,n = η̄i,n}
[16], under dominant strategy then the agent is said to be on
track to reach optimality. where (η̄n ≥ Vask) is known as the
hammer price.

B. Incentive Compatibility and The Nash Equilibrium(NE)

Resource buyers may provide untrue bidding information
in order to win a bid, this is an unfair strategy. As a result, a
valuable bidder may be bypassed. If a resource buyer changes
its valuation Vbid with the intention of winning, our approach
enforces fairness by providing the Nash equilibrium (NE)
which goes as follows. The QoS indicator li is used as a
weight balancing controller between the latency requirement
of a slice and the resource valuation. For instance, the higher
the valuation the smaller the latency requirement. We illustrate
this in equation (14)

µ = log

(
Vbid

li

)
(14)

where ln is the average slice latency requirement. It should
be noted that, any bidder cannot alter the bidding information
without affecting the QoS index requirement and the InP’s
response. To explain this concept further consider a bidder
who wishes to maintain the same QoS index but unfairly
increases the valuation in order to win a bid. Equation 14
will not be satisfied without reducing the latency requirement,
furthermore such a move is likely to violet the SLA between
the VNO and the InP. Finally the fairness index [16] [17] is
defined by equation (15) as

D(U) =

(∑I
i=1 Ui

)2

I(
∑I
i=1 U

2
i )

(15)

where Ui is the utility obtained after each successful bid,
auction and slice admission. The fairness index is a parameter
used to evaluate how a strategy is.

C. Reinforcement Learning: State, Action and Reward Func-
tion

Reinforcement learning (RL) relies on a Markov decision
process (MDP) formed as tuple {s, a, r , s’} where s is the
observed state, a is the action taken, r is the reward obtained
and s’ is the next state under state transition model [18].

To apply RL in our work, the system environment must be
defined. The environment comprises states, possible actions,
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reward value. Since Q-leaning is employed, the algorithm is
an off-policy and state transition is dependent on state arrival
and not transition probability.

1) System State: The system states is modeled from the
bidding information provided by each tenant n at discrete time
t = {0, 1, 2, ...T − 1} which is given by a tuple in equation
(16)

s(t) = {φbid,i,n(t),Vask,i,n(t),Γn} (16)

where φbid,i,n(t),Vask,i,n(t),Γn are the bidding information,
the InP’s asking price and the total remaining resource units
at time t respectively.

Between time t = 0 to T−1 the InP reads M requests from
a holding queue. We assume that each bidding information
forms a part of a finite state space s ∈ S. The dynamic state
space S changes during each iteration as it must be updated
to reflect the total available resources. Similarly, the ability
to meet the QoS requirement after each admission must also
be updated. The InP cannot admit a slice when resources are
depleted hence the agent must learn this strategy, anything
contrary is subjected to a penalty.

2) Action Space: The action space is modeled as a binary
variable a(t) = {a(0), a(1) . . . a(T − 1)} such that a(t) ∈
{0, 1} represents an action at time t where 1 indicates a
successful resource auction and an eventual slice admission
and 0 otherwise. After every action a(t) the agent obtains
the corresponding reward r(t) which is used to update the
Q-values in the Q-table [18].

3) Reward: Intuitively, RL is used to maximize the reward
by evaluating the value of each action. The reward function
is modeled to optimize action selection (slice admission
control) while considering all constraints. A reward r(t) = χ
is maximum when a good action is taken and minimum
otherwise.

In order to assure complete slice isolation, the InP must
guarantee all resources required to instantiate a slice. Let λ =
1 denote full resource availability and successful auction, 0
otherwise. The reward function employed can therefore given
by equation (17 and 18)

r = a(t)log(ηopt,i)µVI : if λ = 1 (17)

else

r = (1− a(t))log(ηopt,i)µVI : if λ = 0 (18)

D. Q-Learning Model

The objective of Q-learning in Algorithm 1 is to build a
map of optimal actions and their corresponding states s ∈ S.
This however, is not complete until this map is retrieved. The
retrieval of this mapping is known as policy retrieval. Once
the policy retrieval is complete the system is now aware of
all possible bids under resource constraint for slice admission
control. The policy retrieval algorithm is given in Algorithm

2. The Q-learning is built based in the classical Bellman’s
equation given in 19.

Q(s,a) = (1− α)q(s,a) + α{rt + γmax
a′

q(a’,s’)} (19)

Where α is the learning rate, γ is the discount factor and
R long-term reward. Q(s,a) is the Q-value at action a after
visiting state s

Algorithm 1: Q-Learning
Result: Q-Table,RewardPerEpisode,
Input: Initialize learning parameters(γ, α, εmax)
Input: Initialize environment parameters

(φbid,i,n(t),Vask,i,n(t),Γn, r(t), a(t))
Input: Initial Q-table ( [Q]K×M = 0)
while inEpisode do

GetInitialState(φbid,i,n(t = 0),Vask,i,n(t =
0),Γn(t = 0));

for m=0 to M-1 do
Get Random exploration rate ;
if exploration rate > ε then

take greedy action
end
else

Choose random action(a ∈ [0, 1])
end
Update Γn;
Find next-state(s = st+1);
Obtain reward (by Eq 17 or 18);
Update Q-table by Eq.19;
m=m+1;

end
Update Exploration rate using

(ε = εmin + (εmax − εmin)e−δ×episode);
end
Return Q-table

Algorithm 2: Q-Learning Policy Retrieval
Result: Table of actions and states
Input: Initialize states
while inState and Action Space do

GetInitialState;
Obtain Optimal Action and Corresponding State;
Obtain next state;
m=m+1;

end
Return optimal actions and corresponding states

V. SIMULATION AND RESULTS

We based our simulation on 5G new radio(NR) FR2 param-
eters considering the time division duplex (TDD) major bands
on single tier macro base station. The maximum achievable
cell bandwidth is 400MHz at maximum subcarrier bandwidth
of 120kHz, this follows a maximum of 264 subchannels.
FR2 offer two subcarrier spacing frequencies of 60kHz and

Southern Africa Telecommunication Networks and Applications Conference (SATNAC) 2021 Page 11



TABLE I
SIMULATION PARAMETERS

Hyper parameters
Parameter Value
Discount rateγ 0.09
Learning rate α 0.001
Maximum exploration rate εmax 1
Minimum exploration rate εmin 0.001
Exploration decay rate δ 0.01
Number of episodes 1000

Other parameters
Parameter Value
Latency range 1ms-100ms
Carrier Frequency 400MHz
Subcarrier bandwidth 60KHz,120KHz
Thermal noise -174dBm
Task per cpu 10GB
Path loss 72+30log (d) [19]

120kHz. The computational resources requested per slice is
divide in terms of CPU cores, RAM usage per hour and hard
disk storage per hour normalize off as resource unit blocks.
In our simulation we assumed a single task is 10 gigabytes
requiring 106 cycles per second. We started our simulation
by determining how probable a slice request will be accepted
given a Poisson request distribution. In Fig 1 it is clear that all
the schemes (Learning,Greedy and Random based admission
LBA,GBA,RBA) had no similar request admissions. The
agent however, reduced the possibility of admitting a request
once resources were deemed to have run out at around request
number 1500. To determine how fair each scheme were, we
calculated the fairness index according to Eq. 15 and shown
that LBA was the most fair followed RBA then GBA as show
in Fig. 2

Fig. 1. Admission probability of each scheme

Fig. 2. Fairness percentage for each slice admission scheme

Any slice admission is mapped to the revenue obtained.
We compared all the slice admission schemes based on the
revenue obtained by the InP. From the simulations LBA
promised the highest overall revenue followed by RBA the
GBA. The intuition is that, LBA learned to determine which
requests would offer higher revenue considering the rewards
obtained during learning. This, in turn resulted into higher
projected cumulative revenue as shown in Fig. 3. The dip
in revenue towards the end of the graph is due to penalties
incurred due to SLA violation for admitting slices during
resource outage.

Fig. 3. Revenue accumulation considering resource constraint

Fig. 4. Projected social welfare

In Fig. 4, we show the effect of auctioning by determining
the social welfare which is the cumulative utility over all
episodes. The RBA scheme had higher social welfare predic-
tion in the beginning due to many successful random auctions
and admissions. This however deteriorated in the long term as
further random auctions did not produce positive utilities. The
LBA however gradually learned when to auction and admit
slice requests. The GDA performed poorly due to consistent
exploitation of non optimal states leading to largely negative
utilities. These results are shown in Fig. 4

After every slice admission the InP must check its ability
to meet the QoS for remaining admissions. This ability is
calculated as a function of the a quantity which represents
the remaining resources known as the QoS index show in
Fig. 5. The QoS index deterioration is considerably similar
in all the scheme, however LBA still performs better than the
other two schemes.
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Fig. 5. QoS Index vs slice admission

Fig. 6. Illustration of average reward build up during learning

In Fig 6 we finally demonstrate that LBA achieves optimal
goal at around episode 600. This contrast both GBA and RBA
which remains non optimal through all iterations. It is clear
that LBA performs better for the tested events meeting the
goals set at the beginning of this paper.

VI. CONCLUSION

To address the challenge of slice admission control and
efficient resource allocation, we presented an auction based
slice admission control to provide a QoS aware admission
control while maximizing revenue. We have shown that,
compared to RBA or GBA, the LBA scheme has greater
control on admission selection enabling valuable resource
tenants to be admitted. We have shown that the proposed
algorithm allows the InP to limit losses by restricting slice
admission to those that can achieve the auction goal and have
the highest value.

Our proposed algorithm however, has limitation. The al-
gorithm was based on finite state space which does not
depict some real scenarios. Some of the parameters in 5G
resource allocation are continuous and become memory in-
tensive during learning leading to an extremely large Q-table.
The application of value approximation with deep artificial
neural networks is a tractable approach to be explored in our
future work.
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Abstract— The accessibility of network resources is the primary 

criteria used to perform handover in existing handover strategies 

in communication systems. Moreover, the access technique 

approach implemented in visible light communications (VLC) 

which utilizes the availability of the channel as the sole criteria for 

handover instead of the capacity of the channel to support QoE of 

nodes leads to frequent handovers and poor QoE performance. In 

this work, the use of adaptive threshold-fixing is proposed to 

dynamically fix the trigger threshold for handover to match the 

minimum QoE constraints of the VLC node. Therefore, a node 

will remain in its current channel as long as the minimum QoE 

requirements are supported by the present channel. Hence, nodes 

will only handover if the current channel does not support the 

least QoE constraints of specific node applications and new 

channels with better QoE are available. To achieve this, the 

proposed algorithm dynamically adjusts the handover triggering 

threshold based on link information extracted from channel at 

discrete time to meet the minimum QoE constraints of node 

applications instead of switching to a new available channel. The 

proposed alogorithm is implemented using Monte Carlo 

simulations of different VLC scenarios and is compared with a 

reactive spectrum handoff strategy. Simulations results of the 

proposed strategies demonstrate a significant reduction of 

spectrum handoffs while maintaining better throughput for node 

applications.   

 

Keywords— adaptive spectrum handoff, visible light 

communication, cognitive radio, channel condition, dynamic 

spectrum access. 

I. INTRODUCTION 

Spectrum mobility (SM) is an aspect of communication 

systems which allows nodes equipped with software defined 

radio (SDR) or cognitive radio (CR) capabilities to make 

opportunistic use of unoccupied portions of licensed frequency 

spectrum of the primary users (PU) for their communication 

[1]. However, this opportunistic usage is on a condition that 

their communication does not cause harmful interference to the 

activity of the high priority PU. Therefore, by implementing a 

process known as spectrum handoff (SH) a SDR node or CR 

user must immediately vacate a channel it is opportunistically 

using whenever a PU arrives on the channel.  As a result, the 

arrival of a PU and/or availability of new channels are the 

triggers for SH in cognitive radio networks (CRNs). So, 

typically a CR user or SDR node that is on an on-going 

communication is interrupted until it can establish a new link 

to complete its transmission. However, unlike CRNs, in VLC, 

this approach will introduce long delays which is contrary to 

the high speed and high data rates of VLC networks. Also, 

unlike CRNs,  channel attenuation due to massive multipath 

fading and shadowing effects from large metallic obstacles 

instead of PU arrival in VLCs can be responsible for a large 

percentage of spectrum mobility [2]. Therefore, to eliminate 

long delays due to frequent and sometimes unnecessary 

handovers a coherent decision to linger in the current channel 

by adapting to channel conditions as long as the minimum QoE 

requirements of node applications are met to prevent frequent 

and unnecessary SHs is incorporated into a new proposed 

algorithm which is the main contribution of this paper. The 

tradeoffs on the choice to linger in the channel is calculated 

using a cost function which weighs the level of signal 

attenuation due to channel behavior to QoE constraints of node 

applications. As a result, the channel behavior is observed 

during node communication at discrete time. Based on this 

information, the proposed algorithm implements link 

adaptation by adaptively fixing the threshold to meet the 

minimum acceptable throughputs. SM is a resource 

management technique that allows network resources to be 

utilized effectively. The rest of the paper is organized as 

follows. In Section II, related work is discussed; this is 

followed by the system model in Section III; Section IV 

provides details on the proposed scheme. In Sections V, 

simulation results are presented and discussed. In Section VI 

future work is identified with conclusions provided.   

II. RELATED WORKS 

In this Section, an overview of related contributions on the 

application of VLC for IoT and other applications in literature 

is provided. While a number of papers have discussed the 

application of VLC for diverse wireless technologies only a 

few have highlighted VLC for IoT applications. In [3], the 

fundamentals and challenges of indoor VLC systems was 

investigated. Additionally, the authors identified the 

characteristics of channel models in indoor VLC as well as 

presented the theoretical details of channel modelling.  In [4], 

the authors propose a VLC system design for IoT by 

integrating VLC in the dark and OFDM to overcome the 

limitations of traditional VLC for data transmission. In a 

similar contribution [5], VLC-over-UART systems is proposed, 

and bit error rate analysis was used to evaluate the performance 

of the proposed system. In another contribution [6], an 

overview on the  potential of LiFi in transforming indoor 

lighting into the backbone of wireless communications was 

carried out. In [7], the concept of VLC was introduced and the 

application of VLC as well as some of the challenges facing 

VLC are discussed. In [8], the authors discussed the approach 

for resource allocation in hybrid cognitive VLC. Similarly, 

different mobility management schemes and resource 

allocations strategies are developed in [9]. However, none of 

the reviewed journals considers resource management using an 
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adaptive threshold-fixing approach and channel quality as a 

factor for resource management.  

III. SYSTEM MODEL 

In this Section, the system model model considered is 

presented. 

A. System model and Assumptions 

    In this study, a cluster-based VLC network based on the 

IEEE 802.15.7 standard is assumed with each cluster having a 

VLC gateway as its cluster-head evenly distributed in the 

network. As illustrated in Figure 1, each cluster has partially 

overlapping coverage areas consisting of both PUs and VLC 

nodes equipped with SDR existing side-by-side. The VLC 

nodes have capabilities to perform SH due to the equipped 

SDR. It is assumed that the PUs communicate with each other 

using N channels licensed bands through a synchronous slot 

structure. It is considered that each channel has a bandwidth 

𝐵𝑖(𝑖. 𝑒. , 𝑖 = 1,2, ……… ,𝑁)  and that the network state is 

designated by time slot t, such that [10]: 

.  

𝑡 = [𝑆1(𝑡), …… 𝑆𝑁(𝑡)], (1) 

                         

where 𝑆𝑖(𝑡) ∈ {0(𝑢𝑛𝑜𝑐𝑐𝑢𝑝𝑖𝑒𝑑), 1(𝑜𝑐𝑐𝑢𝑝𝑖𝑒𝑑)}.It is assumed 

that the VLC nodes use VLC communications for downlink 

and RF communication for uplink by opportunistic 

transmission in the licensed band of the PUs through overlay 

transmission. It is considered that channel capacity is 

characterized by signal-to-interference-plus-noise ratio (SINR) 

at the receiver of  𝑁 VLC nodes as depicted in (2) [11] 

 

𝑆𝐼𝑁𝑅𝑖 =
ℎ𝑖𝑖(𝑡)𝑥𝑖(𝑡)

∑ ℎ𝑗𝑖(𝑡)𝑥𝑗(𝑡)+𝑛𝑖(𝑡)𝑗∈{𝑁 𝑖⁄ }
        (2) 

 

where xj(t) represents the signal transmitted from a VLC node 

j, hji(t) is the channel gain of transmission when VLC node i is 

transmitting. It is assumed that hji(t) is stochastic due to 

channel attenuation, multipath fading, and shadowing effects 

which are indicative of the VLC wireless environment, ni(t) 

represents noise at VLC node i. Therefore, the received signal 

at any VLC nodes is denoted by 𝑦𝑖(𝑡) in (3):        

 

  𝑦𝑖(𝑡) = ∑ 

𝑗

ℎ𝑖𝑗(𝑡)𝑥𝑗(𝑡) + 𝑛𝑖(𝑡) (3) 

                                                                    

 
Figure 1. Proposed Network Model. 

 

The VLC gateways are also equipped with SDR with exclusive 

functions which includes (1) keeping statistical history of PU’s 

communication pattern; (2) performing spectrum sensing to 

update the network database of channel availability; (3) 

ranking the available channel base on SINR level; (4) 

supplying communicating pair of VLC nodes with an updated 

available channel list; and (5) acquiring information about the 

quality of the communication link using the received signal 

strength indicator (RSSI).   

 

IV. PROPOSED ADAPTIVE SPECTRUM HANDOFF PROTOCOL 

WITH TARGET CHANNEL SELECTION SCHEME. 

In this work, two major criteria are used as trigger for the 

handover technique. These include (1) the presence or absence 

of a PU signal on the channel being opportunistically used by 

a VLC node; and (2) current channel quality of a VLC. That is 

if the channel quality of a VLC node link can support the 

minimum QoE requirements of the node application or not. 

A.   Presence or absence of PU signal on target channel 

In the case of presence or absence of PU signal on the 

channel being deployed opportunistically by a VLC node, a 

clear channel assessment approach with energy detection and 

carrier sensing approach is adopted. This approach is similar to 

the one used in IEEE 802.11  [12] where a PU signal is detected 

when a CR node senses an energy level above a pre-defined 

threshold. In the design proposed in this study, in order to 

trigger an SH process, a VLC node must listen to the gateway 

broadcast for the current updated target channel list. Based on 

this information, and in addition to the SINR of available 

channels, a pair of communicating VLC nodes rendezvous to 

acknowledge the new channel on which to continue on-going 

CR communication. The gateway continuously updates the 

backup channel list by periodically performing spectrum 

sensing for presence or absence of PU signal on the licensed 

bands. In (4) and (5), it is illustrated how this approach is 

implemented.  

. 

𝐻0: 𝑦𝑖(𝑡) = 𝑛𝑖(𝑡) (4) 

𝐻1 ∶ 𝑦𝑖(𝑡) = ℎ𝑖𝑗(𝑡)𝑥𝑗(𝑡) + 𝑛𝑖(𝑡), (5) 

 

where yi(t) is the received signal of the VLC node, xj(t) is the 

signal transmitted from PU transmitter, ni(t) is the noise at VLC 

node i, and hij(t) is the fading channel co-efficient. H0 signifies 

the absence of a PU signal, while H1 denotes the presence of 

the PU signal. Nevertheless, after the condition H0 above is 

tested to be true for each free channel, the gateway still deploys 

closed-loop power control [13] to rank each identified 

unoccupied channel based on the SINR level in the bandwidth 

of the channel. Therefore, VLC nodes by anticipating 

continuous SH task listen for the updated list from the gateway 

and select the available channel based on channel availability 

as well as channel quality. 

 

B. Channel capacity of VLC nodes current channel  

The capacity of the current channel to support the minimum 

level of QoE requirements of node applications is the other 

criterion used to trigger SH in this work. Therefore, SH is 

executed if channel quality in the current channel falls below 

the predefined QoS threshold for certain VLC applications. 

The details of how channel attenuation affects the capacity of 
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the channel and how conditions of the channel state are adapted 

to meet the QoE requirements are implemented is discussed 

below.  

1)  Channel model to characterize signal attenuation in the 

VLC node current channel. 

       In this work, the behavior of the current channel is 

characterized by the state of the channel in discrete time. 

Assume that the channel switches between three states 

characterized by the following models: 

 Regime 1: A log-normal shadowing model describing 

large-scale fading due to large metallic objects.  

 Regime 2: A Rice distribution representing temporal 

variations due to rapid changes in multipath profile of 

the current channel.  

 Regime 3: A Rayleigh distribution representing 

channel fading profile of the current channel when the 

K factor of the Rice distribution is zero. 

 The transition matrix P represents the VLC link with each 

element Pij of the matrix denoting the probability of transition 

from state i to j such that 

 

𝑷 = [

𝑃𝐴𝐴 𝑃𝐴𝐵 𝑃𝐴𝐶
𝑃𝐵𝐴 𝑃𝐵𝐵 𝑃𝐵𝐶
𝑃𝐶𝐴 𝑃𝐶𝐵 𝑃𝐶𝐶

] (6) 

 

where the stationary state vector π is determined by using 

Markov processes which is represented by (7), (8) and (9) as 

  𝜋 = (𝐈 − 𝐏) = 0   (7) 

𝜋ℯ = 1 (8) 

ℯ = [1  1… ]T (9) 

 

where I is an identity matrix, and P is the transition matrix. 

Therefore, the stationary vector is 

π=(𝜋𝐴 , 𝜋𝐵  , 𝜋𝐶) (10) 

 

with each element of πi signifying the fraction of the total 

time  the channel remains in state  𝑖.  The probability density 

function of the signal in this state is subject to a Rayleigh 

distribution such that 

𝑓
𝑥
(𝑥) =

𝑥

𝜎2
. 𝑒𝑥𝑝 [−

𝑥2

2𝜎2
] (11) 

 

in which the N order origin moment of the envelope of the 

received signal is described in (12) as 

𝐸[𝑥𝑛] = 𝑛𝜎2 𝐸[𝑥𝑛−2], 𝑛 ≥ 2 (12) 

 

Similarly, if it is considered that the envelope of the received 

signal in channel state 𝑖 consists of both LOS and multipath 

signals, then the probability density function of the signal is 

subject to a Rican distribution in which 

𝑓
𝑟
(𝑟) =

𝑟

𝜎2
. 𝑒𝑥𝑝 [−

𝑟2+𝑧2

2𝜎2
] 𝐼0 (

𝑟𝑧

𝜎2
), (13) 

 

where the N order origin moment of the envelope of the 

received signal is represented in (14) as 

 

𝐸(𝑟𝑛) = (2𝜎2)
𝑛
 2 . 𝑒𝑥𝑝(−𝐾) .  Γ (1 +

𝑛

2
) .  𝐹(1

+
𝑛

2
, 1, 𝑘) 

(14) 

 

Finally, assuming the envelope of the received signal in 

channel state 𝑖 consists of only heavily shadowed signals, then 

its probability density function is subject to a Lognormal 

distribution as represented in (15) 

𝑓𝑧(𝑧) =
1

𝑧√2𝜋𝑑0
𝑒𝑥𝑝[−

[𝑙𝑛(𝑧) − 𝜇]2

2𝑑0
] (15) 

 

such that the N order origin moment of the envelope of the 

signal is given in (16) as 

𝐸[𝑧𝑛] = exp [𝑛𝜇 +
𝑛2

2
𝜎2], (16) 

 

where the amplitude of the multipath signal is represented by 

x, the amplitude of LOS signal as r, amplitude of shadow signal 

is represented by z,  and 𝜎2 represents the average multipath 

power, k is the Rican factor, while Γ(. ) is the Gamma function, 

F(.) is flow and hypergeometric function, µ and 𝑑0 are mean 

and variance of  𝑙𝑛 (𝑧)  respectively. Therefore, the semi-

Markov channel model can be represented by a new transition 

matrix Y, where 

𝑌𝑖𝑗=     
𝑃𝑖𝑗

1−𝑃𝑖𝑖
     𝑓𝑜𝑟  𝑦 ≠ 𝑗 𝑎𝑛𝑑 𝑦𝑖𝑖 = 0 (17) 

 

Figure 2 shows the Markov diagram of the channel model.  

 
Figure 2. VLC channel model. 

 

The behavior of the model described in Figure 2 is a discrete-

time stochastic process such that the conditional probability 

that VLC signal will experience a poor QoE performance at 

discrete time instant 𝑋𝑡 for 𝑡 = 0,1,2, … . 𝑁 and for all states 𝑖 

is 

𝑃(𝑋𝑡+1 = 𝑖𝑡+1|𝑋𝑡 = 𝑖𝑡 , 𝑋𝑡−1 = 𝑖𝑡−1, … . 𝑋1 =
𝑖1, 𝑋0 = 𝑖0)= 𝑃(𝑋𝑡+1 = 𝑖𝑡+1|𝑋𝑡 = 𝑖𝑡)  , 

(18) 

 

where the probability distribution of the state at time 𝑡 + 1 

depends exclusively on the state at time 𝑡, and not on the state 

prior to time 𝑡. Therefore, the probability that channel will be 

in state 𝑗 at time 𝑡 + 1, given that at time 𝑡 it is in state 𝑖,  is 

S2

S1

S3

P21

P12

P13

P31

P32

P23

P33
P22

P11
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𝑃(𝑋𝑡+1 = 𝑗|𝑋𝑡 = 𝑖, ) = 𝑃(𝑋𝑡 = 𝑗|𝑋𝑡−1 =
𝑖) = ⋯ = 𝑃(𝑋1 = 𝑗|𝑋0 = 𝑖) = 𝑃𝑖𝑗  

(19) 

 

From (19), the signal attenuation due to channel behavior can 

be observed at discrete instants in time. Based on this 

observation, the scheme (implemented on the SDR equipped 

VLC node) adaptively fixes the threshold to still match the 

minimum QoE constraints of VLC application to guarantee 

connectivity in the prevailing channel conditions. Until new 

channels with better SINR are available the VLC node lingers 

in the current channel. 

2)  Conditions for fixing threshold to adapt to channel 

condition for minimum QoE performance 

   In real VLC environments, channel conditions are 

extremely time-variant due to environmental influences and 

heterogeneous networks operating on the same frequency and 

may require fast adaptation rate. Therefore, it is important for 

the SH algorithm to adapt fast enough to variations in radio 

environments to benefit from an adaptation process before 

subsequent changes in the radio environment makes another 

adaptation necessary [14]. There is a tradeoff between 

tolerating low packet rate when lingering on the channel by 

fixing threshold and reducing communication delay when 

switching to a new channel. Therefore, the balance is 

determined by a cost function in (20) denoted by 𝐶𝐴 [15] which 

is used to estimate the impact of channel attenuation on the 

QoE requirement of VLC applications. The gateway acquires 

several values of the RSSI for the VLC environment from its 

transceiver to estimate  𝐶𝐴 . For periods with poor packet 

reception rate  𝐶𝐴 is estimated as follows. 

 

 𝐶𝐴=1−  
∑ 𝑄𝑖
𝑖<𝑛
𝑖=0

𝑛
  , (20) 

 

where 𝑄
𝑖
 is equal to 0 or 1 depending on the value of 𝜏, as 

indicated by (21) in which 

𝑄𝑖  ={
0 
1

  𝑖𝑓  𝑅𝑖  ≥ 𝜏 
𝑖𝑓 𝑅𝑖 < 𝜏 , 21 

 

where 𝜏,  is a threshold which is adaptively fixed by the 

algorithm depending on the impact of signal attenuation on the 

amplitude of the signal in the channel state i, 𝑛 is number of 

signal samples used to calculate 𝑄
𝑖
, and 𝑅𝑖 is RSSI from the ith 

signal sample in the channel state i.                        

3)  Decision-making          

    The SH decision making is a major and fundamental step in 

every SH procedure. It plays a vital role in realizing users’ 

needs, coordinating network resources and their application 

and making best usage of network performance [16]. Every SH 

scheme is different by the nature of trigger in the handoff 

algorithm that enables the activation of SH decision procedure. 

To have a robust SH procedure/technique, it better to combine 

one or more criteria for the handoff decision-making process. 

In this work, the capacity of the link to support minimum QoE 

constraints of nodes applications in the current channel and 

presence or absence of PU signal on the target channel are the 

two criteria used in decision-making for SH procedure. Firstly, 

the algorithm must establish if channel quality in channel states 

i supports QoE constraints of VLC nodes or not. The 

hypothesis is tested as presented in (22): 

{
𝐻3 
𝐻4

,
𝑖𝑓  𝐶𝐴  = 1 
𝑖𝑓 𝐶𝐴< 0  22 

 

Hypothesis H3 means that the quality of a link in channel state 

does not support VLC node QoE requirements and VLC nodes 

should perform SH. On the other hand, hypothesis H4 implies 

that the quality of a link in channel state does support VLC 

node QoE requirements and VLC nodes should continue with 

on-going transmission. The critical decision to determine if a 

transmitting pair of VLC nodes should continue on-going 

communication in a new channel or remain on current channel 

is taking by testing for all conditions in (23) as well as (4) and 

(5) in (23).  

{
 
 

 
 

𝐻3           𝑖𝑓𝐶𝐴 < 0,

𝐻4            𝑖𝑓 𝐶𝐴 = 1,

𝐻0 𝑖𝑓 𝑦𝑖(𝑡) = 𝑛𝑖(𝑡),
𝑎𝑛𝑑,

𝐻1 𝑖𝑓 𝑦𝑖(𝑡) = ℎ𝑖𝑗(𝑡)𝑥𝑗(𝑡) + 𝑛𝑖(𝑡)

 (23) 

V. SIMULATION RESULTS AND DISCUSSION 

A. Simulation set-up 

   In this work, the performance of the proposed algorithm is 

investigated by extensive MATLAB simulations. The 

simulation setup is presented in Table 1. 

TABLE 1. SIMULATION SETUP 

Parameter  Value  

Unlicensed band 

Frequency  2.4GHz ISM band 

Transceiver  CC2420 

Number of active nodes (ns) 20 

Bandwidth 50KHz 

Number of channel (nc)  nc=(ns*(ns-1)/2) 

Packet rate Poisson distribution 

SINR 5dB 

Licensed band 

Frequency  470-890MHz 

Number of channel 5-20 

Packet rate Poisson distribution 

SINR 1-15dB 

 

B. Simulation Result 

   In this section, the simulation results to validate the proposed 

algorithm are presented. The performance of proposed 

algorithm is evaluated by comparing it with conventional 

reactive SH model with sequential spectrum sensing (RSHSS). 

Again, the number of SHs and throughput, which are very 

significant performance metrics are used to validate the 

performance of the proposed algorithm. In this paper, the 

number of SHs is the total number of SHs from the start of 

simulation which represents the start of transmission, to the 

end of simulation which signifies the end of the VLC 

transmission. During this period, several interruptions may 

occur due to low SINR and/or arrival of PU on the channels. 

Similarly, throughput represents data rates of VLC node during 
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entire transmissions which includes periods between data 

buffering and channel switching during period of SHs. Figure 

5a shows the throughput performance of the proposed 

algorithm and RSHSS while Figure 5b shows the throughput 

performance under different bandwidths for the proposed 

algorithm and RSHSS. Based on the number of simulations, 

each simulation point on the x-axis represents 5000 Monte 

Carlo simulations.  

 

 
Figure 5a. Throughput performance. 

 

 
Figure 5b. Throughput performance in sub-channel 

bandwidth. 

 

As shown in Figure 5a it is seen that the proposed algorithm 

outperforms RSHSS in terms of higher throughput. Similarly, 

throughput performance under varying bandwidth in Figure 5b 

shows related trends of higher throughput performance similar 

to Figure 5a. For instance, deploying the proposed algorithm at 

sub-channel bandwidth of 150KHz, VLC nodes achieved an 

average throughput performance of 450Kbps while using 

RSHSS at the same channel bandwidth gives 270Kbps average 

throughput performance. There is a 40% improvement in 

throughput performance which is attributed to the fact that the 

channel condition is adapted using adaptive threshold fixing 

prior to performing SH to a new channel with a better SINR in 

the proposed algorithm. In RSHSS, SH is initiated the instant 

SINR is low in the current channel, and data is buffered while 

waiting to join a new channel. 

 

 
Figure 6a. Number spectrum handoffs. 

 

 
Figure 6b. Number of spectrum handoffs in sub-channel 

bandwidth. 

 

Figure 6a shows the number of SHs for the proposed algorithm 

and RSHSS. Meanwhile, Figure 6b compares the number of 

SHs for different values of sub-channel bandwidth for both 

RSHSS and the proposed algorithm. In Figure 6a, it is seen that 

for the duration of the entire transmission, the proposed 

algorithm maintained an average of 130 SHs while RSHSS 

returned an average of 320 SHs. Therefore, the proposed 

algorithm reduced the number of SHs by 190 SHs which 

represents a 59% reduction in the proposed approach. The 

reason for this reduction is due to the fact that RSHSS operates 

sequential spectrum sensing for a target channel while in the 

proposed algorithm in this study, the VLC nodes listen and 

select the channel with the best SINR from updated target 

channel list supplied by the gateway.  

 

 
Figure 7a. Throughput performance. 
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Figure 7b. Throughput performance in terms of SINR. 

Figure 7a. shows the throughput performance for RSHSS 

and the proposed algorithm at SINR of 5dB in the unlicensed 

band. Figure 7b shows the throughput performance of the 

proposed algorithm at 1dB as well as 10dB which is compared 

with throughput performance of RSHSS under the same 

conditions. It can be noticed that in Figure 7a, the proposed 

algorithm performs better than RSHSS in terms of higher 

throughput.  In Figure 7b, it can be seen that both approaches 

performed poorly in very bad channel conditions particularly 

at 1dB SINR. However, the proposed algorithm performed 

better than RSHSS.  

VI. FUTURE WORK AND CONCLUSION 

VLC is a promising and emerging technology that has the 

potential of solving   the challenges of wireless communication 

technology. However, there are still challenges in using light 

waves for uplink data communication in VLC networks. This 

is due to the expected high intensity and glare of the light wave 

from the source node, e.g. the screen of the smartphone. In this 

paper, a SH scheme that adapts to the link condition by 

observing the behavior of the link and dynamically fixes a 

threshold for SH to match the minimum QoE of VLC node has 

been developed. Based on the results presented, it is shown that 

the developed SH scheme outperforms conventional SH 

strategy in terms of throughput performance and number SHs. 

This work also serves a basis for future research direction. 

Therefore, in the future, work will be conducted on a hybrid 

VLC system which deploys light wave for downlink and LoRa 

for the uplink to increase the speed of data transmission and to 

improve performance of the VLC network.  

. 
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Abstract—We investigate the effect of a reduced modulation
scheme pool on a CNN-based automatic modulation classifier.
Similar classifiers in literature are typically used to classify sets
of five or more different modulation types [1] [2], whereas our
analysis is of a CNN classifier that classifies between two modu-
lation types, 16-QAM and 8-PSK, only. While implementing the
network, we observe that the network’s classification accuracy
improves for lower SNR instead of reducing as expected. This
analysis exposes characteristics of such classifiers that can be
used to improve CNN classifiers on larger sets of modulation
types. We show that presenting the SNR data as an extra data
point to the network can significantly increase classification
accuracy.

Index Terms—Automatic Modulation Classification, In-phase
and Quadrature-phase (I/Q) symbols, Deep learning

I. INTRODUCTION

In this paper we investigate a deep learning based ap-
proach to automatic modulation classification (AMC). AMC
is used in the telecommunications field to identify trans-
mission modulation schemes without this information being
explicitly communicated between transmitters and receivers.
AMC reduces overhead in communication and allows for
effective switching between modulation schemes in cognitive
radio applications. In the past, AMC has been implemented
with statistical [3] and machine learning methods, such as
clustering [4] and support vector machines [5]. In recent years
deep learning architectures such as multilayer perceptrons
(MLPs) and convolutional neural networks (CNNs) have been
applied to the problem and have shown better performance
over the more traditional approaches with regard to both
accuracy and speed [6].

This paper investigates classification behaviour of deep
neural networks on modulation types under additive white
Gaussian noise (AWGN), by classifying between two mod-
ulation schemes, both varying in type and order. By using
a reduced modulation pool for classification, we are able to
better understand how a CNN interacts with an AMC task.

II. RELATED WORK

There exist several methods to approach AMC using deep
learning models [7]. Most approaches supply some constella-
tion data obtained from raw signal data to a neural network.
How the constellation data is presented to the neural network

does, however, vary depending on the method. Popular meth-
ods include presenting the quadrature and in-phase data points
of constellation diagrams in a 2 × N array, where N is the
number of data points [2], or presenting the constellation plots
as images [8]. The last method often contains several stages
of feature extraction and pre-processing before the data is
presented to the network.

CNNs are typically used for AMC problems [7] and
function by presenting the input data to convolutional layers.
The convolutional layers extract features from the data by
making use of filters, also known as kernels. After feature
extraction, the convolutional layers are flattened and passed to
dense layers that make use of the previously extracted features
to perform classification [9], [10].

For our study we use a CNN structure, similar to the
network used by Yongshi et al. [2], that receives constellation
data points rather than images as inputs. The reason for this is
to simplify the investigation of the neural network, since pre-
processing and presentation of image data to CNNs add extra
levels of analysis to the process. We make use of 16th order
quadrature amplitude modulation (16-QAM) and 8th order
phase-shift keying (8-PSK) modulation schemes as input, as
both the order and method of modulation differ between the
two.

III. EXPERIMENTAL SETUP

A. Data

The data is presented as complex values of the signal
constellation in the I/Q plane generated using Matlab version
2020b. A random bit stream source is modulated in baseband
using one of two modulation types (8-PSK or 16-QAM).
The modulated data is sent over an additive white Gaussian
noise (AWGN) channel with varying normalised signal-to-
noise (SNR) ratios (Eb/No) with an average signal power of
1W over 1Ω. The complex valued channel symbols are then
grouped into samples containing 1024 constellation points of
each symbol’s in-phase and quadrature component. Thus, each
sample consists of 1024 32-bit real and 1024 32-bit imaginary
data points to create a 2× 1024 sized data set.

The SNR, Eb/No, is discretely stepped over the range of -15
dB to 5 dB in 1 dB increments to create training, validation
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and evaluation sets respectively. The number of generated data
samples per Eb/No is listed in Table I.

TABLE I
NUMBER OF DATA SAMPLES GENERATED PER EB /NO OF A MODULATION

SCHEME, AS WELL AS THE TOTAL SET SIZE OVER 21 SNR RANGE.

Modulation Train Validation Test
8-PSK 1 000 500 1 000

16-QAM 1 000 500 1 000
Total set size 42 000 21 000 42 000

The training and validation sets are used in the training
process as described below, while the evaluation sets are kept
separate to evaluate the performance per Eb/No level.

B. Baseline architecture

The classifier architecture is based on that of Yongshi et
al. [2], but with fewer nodes in the hidden dense layer. The
hidden dense layer is reduced to 100 nodes, as the number of
modulation types to classify has been reduced. This change is
made to improve the training time and throughput of the net-
work. The network consists of two convolutional layers that
are ReLu-activated [11], makes use of batch normalisation,
has no padding and a stride of 1. A max pooling layer, with
a stride of 2, is placed between the convolutional layers to
reduce the complexity of the network. After the convolutional
layers a linear layer with 100 nodes is placed, followed by
the classification layer (also a linear layer) with 2 outputs [2].

C. Training protocol

The same training protocol is followed for all networks.
Networks are trained with the Adam [12] optimiser using a
cross-entropy loss function. Adam is selected for its ability
to adapt the learning rate of different parameters, and cross-
entropy loss is used for its good performance in classification
problems [9], [10]. Since ReLU activation functions are used,
the weights of the network are initialised using a uniform
Kaiming initialisation [13].

The following hyperparameters are optimised: learning
rate, batch size, and weight decay (L2 penalty). We selected
these hyperparameters, as preliminary tests showed that they
have noticeable effects on the model’s performance. Hyper-
parameter tuning is performed using grid searches on the
predefined CNN architecture, by comparing the networks’
results on the validation data set. The grid search is performed
over different learning rates {0.01, 0.001, 0.0001}, batch sizes
{32, 512}, weight decay values {0, 0.001, 0.01} and 3 random
initialisation seeds. The initialisation seeds are used to ensure
a particularly strong or weak network initialisation does not
affect the results. We also make use of a grid search over
the architecture by varying the convolution kernel width {4,
16, 32, 64} and amount of dropout {0, 0.5} hyperparameters
[14].

To ensure the network trains until it convergences, the
network is trained for a minimum of 50 epochs, after which
the training is terminated when no improvements in validation
accuracy is found in the last 20% of epochs. Early stopping is

then implemented by selecting the epoch at which the model
achieved its highest classification accuracy on the validation
set.

IV. ANALYSIS AND RESULTS

A. Classification performance

The goal of this experiment is to analyse the behaviour
of a CNN classifier on two modulation schemes of different
types and orders that exposes fundamental characteristic when
using a data point driven constellation diagram input.

From the classification accuracy and average class recall
of the baseline architecture network in Figure 1, we can see
that the model classifies well for SNRs above 0 dB. At lower
SNRs the accuracy decreases as the signal falls below the
noise floor. We also see an increase in accuracy when the
number of kernels is increased to 36 kernels. Varying other
hyperparameters revealed that adding dropout and using a
weight decay value of 0.01 also increases accuracy and that
the model generalises better on the validation set. The final
hyperparameters for the baseline architecture can be found in
Table II.

TABLE II
HYPERPARAMETERS OPTIMISED FOR THE BASELINE ARCHITECTURE.

Parameter Value
Learning rate 0.0001

Batch size 32
Dropout 0.5

Weight decay 0.01
Kernel width 36

An interesting observation to make from Figure 1 is the
unexpected improvement of the declining 8-PSK classification
accuracy at very low SNR. The 16-QAM classification also
increases slightly, but not as much as 8-PSK. This observation
is strange, as we usually expect modulation classifiers to show
reduced classification ability as noise increases until a reliable
classification can no longer be made and the network shows
50% classification accuracy.

Fig. 1. Average classification accuracy (over 3 seeds) of the baseline
architecture using optimised hyperparameters, for the evaluation data set
with range of -15 dB to 5 dB. The average recall of 16-QAM and 8-PSK,
respectively, is also shown.
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B. Analysis of low SNR artefact

In order to find out why this increase in accuracy at lower
Eb/No exists, we investigate whether this effect is due to
the boundaries of the range of SNRs evaluated. Using the
same training hyperparameters, the network was retrained for
two ranges of the SNR, namely [-20;0] and [-10;10]. This
investigation is also used to establish if the improvement in
accuracy is tied to certain SNRs, or to a Eb/No position in the
range. In addition, we investigate the effect of architectural
changes to the neural network to ensure the artefact is not
caused by lack of representational ability. The neural network
will be adapted in the following ways:

• Increasing the dense layer node count from 100 to 1 000
• Changing the convolution layer kernels from 36 to 512
• Adding an extra convolution layer

To ensure well-defined results, each one of these changes is
applied independently from the other.

Fig. 2. Baseline network evaluation set performance when the network is
trained on -20 dB to 0 dB, -15 dB to 5 dB and -10 dB to 10 dB SNR ranges,
respectively.

When using the same baseline architecture as before but
changing the Eb/No range, Figure 2 shows a similar trend
to that observed before. Figure 2 indicates that the increase
in accuracy occurs at lower Eb/No values, irrespective of the
input data range. However, it is observed that the accuracy
increase does not appear at a specific Eb/No. It should be
noted that accuracy fluctuations only appear after the 0 dB
accuracy descent and results near and above the noise floor
increase gradually as expected.

Fig. 3. Evaluation set performances when the dense layer of the baseline
network is increased to 1 000 nodes (‘Dense layer’), the baseline network’s
convolutional layers are increased from 2 to 3 (‘CNN layers’) and the baseline
network’s convolution kernels are increased to 512 (‘CNN kernels’).

When increasing the size and complexity of the network,
Figure 3 shows a similar trend to that observed in the baseline
architecture, except for variations in the average validation
accuracy. Some of the methods change the shape and intensity
of the accuracy increase in the Eb/No range, but all still exhibit
the same artefact.

C. SNR-specific training

When observing Figure 1, we note that the increase in
accuracy at lower Eb/No resembles models trained with SNR
pairs selection [15]. With pairs selection, the network is only
trained using two Eb/No data sets, instead of the entire range.
In some instances this may cause an increase in accuracy
surrounding the selected Eb/No pairs, especially in the low
Eb/No range. To determine if this training method can give
insight into the occurrence of the increase at low SNRs,
we test how well the network can classify a single SNR’s
data by training baseline networks on only single SNR data
sets. We also test the generalisation of each network over the
entire SNR range to identify the classification abilities of our
network on low SNR data.

Fig. 4. The performance of five baseline networks, each trained on a specific
dB value of SNR data and evaluated on the evaluation set.

From the classification accuracy of five baseline networks,
in Figure 4, obtained from SNR-specific training, we see that
each Eb/No could be classified above 90% accuracy over the
-15dB to 5dB range, showing that the network can classify
between the two modulation types, even when large amounts
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of noise is added, if the task is restricted to a narrower noise
range. Furthermore, this shows that the network is indeed able
to classify accurately at lower Eb/No levels.

Fig. 5. Classification accuracy of a baseline network trained using only
-8 dB data and evaluated on the evaluation set. The recall of 16-QAM and
8-PSK, respectively, is also shown.

From the classification accuracy and class recall of a
baseline network trained on -8 dB data as shown in Figure
5, it is seen that networks trained on lower Eb/No data
tend to generalise poorly to neighbouring Eb/No values and
only show accuracy above 50% for one to two neighbouring
Eb/No ranges before falling into a bias classification of 50%.
Networks trained on Eb/Novalues above 0 dB Eb/No, however,
show good generalisation, especially to higher Eb/No ranges
than the Eb/No it is trained on. Accuracy of networks trained
on high SNR data do however decrease when approaching
and passing the noise floor at 0 dB Eb/No.

The knowledge that the network can accurately classify
at any SNR level in our entire range, but then does not
generalise well to other ranges, leads us to the observation
that different classification criteria are being utilised for each
SNR level, especially at lower SNRs. We can also see on
which Eb/No level the network classifies accurately, not only
by the increase in accuracy but also by the point where
the network bias switches from 16-QAM to 8-PSK. This is
also seen in our original network (Figure 1), where accuracy
increases due to 16-QAM and 8-PSK classifications crossing
over at lower Eb/No levels. These observations suggest the
hypothesis that the network is prioritising certain Eb/No levels,
or classification criteria, over others in the training process. By
prioritising certain lower Eb/No levels the network increases
the average validation accuracy.

D. Adding SNR as a feature

Knowing that the model can achieve an accuracy near
100% for any of the Eb/No levels within our range and
the hypothesis that the network is selecting specific Eb/No
ranges to optimise for, we turn to literature to find possible
clarification of this behaviour. Several deep learning AMC
networks [1] show increased accuracy when the Eb/No dB of
the given constellation diagram is provided to the network to
aid in classification. Providing the Eb/No level might allow

the network to better optimise for the entire range, as it will
not be blindly selecting an area in the Eb/No range to optimise
for.

We provide the oracle Eb/No dB value to the network to test
if this additional information aids the network in optimising
better in the lower Eb/No range. The Eb/No value is provided
to the linear layer of the network after the initial feature
extraction has taken place in the convolutional layers, and
prior to classification based on the extracted feature maps.
By providing the Eb/No values, we test if the network will
be able to adapt the classification criteria based on the Eb/No
level.

From the classification accuracy of the network provided
with SNR data in Figure 6, we observe a substantial increase
in the validation accuracy across the entire Eb/No range. By
providing the network with oracle Eb/No values, the network
is able to adjust its classification criteria based on the amount
of noise on the constellation data points.

Fig. 6. Classification accuracy on the evaluation set, comparing the baseline
network and a network where the SNR of the modulation scheme is presented
to the network as a feature.

E. Effect of SNR estimation accuracy

By providing the oracle Eb/No data, we create a much-
improved classifier for our binary classification problem. We
do, however, know that the performance greatly relies on
the provision of Eb/No values using SNR estimation at the
receiver. This affects the implementation of this network in
practical applications as noise level estimation accuracy tends
to decrease at lower Eb/No levels [2]. To further understand
the robustness and generalisation of the SNR-tagged network,
we performed a sensitivity analysis.

The sensitivity analysis is conducted by generating statis-
tical noise within a given range, as if an error was made
when estimating the Eb/No value of the received signal, and
adding that to the provided Eb/No data point when making a
classification. The evaluation set and best performing baseline
network is used for this analysis.

The results of the sensitivity analysis results for the baseline
architecture is shown in Figure 7. We observe that variations
within a 0.5 dB Eb/No range do not affect classification
accuracy substantially, since all Eb/No still achieve above 95%
accuracy. It is only after variation over 1 dB is introduced that
the network’s classification accuracy is noticeably reduced,
especially at lower Eb/No levels.
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Fig. 7. A sensitivity analysis of SNR-tagged networks where the SNR input
is corrupted with increased levels of stochastic variance. This mimics the
effect of inaccurate SNR estimators.

This reduction in accuracy can be attributed to the network
being trained with Eb/No step sizes of 1 dB, since as the
provided SNR value moves closer to a neighbouring value,
the generalisation of the classification criteria is reduced. The
generalisation effect can also be observed at higher Eb/No
levels as high accuracy levels are still achieved, even at
high Eb/No variation. This observation once again highlights
the specificity of the classification criteria needed to classify
accurately at low Eb/No levels as opposed to above the noise
floor.

V. CONCLUSION

This paper uncovers and investigates an artefact that occurs
when implementing a modulation classifier for two modu-
lation schemes, which provides constellation diagram data
points as input to a CNN. It is found that the network
can classify accurately at low SNR levels when only trained
using specific Eb/No’s data and that it generalises poorly to
neighbouring Eb/No values. Knowing that the problem does
not lie with the representational capacity of the network but
rather with how the network models the task, the SNR values
are provided as an additional input feature. This technique
significantly increases accuracy at low Eb/No values as the
network now has reference to the classification criteria to
select when making a prediction. A sensitivity analysis of
the effect when the additional input features are corrupted
shows the weak generalisation of the classification criteria by
highlighting the drop in performance when SNR estimation
accuracy is low. This means that this network will only be of
use if a SNR estimator that can accurately predict Eb/No at
low SNR is used. Moving forward, this network and method

could be further researched to improve AMC for low SNR
environments.
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Abstract—Path-loss models describe the power loss when
a radio frequency signal propagates from a receiver to a
transmitter. Developing such a model usually entails an extensive
path-loss measurement campaign and fitting of the data. Using
these models with the obtained parameters can indicate the
expected path-loss at a distance from the transmitter. However,
these models do not always generalise well to different areas
due to the varying complexity of the propagation environments.
Furthermore, newer generations of cellular networks are also
starting to use higher frequencies, making some of the older
path-loss models obsolete since higher frequencies result in
more significant path-loss. This paper presents mobile devices
as measurement tools for the path-loss experienced by mobile
users in LTE networks. The paper shows the feasibility of using
ground-truth propagation model parameters by fitting a log-
normal model to the measurement data with good results.

Index Terms—Path-loss model, multi-path fading, signal to
noise ratio, log-normal path-loss, ground-truth measurements.

I. INTRODUCTION

The evolution of mobile cellular networks allows for
greater bandwidth, higher peak data rates, improved spectral
efficiencies, and lower latency. With the advent of Cognitive
Radio, a radio that can detect and adapt to changes in a
network environment in a dynamic manner, it is essential to
predict accurate network parameter values and continuously
monitor them so that the software-defined radio can make
intelligent cellular adjustments on the fly. To accommodate
the aforementioned, base station antennas have to operate
at higher frequencies, typically ranging in the ultra-high
frequency (UHF) band (300 MHz - 3 GHz) for 4G, with newer
generations targeting even higher frequencies [1]. Well-known
path-loss models such as Okumura-Hata and COST231 were
developed by using path-loss measurements of transmitters
operating at 900 MHz, limiting these models’ use to the
UHF band’s lower end. Furthermore, these models are usually
specific to the measurement environments, city sizes, and
the type of category of each city. For example, the author
in [2] states that the model is valid for cities like Tokyo,
Japan, which creates the ambiguous task of determining if
a city is like Tokyo. Two of the typical approaches reported
in the literature to formulate these models are statistical or
deterministic methods. These methods typically use large-
scale path-loss measurement data. With the vast number of
cellular network users, the opportunity to acquire large-scale
path-loss measurements using mobile devices becomes feasi-
ble. This paper presents a cost-effective method for acquiring

these measurements using a mobile device as the measurement
tool. Furthermore, this study explores the feasibility of using
ground-truth parameter values specifically for LTE networks
using the log-normal path-loss model.

The rest of the paper is organised as follows: Section II
briefly introduces path-loss and the path-loss models con-
sidered in the paper. Section III discusses related work.
Section IV describes the architecture of the measurement
instrument and essential measurement parameters for an LTE
network. Section V describes a centroid method to estimate
the locations of the LTE base stations. Section VI details
the measurement methodology and values captured by the
measurement instrument. Section VII shows how the mea-
surements can serve to estimate ground truth propagation
parameters. Finally, in Section VIII a conclusion is drawn,
and future work is proposed.

II. BACKGROUND

The free-space path-loss model describes the attenuation a
radio frequency (RF) signal will experience when travelling
through free-space [3]. The equation for free-space path-loss
is given by (1), with d the distance in km and f being the
frequency in MHz.

LFSL = 32.4 + 20 log10 d+ 20 log10 f (1)

Even though air is a good approximation for free-space,
real-world measurements typically deviate from this ideal
model. However, large scale measurement campaigns have
confirmed that the signal strength curves follow a power-
law dependence d−M where M varies between 3 and 4
[4]—indicating that external attributes are influencing the
path-loss experienced in a real-world environment. Exam-
ples of identified attributes are diffraction, scattering, reflec-
tion, penetration, atmospheric refractive index changes, rain,
and temperature. Continuous research efforts have developed
methods to determine the loss associated with each attribute
mentioned above [5]. Currently, the complexity and inter-
connectivity of mobile environments are on the rise, creating
a more dynamic environment that at any stage can experience
a multitude of these attributes.
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A. Okumura/Hata

The Okumura/Hata model is based on many measurements
made in Tokyo, Japan, by Okumura. The measurements served
as the basis for obtaining path-loss curves for an urban
environment. Several correction factors were introduced to
improve the curves for other propagation conditions [2].

Hata derived formulas to fit the curves. The derived for-
mulas are for urban, suburban, and rural areas, respectively.
The valid input ranges are given in Table I , and the formula
for the urban model is given below in (2).

Lurban = 69.55 + 26.16 log10 fc+

(44.9− 6.55 log10 hb)log10d−
13.82 log10 hb − a(hm) (2)

With fc the operating frequency in MHz of the antenna,
d the distance in km, hb the height of the base station in m,
hm the height of the mobile antenna in m. Finally, a(hm) a
correcting factor for the mobile antenna height for large (3)
and small/medium-size cities (4).

a(hm) =

{
8.29(log10(1.54hm))2 − 1.1; fc ≤ 200MHz

3.2(log10(11.75hm))2 − 4.97; fc ≥ 400MHz
(3)

a(hm) = (1.1 log10 fc − 0.7)hm − (1.56 log fc − 0.8) (4)

The suburban model is given below in (5).

Lsuburban = Lurban − 2 log10(
fc
28

)2 − 5.4 (5)

Finally, for rural areas, the formula is given in (6).

Lrural = Lurban− (4.78(log10 fc)
2−18.33 log10 fc+ 40.94)

(6)

TABLE I
SUMMARY OF PARAMETRIC RANGES APPLICABLE TO OKUMURA/HATA

Parameter Name Range
Frequency f ∈ [150, 1500]MHz
Distance d ∈ [1, 20]km
Base station height hb ∈ [30, 200]m
Mobile station height hm ∈ [1, 10]m

B. COST 231-Walfisch-Ikegami

The popularity of this model was sparked by the ever-
decreasing distance between the base stations in urban en-
vironments for each new mobile generation. The model is a
combination of three main path-loss components; the free-
space path-loss LFSL, a rooftop diffraction component ac-
counting for the loss experience as the signal diffracts/scatters
off multiple rooftops Lrts, and a multi-screen diffraction loss
Lms corresponding to the diffraction experienced as the signal
moves from wall to wall formed by the buildings surrounding

the streets [6]. Each of these components contributes to the
total path-loss given by the equation as seen in (7) below.

LCOST231 = LFSL + Lrts + Lms (7)

With LFSL the free-space path-loss (1), Lrts the rooftop to
street diffraction and scatter loss (8) and Lms the multiscreen
loss (9) respectively, all in dB. The valid input ranges are
given in Table II.

Lrts = −16.9−10 log10 Ψ+10 log10 fc+20 log10 ∆hm+L0

(8)

where:

Ψ = street width (m)

∆ = hr − hm (m)

L0 = −10 + 0.354φ 0° ≤ φ ≤ 35°
L0 = 2.5 + 0.075(φ− 35°) 35° ≤ φ ≤ 55°
L0 = 4− 0.114(φ− 55°) 55° ≤ φ ≤ 90°
φ = incident angle relative to the street

Lms = Lbsh + ka + kd log10 d+ kf log10 fc − 9 log10 b (9)

where:

b = building separation distance (m)

d = distance (km)

Lbsh = −18 log (11 + ∆hb) hb ≥ hr
Lbsh = 0 hb ≤ hr

where: ∆hb = hb−hr , hr = average building height (m)

ka = 54 hb > hr

ka = 54− 0.8hb d ≥ 500;hb ≤ hr
ka = 54− 0.8∆hb

d

500
d < 500;hb ≤ hr

Note that both Lbsh and ka increase path-loss with lower
base station antenna heights.

kd = 18 hb < hr

ka = 18− 15∆hb
∆hm

hb ≥ hr

kf = 4 + α(
fc

925
− 1)

With α equal to 0.7 for a mid-size suburban city area with
moderate tree density and α equal to 1.5 for a metropolitan
area.
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The error associated with the model is governed by the
relationship between hb and HB . Good path-loss estimates
are found when hb > HB .

TABLE II
SUMMARY OF PARAMETRIC RANGES APPLICABLE TO COST 231

Parameter Name Range
Frequency f ∈ [800, 2000](MHz)
Distance d ∈ [0.02, 5](km)
Base station height hb ∈ [4, 50](m)
Mobile station height hm ∈ [1, 3](m)
Distance between building centres wB ∈ [20, 50](m)
Street Width ws ∈ wB/2(m)
Incident angle relative to street α = 90°
Average Building height HB = 3× (#floors) +Hroof (m)

Rooftop type Hroof =

{
3, pitched(m)

0, f lat(m)

C. Log-normal

The log-normal path-loss model (11) extends the log-
distance path-loss model in (10) by adding a random variable
Xσ to the path-loss.

Llogdistance = LFSL(d0) + 10n log10 (
d

d0
) (10)

With LFSL(d0) the free-space loss in dB at the reference
distance d0 in km.

The random value has a zero-mean and standard deviation
of σ, following a log-normal distribution. The added variable
is used to capture random shadowing effects caused by diverse
levels of clutter using numerous measurement locations with
the same base station and mobile station separation [5].

Llognormal = LFSL(d0) + 10n log10 (
d

d0
) +Xσ (11)

With n the path-loss exponent (PLE) and Xσ the random
variable accounting for shadowing effects. If the reference
distance is 1 km, the equation reduces to (12).

Llognormal(1km) = 10n log10 d+ 20 log10 f + 32.45 +Xσ

(12)

Typical values for the PLE can be found in Table III below.

TABLE III
SUMMARY OF TYPICAL PATH-LOSS EXPONENT VALUES ADOPTED FROM

[5]

Environment path-loss Exponent
free-space n = 2
Urban area cellular radio n ∈ [2.7, 3.5]
Shadowed urban cellular radio n ∈ [3, 5]
Inside a building (LOS) n ∈ [1.6, 1.8]
Obstructed in building n ∈ [4, 6]
Obstructed in factory n ∈ [2, 3]

D. IMT-2000 Vehicular Environment

This model forms part of a subset of models generally
known as the IMT-2000 models. The key benefit of using
the IMT-2000 models is predicting path-loss in environments
where relative time delay is important [7]. The governing
equation is given by (13).

Lvehicular = 40(1− 4× 10−2∆hb) log10 d

− 18 log10 (∆hb) + 21 log10 f + 80 (13)

Where ∆hb is the change in average rooftop height to base
station height in m, d the the distance to the transmitter in
km and f the operating frequency in MHz.

III. RELATED WORK

Some of the related work worth mentioning in the literature
are:

• Enami et al. in [8] lay a good foundation for the typical
issues regarding crowd-sourcing LTE networks using
mobile devices. It is shown that using mobile devices
as measurement tools can give a PLE value within 0.1
of advanced equipment. Unfortunately, the study did not
present the overall system architecture used to capture
their data.

• Mankowitz et al. in [9] present a possible system ar-
chitecture similar to the presented one in this paper.
The study showed that it is possible to use off-the-shelf
mobile devices to capture LTE network data. However,
the study did not give any insight into the feasibility
of using the captured data to determine ground-truth
propagation model parameters.

• Neidhardt et al. in [10] explored different methods used
to estimate the location of base stations using crowd-
sourced data. They indicate that a grid-based approach
is best to determine the location of the base stations from
measurement data. This study did not explore all of the
possible attributes available for an LTE network to help
determine the location of the base station.

Our study builds on the work above, with emphasis placed
on the attributes captured for LTE networks using our pro-
posed system architecture and how these attributes apply to
classic path-loss models. Furthermore, the feasibility of using
ground-truth propagation parameters is investigated for the
data captured.

IV. MEASUREMENT INSTRUMENT

The dual objective of the measurement device is to capture
real-world user experienced path-loss values and be cost-
effective. To satisfy these objectives, an off-the-shelf LTE-
capable mobile device is used as the measurement instrument
since it can provide all of the needed functionality with the
added advantage of having a flexible library base to help
capture all of the required information. A mobile device
allows capturing parameters and data of different cellular
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network generations, depending on the device-specific chipset
and firmware present on the mobile. An android application
is developed to access the telecommunications specific data
of the device and some other useful information. Table IV
shows a summary of the most important data extracted for an
LTE network.

TABLE IV
SUMMARY OF CELLULAR LTE AND DEVICE DATA

Extracted data Description
(Longitude, Latitude) Device GPS coordinates
rsrp Reference signal received power
Quality Level Abstract quality level

for overall signal
rsrq Reference signal received quality
rssi Received signal strength indication
rssnr Reference signal signal-to-noise ratio
Timing Advance timing advance value for LTE
EARFCN Unique identifier for operating frequency
Enb Unique identifier for base station (eNodeB)

For large-scale measurements to be made, the architecture
in Figure 1 is proposed and implemented. The tower repre-
sents a base station of which the path-loss is to be evaluated.
The mobile device captures these measurements in an SQLite
database. When a WiFi connection is available, the data stored
in the SQLite database is sent to an Amazon EC2 instance.
Next, the Apache module is used as a reverse proxy to send
the request to the flask app. Finally, a connection between
the flask app and the SQL database is used to insert the data.
The entries can then be used to perform all of the required
analyses by selecting the relevant data from the database.

Figure 1. Overall measurement instrument architecture

An important assumption when using the above architec-
ture pertains to LTE power control in the downlink. Two
types of power control are distinguished in the downlink: fixed
and dynamic. Fixed power control applies to the transmission
of cell-specific information to the mobile device and which
is received on port 0. The reference signal received power
(RSRP) is calculated from 12 symbols’ elements and serves
as the downlink channel estimation reference. Since there is
no stream of data from the device, it will not make use of
dynamic power control, and the transmission power of the
base station is therefore assumed to be fixed [11].

V. TOWER LOCALISATION METHOD

Since the path-loss depends on the distance between base
station transmitter and mobile receiver, both the measurement
and the base station locations are needed to determine the
path-loss at a distance d. If both the locations are known, they
can be substituted into the Haversine formula [12] to calcu-
late the distance. However, since only information regarding
the measurement location is known (i.e the mobile device
location), the method proposed in [10] is used to estimate
the location of the base station by making use of the idea
of centroids. The underlying principle of the method is quite
simple: if it is possible to connect the measurements in such a
way as to form a polygon around an omnidirectional antenna,
then the centroid of the polygon can serve as the estimated
location of the antenna. If the number of measurements
increases, the polygon formed will approach an ideal polygon
describing the emission pattern. This will cause the estimated
centroid to follow the same behaviour and give a better result
as the number of measurements increase [10]. In Figure 2
the estimated base stations locations (green), estimated error
(yellow), and the measurement locations (red) are shown for
our area of interest.

Figure 2. Visualisation of measurements and estimated base station locations.

One of the drawbacks of using this method is that if
the antenna does not form an omnidirectional pattern, the
above method will not hold. Using this method can thus
introduce a deviation in the path-loss calculations due to the
variance in the base station location estimation. Some ideas
to help improve the above method are using the received
signal strength values to form different signal strength regions.
Combining these regions with a simple gradient descent ap-
proach will help select points closest to the tower. Using these
points in the centroid estimation will mitigate not having an
omnidirectional emission pattern and reduce the base station
location error. The best solution is using highly accurate base
station locations provided by cellular operators, although this
information may be proprietary and not freely available. To
get an idea of the error associated with the above centroid-
based method, ten base stations were randomly selected, and
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the estimated and actual coordinates were compared to get
some idea of the error associated with the above centroid-
based method. The mean error of the distance is 489.87 m,
and the standard deviation is 235.41 m.

VI. METHODOLOGY

We conducted a small measurement campaign in a subur-
ban area to test the feasibility of using android devices as
measuring tools. A single mobile device acting as the mea-
surement instrument connected to an Amazon EC2 t3.nano
instance, shown in Figure 1, was used to capture the mea-
surements. To help emulate real-world signal strength values,
as experienced by end-users, no rigid sampling method was
deployed since mobile users will use their devices at varying
times and locations. Therefore the study used the approach of
sampling signal strength during random periods in the day, at
random measuring time-frames, and by varying the locations.
Lastly, different degrees of mobility was also introduced when
capturing measurements. Mobility is broadly classified into
three categories: stationary, slow-moving (walking or riding
a bicycle), or fast-moving (driving a car). The measurement
approach resulted in 25171 LTE signal strength measurements
captured for a mobile network in a suburban area over a few
weeks.

After capturing the data, the first step was to determine the
locations of the base stations from the measurement data. This
was accomplished by making use of the tower localisation
method as set out in Section V. Since both the coordinates of
the measurements and the towers are known, it is possible to
calculate the distance for each measurement to the tower. The
distance to the tower and the accompanying signal strength
is then used to fit a log-normal curve to the data yielding a
path-loss exponent n and stochastic variable value Xσ for a
specific set of tower measurements.

Table V broadly summarises some of the variables captured
by the overall system for current and future usage.

TABLE V
SUMMARY OF IMPORTANT VARIABLES CAPTURED BY THE SYSTEM

Extracted data Current/Future Usage
Device/Tower location Distance calculations.
Unix Time Stamp General; acquiring date-specific

weather data per location.
Weather Data Exploring effects of weather on a

mobile network.
Device Orientation Possibly useful for indoor/outdoor

path-loss predictions according to
[13].

Device Temperature Explore the effect of battery tem-
perature on measurements.

Device Speed Determine how speed affects the
measured signal.

Device Bearing Explore how bearing relative to
tower affect the measured signal.

Device Altitude Explore how altitude affects mea-
sured signal.

Device Hardware Usage is to create a possibly cali-
brated measurement device.

VII. ANALYSIS EXAMPLE

The feasibility of using the mobile measurement data for
path-loss modelling was investigated next by selecting a well-
measured transmitter. Figure 3 below shows the received
signal strength plotted against the distance from the base sta-
tion for 10191 measurements of the tower 313021 (eNodeB)
operating at a frequency of 2120 MHz.

Figure 3. The rsrp data of tower 313021 (eNodeB) with path-loss models
plotted - log-normal (magenta), Okumura/Hata (blue), COST 231 (red), IMT-
2000 (green).

The magenta line is the path-loss curve formed by fitting
a log-normal path-loss model to the data. A log-normal path-
loss model was assumed as it is well described and has been
applied to model path-loss in similar environments accurately,
as discussed in section II of this paper. The best fit values for
the log-normal parameters were found to be n = 2.28 with
Xσ = −21.62, by applying non-linear least-squares fitting
to the data. The background section shows that this value of
n is smaller than the range of values reported for an urban
environment. The reason is that the investigated environment
of the tower for which our data was collected matches a
typical suburban environment that has lower buildings further
apart than in an urban environment, hence the lower value of
n. It is also worth noting that the typical values used in the
reference models for the PLE are for European environments,
which boast more complex urban and suburban environments
than typically found in South Africa.

An important consideration when interpreting the results
is that the distances used in the calculations are based on
estimates of the tower position, as derived by applying the
centroid calculation method. If the estimated tower location
error is large relative to the tower’s coverage area and the
tower has a radial emission pattern, points closer to the
actual tower location might mistakenly be shown as points
farther away and vice versa. It should also be noted that
the measurements were taken on different radii from the
tower, each associated with a different path profile. The above
factors lead to a high variation in measured signal strengths
at various distances from the tower, possibly explaining why
the measurements in Figure 3 seem to form a flattened profile
where the signal strength does not seem to reduce as much
as expected with increase in distance from the tower. These
factors can be compensated for by obtaining accurate tower
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positions, antenna heights, and by taking many long term
measurements, to establish a large data-set.

The green line resembles the IMT-2000 path-loss model
for a vehicular environment. The IMT-2000 model is overes-
timating the path-loss by roughly 30 dBm. A possibility is that
the calculated value for the change in average rooftop height
to base station height might not resemble the actual scenario
well. Again it can be argued that the model is designed for
European environments with more complex clutter, therefore
overestimating the path-loss. The dotted lines, blue and red,
are the Okumura/Hata (rural and small) and COST 231 (subur-
ban and medium) models, respectively. Being dotted indicates
the tower frequency is not in the specified operating ranges
of these models. However, they emphasise the deviation from
the measured data and the need to investigate the feasibility
of using ground-truth path-loss values for models such as the
log-normal model.

VIII. CONCLUSION

The continuous advancement of cellular networks drives
the need to predict and monitor crucial network parameters.
Therefore, deploying large-scale, low-cost measurement cam-
paigns will help design and maintain future networks. The
measurement architecture presented in this paper shows the
feasibility of using mobile devices as low-cost measurement
tools with the ability to scale. Furthermore, the analysis
sections show that it is possible to determine ground-truth
propagation parameters from the measurement data for the
log-normal propagation models with reasonable accuracy. On
the other hand, the significant deviations of the other path-loss
models from the measured data show their inability to predict
accurate path-loss values for frequencies and environments
not implicitly modelled.

The study also concluded that it is possible to blindly
estimate base station locations with a tolerable degree of
accuracy using the measurement data. Using highly accurate
base station locations provided by a cellular network operator
will be essential to determine the exact distance of each
measurement from the base station, thus mitigating the error
introduced by blindly estimating the locations. Furthermore,
using these accurate locations will lead to a deeper insight
into the effect of the associated error on the ground-truth
propagation parameters. These newly formed insights might
lead to estimating highly accurate ground-truth propagation
parameters using a base station localisation method.

In this paper, we used the device and tower locations to
estimate PLE values for a mobile network, leaving the rest of
the variables as shown in Table V open for investigation in
future research.
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Abstract—Spectrum sharing is increasingly becoming more
important due to the increasing demand for available spectrum.
Licensed shared access (LSA) is one example of such a spectrum
sharing architecture. However, the dimensioning of these net-
works are still not well understood due to the multiple degrees
of freedom that the licenses allow the licensee. In this paper,
a simulation model was constructed to act as a framework to
compare the low- and medium-power licenses available in the 4
GHz band, using OFCOM’s shared access license (SAL) regu-
lations. Results indicate SAL secondary system utility, including
theoretical coverage area and capacity expectations.

Index Terms—Spectrum Sharing, Licensed shared access
(LSA), Private Wireless Access Networks, Dynamic Spectrum
Access (DSA), Network Capacity and Coverage, Shared Access
License (SAL)

I. INTRODUCTION

Radio spectrum is a limited resource, and reusable spec-
trum is a desired commodity. Spectrum use is managed at
both national and international levels, which means that each
country is responsible for managing the frequencies in their
borders. However, national regulators are subject to interna-
tional regulators. The highest level of spectrum management is
the International Telecommunications Union (ITU), an agency
in the United Nations that is responsible for international radio
regulations.

Historically, regulators have decided which users are al-
lowed to transmit on specific frequency bands [1]. This tight
control on the use of spectrum meant easier control over any
excessive interference, but this might be an inefficient way to
use spectrum.

Secondary users require additional spectrum that is not
available using the traditional spectrum allocation paradigm
[2]. The concept of spectrum sharing has been identified as
a possible solution to the spectrum famine where spectrum
can be shared by current primary users with secondary users
allowing coexistence in the same spectrum band without sig-
nificant or harmful interference to each other. One such spec-
trum sharing mechanism that has been proposed is Dynamic
Spectrum Access (DSA), where spectrum is allocated dynam-
ically in real-time as needed. Recent developments in DSA
have resulted in the TV White Space (TVWS), LSA and
Citizens radio broadband service (CBRS) spectrum sharing
architectures.

The first spectrum sharing architecture regulated was
TVWS that reuses the television bands for secondary users.

The problem with TVWS is that new radio interfaces are re-
quired for transmitters and receivers, which increases the cost
of new TVWS networks. LSA and CBRS present alternative
approaches to spectrum sharing in the bands where current
radio technologies like Long Term Evolution (LTE) and fifth
generation of commercially automated cellular (5G) already
have chipset support for the transceivers. Using existing
technologies lowers the cost of setting up a network with
these spectrum sharing architectures.

Despite an interest in spectrum sharing architectures and
a need for private networks, little has been published on the
utility, sizing and application of LSA networks. Furthermore,
spectrum sharing architectures have many parameters and
degrees of freedom that makes it challenging to ensure that
these networks are feasible, even under desirable SAL pricing
plans, as in the United Kingdom (UK) [3].

In this paper, a private campus network using LSA is
simulated using the two LSA licensing schemes in the 3.8-
4.2 GHz band. The two available licenses are the low-power
and medium-power systems. A comparison is then drawn
between the appropriateness of the licensing schemes for the
application in a private campus network in terms of capacity
and coverage.

The rest of the paper is organised as follows: Section
II introduces the shared access license (SAL) and evaluates
the low- and medium-power licenses available under SAL.
Section III details related work. Section IV details the model
constructed to evaluate utility in terms of coverage and
capacity. Section V details the research method. Section VI
discusses the results, and finally, the paper concludes with
Section VII.

II. SHARED ACCESS LICENSE

On 25 July 2019, Office of Communications (OFCOM)
set out two new licensed products described in [3] to make
it easier for a broader scope of secondary users in the UK
to access radio spectrum. One of these licensed products is
the SAL which allows the use of four spectrum bands that
support mobile technology. SAL is a licensing scheme for
the LSA concept that allows secondary users to coexist in
shared spectrum.

Candidate use cases envisioned by OFCOM are Utilities,
Industrial Internet of Things (IoT), Logistics and Distribution,
Mining and Agriculture. SAL is marketed as a means to
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provide connectivity to a business or campus site, affording
more security than unlicensed technologies like Wireless
Fidelity (WiFi) while being a feasible alternative to other
solutions from mobile network operators (MNOs) that still
allows for Quality of service (QoS).

When applying for a SAL, the secondary user applies for
either a low-power or medium-power license, giving informa-
tion that includes the location, desired frequency band, and in
the case of a the medium-power license, details concerning
the antenna installation.

1) SAL frequency bands: The SAL architecture has been
rolled out over four bands of spectrum. The four bands are
shown in Table I with the allowed bandwidths indicated for
each band. In this this paper, the 4 GHz band is evaluated
since it exists in the C-band and allows for comparison to
other spectrum sharing architectures such as CBRS. The 4
GHz band sits just above the 3.6-3.8 GHz mobile band, which
means chipsets with 5G support for this band already exist.
In addition, it is the only band where fixed wireless access
is allowed outdoors. Other bands under SAL regulations are
only allowed fixed wireless access indoors.

TABLE I
TECHNICAL PARAMETERS REQUIRED TO APPLY FOR A SAL

Frequency band name Frequency ranges Channel bandwidths
1800 MHz 1781.7-1785 MHz 3.3 MHz

1876.7-1880 MHz

2300 MHz 2390-2400 MHz 10 MHz

4 GHz 3.8-4.2 GHz 10, 20, 30, 40, 50,
60, 80, 100 MHz

lower 26 GHz 24.25-26.5 GHz 50, 100, 200 MHz
(only low-power)

2) Low-power license: The envisioned use case for the
low-power license is for industrial campuses and enterprises
wanting to deploy private networks. The low-power license
allows the licensee to deploy as many base stations as required
in a circular area within a radius of 50m centred on the
licensed coordinate. Secondary users can move base stations
around within the circular area without any further coordina-
tion requested from OFCOM. In cases where secondary users
may want more flexibility with base station placement, they
may apply for multiple low-power licenses, either contiguous
or spaced out over a larger area. Figure 1 graphically depicts
how the low-power license works. Note that licenses are
given per circle, represented in orange, and requires a separate
license application for each circle. The blue circles represent
the coverage of the base stations. Multiple mobile or fixed
terminals are allowed for each base station.

3) Medium-power license: The medium-power license is
for secondary users who need a long transmission range from
a fixed base station. An envisioned use case is the frequency
wireless access (FWA) services in rural areas and industrial
or enterprise services over bigger areas allowing wireless
communication services to geographically spread campuses
like ports, agriculture or forestry. This license only allows for
a single base station which in turn can connect to fixed or

Figure 1. Low-power SAL adopted from [3]

mobile terminals. Due to an increased power allowance and
larger transmit range, these licenses are only permitted in rural
areas since they may prevent low power secondary users from
deploying in the area. Figure 2 shows how a medium-power
license may be set up with fixed and mobile terminals.

Figure 2. Medium-power SAL adopted from [3]

Table II shows the important technical parameters of both
SAL types and the differences between these two license
types.

TABLE II
LIMITATIONS FOR SAL IN THE 3.8-4.2 GHZ BAND

Technical Low-power Medium-power
Parameter license license
Base station 24 dBm / carrier 42 dBm / carrier
power for carriers < 20 MHz for carriers < 20 MHz
limit 18 dBm / 5 MHz for 36 dBm / carrier

carriers > 20 MHz for carriers > 20 MHz

Terminal
Power limit 28 dBm 28 dBm TRP
(EIRP for fixed) 35 dBm / 5 MHz EIRP
(TRP for mobile)

Antenna 10 m above ground 10 m above ground
height

Authorised 10, 20, 30, 40, 50, 10, 20, 30, 40, 50,
Bandwidth 60, 80 or 100 MHz 60, 80 or 100 MHz

Permitted Indoor or Outdoor only in
Deployment outdoor only rural areas
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III. RELATED WORK

Studies were done to test the early regulations and possible
improvements on the LSA concept. Mustonen et al. [4]
describe the first live demonstration of the LSA concept
that was shown in Finland in 2013. Critical factors of the
architecture and their effects are discussed. The effect on the
incumbent users are the main focus of this study and whether
the regulations are sufficient.

Yrjola et al. [5] discusses system enhancements for an-
tenna systems and the regulation changes required for the en-
hancements. LSA is discussed before possible active antenna
enhancements are provided. The technical parameters of LSA
are explained as well as integration between current systems
and LSA.

A field trial was done for LSA using TD-LTE in the 2.3
GHz band in [6]. The field trial is described in terms of
the environment and two use cases that were tested in the
field trial. The trial concludes that dynamic availability of the
LSA bands can be handled with existing real-world network
equipment and some additional components.

A different field trial was done and discussed in [7] with
reference to resource optimisation and incumbent protection.
According to [7] the inclusion of small cells will allow
the network operator to serve secondary users even when
incumbent users request use of the spectrum.

[8] describes the LSA architecture, and a testbed is
evaluated for the management system of LSA. It is concluded
that the newly proposed regulatory approach shows promise
to give better QoS and inclusion into the 3rd Generation
Partnership Project (3GPP) 5G context.

[9] discusses a multi-objective optimisation approach for
dynamic LSA systems. Optimisations are proposed for: Spec-
trum efficiency, energy efficiency, performance metrics of the
wireless network in LSA and sharing between the incumbent
and secondary user. Results indicate that using optimal power
allocation can improve efficiency during the period when the
incumbent is using the spectrum.

Yrjola et al. [10] discuss how LSA enables high-quality
wireless networks and compares LSA and CBRS, discussing
how the different spectrum sharing frameworks are imple-
mented. The paper further discusses the evolution of LSA
and utility.

Yrjola et al. in [11] further create a model to simulate
the dynamic priority changes in different spectrum sharing
architectures. Applying the spectrum allocation simulation, an
evaluation is made on the efficiency of dynamic spectrum
allocations between different sharing architectures.

Matinmikko et al. [12] make a similar comparison between
spectrum sharing frameworks and compare different tiers of
sharing in different sharing schemes. Very early iterations
of the CBRS sharing architecture are discussed by looking
at changes in US spectrum sharing regulations. This paper
compares the LSA and Collective use of spectrum approach
and the decisions made by regulators.

Kalliovaara et al. [?] evaluate LSA evolution and how
it can be used to provide DSA for novel 5G use cases.
The development of LSA is discussed and its application
for mobile networks. The spectrum access system, which is
the spectrum control system for CBRS, is discussed. Finally,
a comparison is made between the regulation of the two
architecture types.

Höyhtyä et al. [13] describe an LSA field trial and a testbed
for satellite communications before discussing possible re-
search directions for 5G communications.

We next introduce the system model used for our evaluation
of the two SAL license types.

IV. EXPERIMENTAL MODEL

An experimental model is developed in Matlab 2020b
to evaluate the SAL utility. The basic components of a
wireless network simulation such as transmitters, receivers,
path loss (PL) or prediction models, transmission parameters
and a defined area of interest, are defined. Then, the model
calculates the capacity of multiple connections and plots the
coverage of the network, which will be used as a basis for
comparison.

A. Campus network map setup

A map is made where all the terminals are placed around
the transmitter at regular intervals to disperse the terminals
evenly in a circular pattern. The prediction radius of the circle
for each license type is chosen based on the coverage of a
transmitter using free-space loss.

B. Radio-frequency propagation model

A survey of propagation models presented in [14] is used
to find a suitable propagation model for this study. The
Longley-Rice Irregular Terrain Model (ITM) was chosen since
it best fits the criteria of the simulation as provided in Table
III, which shows the experimental parameters used for the
simulation. The experimental parameters are derived from the
regulations for the SAL [3]. What makes the Longley-rice
ITM model a good estimation tool for PL is that it takes
terrain, frequency and distance into account when predicting
the PL of a signal.

The Longley-Rice ITM is implemented using a Matlab
implementation of Signal Propagation, Loss, And Terrain
(SPLAT!) [15], an application that uses a terrain model to
calculate the losses due to terrain scattering. Version 3 of the
Shuttle Radar Topology Mission (SRTM) dataset is used as a
digital terrain model (DTM).

The Longley-Rice model is limited to distances between 1
and 20 km and frequencies between 20 MHz and 20 GHz. All
receivers below 1 km use free-space loss for PL estimation.
The free space loss (FSL) is calculated using (1):

LFSL = 32.4 + 20 log10 (d) + 20 log10 (f) (1)
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Where d is the distance between transmitter and receiver
in km and f is the frequency of the signal in MHz.

C. Capacity calculations

The distance between the transmitter and each receiver can
be calculated using the Haversine formula [16] that calculates
the distance of an arc over the surface of a sphere such as
the earth. As explained in section IV-A, multiple receivers
around the transmitter with different distance increments are
used. For each receiver, the propagation model is applied to
find the PL from the transmitter. The received signal power,
Pr, can be calculated at each receiver using (2):

Pr = PTX +GTX +GRX − PL (2)

Where Pr is the received signal power, PTX is the signal
power at the transmitter, GTX and GRX are the transmitter
and receiver gain, respectively, and PL is the path loss as
calculated by SPLAT! [15], all measured in dB. To calculate
the signal to noise ratio (SNR) of the signal, a noise figure is
required. An additive white Gaussian noise (AWGN) is added
to the signal and the thermal noise is calculated at the receiver
which can be used to calculate the SNR in (3).

SNR =
Pr

Nawgn + kTB
(3)

Where Pr is received signal power and Nawgn is the
AWGN both in watt. The second term in the denominator
is the thermal noise in watt, where k is Boltzmann’s constant,
T is the temperature in Kelvin, B is the bandwidth of the
signal in Hz.

For this study, other sources of interference are ignored to
facilitate comparison between the two license types. The SNR
is used to calculate the capacity using Shannon’s capacity
formula (4):

C = Blog2(1 + SNR) (4)

Where B is the channel bandwidth measured in Hz and
SNR is the ratio as calculated above. The calculation results
in C, the capacity of the signal in bits per second. C is known
as the Shannon capacity and is an upper bound of how much
information can be sent over a channel [17]. The capacity
of the channel decreases as the distance and PL increases
between the transmitter and the receiver. Thus, it can be used
to compare networks using different input parameters that
affect the signal loss.

V. RESEARCH METHOD

We use a simulation to compare the utility of low- and
medium-power SALs. A single transmitter and multiple re-
ceivers are simulated to calculate network characteristics
such as coverage area and capacity. Table III shows the
experimental parameters used in the simulation.

TABLE III
EXPERIMENTAL MODEL PARAMETERS

Parameter value
Frequency 3.8 GHz
Channel Bandwidth 10 MHz
Transmit power 250 mW for Low-Power license

4000 mW for Medium-Power license
Residual noise floor -70 dBm
TX Latitude (degrees) 26.6883 S
TX Longitude (degrees) 27.0929 E
TX antenna height 10 m
TX Gain 10 dBm
Amount of receivers 1000
Maximum receiver distance 3 km for Low Power license

10 km for Medium Power license
Distance increment 100 m for Low power license

500 m for Medium power license
RX antenna height 1.5 m
RX Gain 10 dBm
Propagation models Longley-Rice ITM, Free-space loss
Digital terrain model SRTM

The chosen transmitter latitude and longitude is the North-
West University (NWU) administration building F1 as a refer-
ence to using the private network on campus. The transmission
parameters are chosen by considering the SAL regulations
for the 4 GHz band, as shown in Table II. The best-case
scenario for both the low- and medium-power licenses are
simulated, assuming the highest power output allowed. In
the case of antenna height, the base stations are 10 m high,
but the receiver height is limited at 1.5 m, a typical height
used for user equipment (UE) in LTE. A thousand receiver
locations are used to maintain a statistically significant amount
of samples to support the results. The maximum distance of
the receivers from the transmitter is chosen to keep within the
range where the SNR is larger than 0 using FSL.

For control results, only the FSL of the signal is used for
calculations to allow for an extra degree of analysis in the
work. The FSL model represents an ideal propagation envi-
ronment, which will, under most propagation conditions, not
be achievable by a practical network subject to attenuation and
interference. Coverage and capacity calculations performed
using FSL approaches the Shannon capacity upper bound.

Receivers are placed in concentric circles around the trans-
mitter location at an incremental distance given in Table III.
Each receiver is used to calculate PL [15], received power
(2), SNR (3) and capacity (4) at the receiver coordinates. The
capacity values are then grouped based on the received SNR.
The groups are based on typical LTE signal strength ranges
for the minimum SNR required to receive and demodulate the
signal successfully.

VI. RESULTS AND ANALYSIS

First, graphs are constructed plotting SNR over the distance
from the transmitter. These graphs show how SNR decreases
as the distance increases. Next, complementary cumulative
distribution function (CCDF) plots are constructed from the
simulation results based on how many receivers have an SNR
value above the threshold levels. The theoretical capacity is
used to compare the utility of the low- and medium-power
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licenses in the simulation. Finally, the coverage area of both
license types is provided for a coverage comparison.

A. Performance evaluation based on SNR

The SNR is plotted for all incremental distances from the
transmitter as calculated using both FSL and the PL calculated
with the Longley-Rice propagation model.

Figure 3. SNR vs Distance for the low-power SAL

Figure 4. SNR vs Distance for the medium-power SAL

Figure 3 and 4 show the calculated SNR as a function of
distance. It can be seen that the SNR calculated using FSL
gives the upper band that is possible using the Longley-Rice
ITM model. For the first kilometre from the transmitter, only
the red circles that represent FSL are shown. This is because
the Longley-Rice ITM is limited to distances above 1 km, and
FSL is used as a substitute at these distances. The Longley-
Rice ITM includes signal loss due to terrain, thus decreasing
the possible SNR around the transmitter. For this reason, the
Longley-Rice ITM plot is spread out below the FSL.

B. Performance evaluation based on capacity calculations

A CCDF graph is made by adding the number of points
that reach above a given SNR threshold. Each point that is
added increases the probability of achieving the corresponding
capacity above the SNR threshold.

Figure 5. CCDF for the low-power SAL

Figure 6. CCDF for the medium-power SAL

The CCDF figures represent the probability that a signal
can have a capacity based on the SNR threshold in the
simulation. Higher SNR values result in a higher probability
of achieving a higher capacity. Figure 5 and 6 show that the
probability of achieving a higher capacity increases for higher
SNR values. Note that SNR decreases over larger distances
as shown in Figure 3 and 4, so the CCDF graphs also show
that capacity decreases as the distance increases.

C. Evaluation of coverage

The coverage of a single transmitter is calculated to show
the difference in utility between the low- and medium-power
licenses by comparing the coverage area of both. We assume
there are enough measurements taken in the circular area so
that each receiver location represents roughly an equal surface
area. This is why the receiver results appear evenly spaced in
Figure 3 and 4. Since the step sizes are small with regard
to the total radius of the circle and that the circle radius
itself is relatively small, the receiver positions representing a
specific area are used to calculate coverage area by dividing
the number of receivers that have SNR values above the
thresholds by the total sample size.
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TABLE IV
COVERAGE IN (km2) OF THE SAL NETWORKS USING LONGLEY-RICE

SAL type SNR (dB)
≥ 7 ≥ 10 ≥ 12.5

Low-power 8.9 8.7 6.6
Medium-power 80.9 66.6 50

TABLE V
COVERAGE OF THE SAL NETWORKS USING THE FREE-SPACE MODEL

SAL type SNR (dB)
≥ 7 ≥ 10 ≥ 12.5

Low-power 12.8 8.9 6.6
Medium-power 166.9 116.4 83.5

Table IV and V show that using the Longley-Rice ITM
produced smaller coverage than the FSL model. This is
because the ITM takes the DTM into account and shows that
the terrain around the transmitter attenuates the signal. The
FSL model only represents the distance the signal will travel
before attenuating below the minimum detectable signal or
noise floor. It can also be seen that the medium-power system
loses much more coverage due to terrain but still has a much
larger terrain coverage than the low-power system because the
medium-power system has a larger transmission power.

VII. SUMMARY AND CONCLUSION

Comparing the SNR values between the low- and medium-
power license schemes shows that the medium-power license
allows for a better signal reception than the low-power license
at larger distances. The medium power license covers much
greater distances than the low-power license. However, its use
is limited to rural areas, and a medium-power license only
covers a single fixed base station outdoors. The low-power
license may have a much smaller coverage area but has a
larger degree of freedom with more flexible capabilities. When
considering the smaller area covered with high SNR levels
by the low-power license, it has more utility indoors and for
smaller campuses.

SAL would be the easiest approach in South Africa since
regulations in ITU region 1 have already been rolled out. It
is compatable with current chipsets and can realistically be
used for spectrum sharing.

For future work, the simulation can be improved to include
other sources of interference for terminals, using signal to
interference and noise ratio (SINR) instead of SNR, and
an indoor propagation scheme can be used to predict net-
work behaviour of low-power SAL indoors. Dimensioning of
the secondary network within the allocated shared spectrum
remains an open challenge. Further studies are required to
make a comparison between LSA, TVWS and CBRS. The
unlicensed user tier in CBRS can be compared to the licensed
tier of other spectrum sharing schemes.
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Abstract—The extraordinary increase in size of wireless data
traffic has championed the exploration of appropriate era in the
radio spectrum chart to fulfil users ever-increasing demands
and permit the utilisation of huge capacity and gargantuan
connectivity. Hence, judging by this current radio allocation
bandwidth, it is practically impossible to achieve such huge radio
spectrum less than 0.09 Terahertz (THz). The THz frequency
band has gained tremendous and observable attention among
the research communities in recent times as a perfect candidate
for cases entailing high-speed communication in sixth generation
(6G) network. Hence, in this study, it is aimed at surveying
cutting-edge studies to examine essential and critical ideas
related to the THz system organisation. Therefore, this survey
will be a good platform towards investigating novel areas for the
future of wireless communications system.

Index Terms—6G, Terahertz, frequency, wireless communica-
tion

I. INTRODUCTION

The future networks characterised by trivial latency, ultra-
high bandwidth and seamless communication are envisaged
as potentials that will transform the process by which the
global communities generate, allocate, and utilize data in
form of information in the near future. More importantly, by
year 2030 upwards, it is projected that the future networks
will witness applications and services such as holographic
calls, autonomous driving, bio-inspired internet-of things, and
unmanned mobility devices. Different from present-day case
in which bandwidth in the range of Megahertz (MHz) is
inadequately enough to operate the aforementioned services
and applications, the next generation network termed 6G will
need bandwidth in the range of Terahertz (THz) to operate
optimally [1]–[5].

Currently, the regularisation of the fifth generation (5G)
technology has been concluded and placement has started in
a number of cities around the world. The current deployed
5G technology will be unable to meet the ultra-low latency
and data rates among other demands of these services and
applications. These issues are taken into consideration as a
major driver in the direction of design and development of
telecommunication networks to a new phase of future radio
networks termed 6G [1]–[3].

The move to improve human life through the expansion and
development of various high-technologies is gaining a swift

stride in different areas and at several levels. Regarding the
micro integrated circuit area, the move centres on advancing
several micro-transistors on the substrate (wafer) area, that is
by trial and error forecast by the famous Moores Law [1].
In the field of telecommunication engineering, the desire is
gradually tending towards increasing the data rates to meet
various ever-growing service demands, which is predicted by
the notable Edholms law of bandwidth [2]. Digital wireless
traffic has been gaining tremendous and exceptional growth
during the last few years. Although mobile data traffic is
expected to increase seven times in a period of 2016 and
2021.

Notwithstanding, the video traffic is witnessing a three-
time rise at about the same time [3]. The THz is a promising
technology that will be operating frequency in 6G. It lies
between the microwave/millimetre waves (mm Waves) and
Infrared region from (1-10) THz with wavelength range
(3mm-30m), respectively. This THz is going to last or sustain
for a very long distance due to high frequency capability and
wide bandwidth. This is an operating frequency gap between
the electronics and photonics Indeed, the traffic of both the
mobile and wireless devices is forecast to constitute about
70-71% of the overall traffic experienced by the year 2022
[4]–[6].

Moreover, by the year 2030, it is anticipated that the
wireless data rates will be sufficiently enough to keep up
with the wired broadband counterpart favourably. Such fun-
damental important increase of wireless utilisation has made
community of researchers and scientists to study suitable
areas in the radio frequency spectrum to meet the ever-
increasing and demands of mobile users in the world [5], [6].
Hence, the THz has started gaining huge attention among the
research communities globally. Some of the characteristics
of the THz are limitless bandwidth, stable data transfer,
split seconds latency, superfast and ultra-high-speed download
among others making it an ideal candidate as the operating
frequency in 6G era. These features are extraordinary and
ensure transformation and changes the pattern via which
human being and devices access information and disseminate
it as well.

The underlying goal of 6G communications system is
basically to enhance the performance of users data rates
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and reduction of latency. Additionally, the 6G network will
employ a new approach allowing new communication phe-
nomenon to emerge with connectivity happening ubiquitously.
Nevertheless, from all the technological applications and
services concerning the future network (6G), the artificial
intelligence (AI) and THz are shown to be new technologies
in the area of radio networks. Besides, the 6G communication
network will provide services and applications that are outside
mobile internet including the support of AI from the backbone
(core) network involving the devices and data centres via
transmission backhauls. It is therefore anticipated that AI will
be play a pivotal role in the planning, design, and optimisation
of 6G network [6]–[11].

The question now arises that why employing THz in 6G
technology? The answer to this is that THz is a good and
perfect candidate which offers a significant growth of wireless
usage. The THz band (0.1-10 THz) starts to gain noticeable
attention from the researchers within the world community
and our society due to the services it can support such as
seamless data transfer, unlimited bandwidth, micro second
latency, and ultra-fast download which are the characteristics
of services the 6G tends to support and achieve based on
users requirements and demands when fully deployed and
implemented [5]–[7].

Furthermore, it also assures comprehensive throughput
thereby leading to capacities in the order of Terabits per
second (Tbps). Thus, compact wireless technologies above
10THz are unable to support Tbps links. An Infrared (IR) free-
space optics (FSO) communication system is able to support
10Gbps wireless links in case of line-of-sight (LOS) propa-
gation for wireless local area networks (WLANs). However,
wireless technologies below 0.1THz are unable to support
Tbps links.

In Long Term Evolution-Advanced (LTE-A) networks,
peak data rates are in the order of 1Gbps when using a
4x4 Multiple Input Multiple Output (MIMO) scheme over
100MHz aggregated bandwidth. A 60GHz millimetre wave
(mm-wave) communication system can support data rates in
the order of 10Gbps within one metre. The usable bandwidth
is limited to less than 7GHz, which effectively imposes an
upper bound constraint on the data rates [6], [7].

II. ARCHITECTURE OF THZ IN 6G

There are three fundamental architectural designs for THz
in 6G namely: THz Astronomy, THz Satellite Communication
and Reconfigured Intelligence Surface (RIS) supported THz
inter-Satellite link, which have been captured and shown in
Figs. 1, 2, and 3, respectively.

III. POSSIBILITIES AND CHALLENGES OF THZ: 6G THZ
WIRELESS COMMUNICATION SYSTEMS

There are several advantages of THz applications which
have been stated in previous section of this review. Despite
these merits of THz in relation to 6G technology, below are
some of the possibilities in terms of its area of applications
and possible problems that may arise.

A. Channel modelling

This involves the design and modelling such as multipath
channel, 3D channel, ultra-massive MIMO channel, and time-
varying channel to mention a few as regards to THz.

Fig. 1. Terahertz communication in 6G era for astronomy [12]

Fig. 2. Terahertz in 6G era for satellite communication [13]

Fig. 3. Reconfigurable intelligent surface (RIS) terahertz communication in
6G era [14]

B. Physical Communication

This requires modulation scheme, synchronization, re-
source allocation, ultra-massive MIMO Beamforming, and
Coding to be designed, formulated and afterwards imple-
mented for the THz as the existing schemes may not work
perfectly in 6G era. Furthermore, transmission distance is
limited due to atmospheric attenuation as THz waves undergo
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great absorption by water vapour and oxygen molecules in the
atmosphere. Catering for this loss, there will be reduction of
material absorption used in the design of the measurement
equipment [15].

C. Wireless Networking

This includes Interface, medium access, alignment and
tracking, congestion control, routing and cross-layer frame
work to be designed and implemented.

D. Interdisciplinary Application cases

Such applications for THz are in sensing and imaging, joint
radar and communications, THz localization, THz space com-
munication, internet-of nano-things, internet-of-micro things,
and internet-of macro things.

E. Device and Testbed Applications

Detection (Detector), power amplification, signal genera-
tor, antenna and array, machine learning, and physical and
experimental testbed.

F. Challenges of THz

• Very high path loss at THz band frequencies, which
poses major drawback on the communication distance.

• Development of effective and efficient ultra-broadband
antennas at THz band frequencies.

• Implementation of compact high-power THz band
transceivers.

• Characterization of the frequency-selective path loss.
• Development of new modulation, transmission schemes,

communication protocols.
• The THz band is unregulated yet.
• THz channel modelling.

IV. APPLICATION OF THZ AT MACRO-SCALE REGION

In this section, some of the exciting applications that THz
will offer if fully employed in 6G will be briefly discussed.

• THz Band communication system can be in next genera-
tion small cells (i.e., femto, pico and so on) such as part
of cellular networks or heterogeneous network.

• Directional THz band link can be employed to offer an
ultra-high speed wireless backhaul to small cells.

• Implementation of compact high-power THz band
transceivers.

• It enables seamless interconnection between ultra-high
speed wired networks, fibre optical links and wireless
devices i.e., computers, phones (tablet-like) and so forth.

• Terabit wireless personal area network which transfers
the equivalent content of a slice-ray device to a tablet-
type device might take less than one second with a 1Tbps
link, improving the data rates of the existing technologies
as Wi-Fi and so on [16].

• Secure Terabit Wireless Communication-Very narrow,
beams which significantly limit the probabilities of
eavesdropping by unwanted users.

• Radio Astronomy and Planetary Science-Has the great
potential and capability to demonstrate about the plane-
tary atmosphere, surface and sub-surface water, and iced
contents from the space platform.

• Support fourth industrial revolution (4IR) system.

V. APPLICATION OF THZ AT NANO-SCALE REGION

In this section, some of the interesting applications that
THz will offer if fully employed in 6G will be briefly
discussed.

• Health monitory system using nano-sensor network.
• Internet of nano-things-nano transceiver and nano-

antennas inserted or rooted in every object to allow them
to be perpetually connected to the cyberspace (internet).

• Ultra-High-speed on-chip communication provides ef-
ficient and scalable features and means of inter-
communication in wireless on-chip networks and planar
nano-antennas.

Fig. 4. Use cases for enable terahertz communication in 6G era.

VI. USE CASE FOR THZ COMMUNICATION IN 6G ERA

Some of the use cases and application that will be
fully supported by THz are summarily depicted in Fig. 4.
The service and applications that will be primarily sup-
ported by THz in 6G era use case are non-terrestrial net-
works (NTNs), which can be further divided into scapeborne
(medium earth orbit (MEO), low earth orbit (LEO), and
geostationary earth orbit (GEO)) and airborne such as high
altitude platform (HAPs), unmanned aerial vehicle (UAV),
low altitude platforms (LAPs) and medium altitude platform
(MAPs), connected robotics, automatic and autonomous sys-
tems (CRAAS), extended reality (XR), holographic teleporta-
tion, industry 4.0, and digital twin technology [17].

In [17], the following interesting areas were covered and
reiterated partially or in detail as related primarily to ap-
plications of THz in 6G domain: nanocommunications and
networking; channel measurement and modelling using THz
as an operating frequency; design of modulation scheme,
channel estimation, detection and equalisation; hybrid-based
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Fig. 5. Taxonomy of the application for terahertz communication system in 6G era.

beamforming and aerial communication system; device mod-
elling and circuits for THz transceivers; and networking
aspects and protocols. Hence, wireless communications and
communications networks in the THz domain are nevertheless
a developing and in its infancy field and kind of problems still
exist that need to be addressed in the near future.

VII. FUTURE STUDY DIRECTIONS IN THZ

As THz communication is gaining increasing research
interest, several research areas still need to be adequately
addressed. In this section, we highlight below these interesting
topics for researchers to investigate [18]–[20].

• THz-imaging.

• THz-ultra-massive MIMO.
• Implementation of compact high-power THz band

transceivers.
• THz virtual reality (VR), augmented reality (AR), ex-

tended reality (XR) perception through cellular network.
• THz communication for mobile heterogeneous networks

(HetNets).
• THz 3D beamforming techniques.
• THz communication for urban environment.
• THz automotive applications.
• THz security measures.
• Hybrid THz-optical wireless communication links.
• THz for enhanced data centre performance.
• Losses and validity of transmission distance
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TABLE I
SUMMARY OF KEY IDEAS OF THZ IN 6G ERA

Variables Reliance in Frequency Effect on 6G THz in
Communication System

THz versus others

Shinning impacts Improves with frequency Resistant in THz space-based com-
munication systems

No lucid impact at others, such
as millimetre waves, microwaves.
THz is less affected than Free
Space Optics (FSO)

Meteorological conditions
impacts

Frequency-reliant flying/area with
scattering particles

THz open-air communication is
characterized by high limitation
with huge rain attenuation

Better than others, poorer than FSO

Atmospheric loss Frequency-reliant pathloss crest
occur

Frequency-reliant spectral
windows with different bandwidth

No obvious impact at microwave
level, both oxygen and water
molecules are form at THz region

Line-of-sight (LOS) prob-
ability, shadowing effect
and diffraction

Insignificant diffraction, penetra-
tion losses and shadowing effects,
vary with frequency arithmetically,
LOS probability is frequency-
dependent

High rate of sparsity, limited or
restricted multiple path effect and
dense spacial re-utilisation

Better than microwave but poor and
weaker than FSO

VIII. CONCLUSION

To meet the needs for higher data rates by users with
help services of different pattern, new and effective wireless
communication technologies for a range of communication
connections need to be formulated and designed. While 5G
network systems that are being implemented in several parts
across the world employing the concept of millimetre wave
frequency band, the society of academics and scientists is
examining the significance of THz frequency as a perfect
candidate to provide solution to support above 5G network
technology and allow applications that are unable to be
implemented via the 5G technology owing to unanticipated
challenges. In this survey paper, an all-inclusive review has
been advanced regarding the THz wireless communication
system in an effort to review the channel models, devices
and as well as advantages in terms of its applications related
to the advancement of THz architectural designs. With the
arrival of THZ communication services, communities will
have to be expectant of limitless wireless link with abilities
to expand the present technological network system (5G).
The likes of applications and services such as autonomous
systems, holographic calls, high-definition streaming, virtual,
augmented and extended reality alongside smart cities will
be made possible via the use of THz frequency band in 6G
era. This is the reason the traditional cellular communication
system has failed appropriately and satisfactorily to charac-
terise these novel services and applications. Hence, state-of-
the-art techniques in the context of optimisation and network
planning by the scientists and engineers will be in demand.
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Abstract—The integration of terrestrial with non-terrestrial
networks (NTNs) promises a truly ubiquitous and seamlessly
connected network. However, this integration will comprise
different radio access networks (RANs) with diverse constraints
and capabilities to meet the user’s contrasting requirements.
Therefore, optimally mapping the user’s needs to the appropriate
RAN presents a challenge in the radio resource management of
the Integrated terrestrial and non-terrestrial network (ITNTN).
In this paper, a slice-aware user association and resource
allocation problem for the ITNTN is formulated. A heuristic
algorithm that maximizes the spectrum efficiency of the network
is proposed; it associates and allocates resources to users based
on their quality of service (QoS) requirements and prioritizes the
use of NTNs for highly mobile users. To analyze the performance
of the proposed algorithm, we first compare three access node
(AN) selection criteria; maximum signal-to-interference-plus-
noise-ratio (SINR), least load, and random association. Results
show that association based on SINR yields the highest spectrum
efficiency (SE) and a relatively high user acceptance ratio (AR).
Then, the proposed slice-aware user association and resource
allocation algorithm is compared to the slice-unaware scheme.
Simulation results reveal that the proposed algorithm achieves
higher overall network SE and user AR.

Index Terms—RAN user association, resource allocation, ter-
restrial networks, non-terrestrial networks, spectrum efficiency

I. INTRODUCTION

The integration of terrestrial networks (TNs) with non-
terrestrial networks (NTNs) has been proposed as one of
the key enabling features that will facilitate ubiquitous and
seamless broadband connectivity in the sixth generation of
wireless networks (6G) [1]. The considered NTNs in this in-
tegration are the satellite communications (SatComs) and the
unmanned aerial vehicles (UAVs), which can be categorized
into the high altitude platforms (HAPs) and the low altitude
platforms (LAPs) [2] Different use-cases of the integrated
terrestrial and non-terrestrial network (ITNTN) have been
defined, including the communication and resilience use-case,
in which the NTNs are deployed to assist the TNs during
periods of traffic overload [2].

Similar to [3], [4], this paper considers the communication
and resilience use-case. In such a usage scenario, there exists
a large number of users that cannot be supported by the
TN access nodes (ANs), necessitating direct radio access to
all available radio access networks (RANs), including the

NTNs. The problem that arises then is how to map the dif-
ferent user requirements to the appropriate RAN. According
to [1], the envisaged use-cases in 6G will include further
enhanced mobile broadband (feMBB), enhanced ultra-reliable
and low-latency communications (euRLLC), ultra-massive
machine-type communications (umMTC), long-distance and
high-mobility communication (LDHMC), and extremely low-
power communications (ELPC). Associating such users with
different QoS requirements to the appropriate RAN in the
ITNTN is rigorous and complex, given that the RANs have
different characteristics and constraints. For instance, the TN
has higher throughput and lower latency when compared
to the NTNs. Still, it has limited resources to support an
increased number of users in situations of traffic overload
[5]. Moreover, TN’s coverage per base station (BS) limitation
results in an increased number of handoffs for the LDHMC
service group. Therefore, using the NTNs that have wider cov-
erage for such applications will limit the number of handoffs,
consequently reducing the handoff signaling overhead, delays,
and probability of handoff failure, thus increasing the QoS for
such applications [6]. On the contrary, Satcoms’ long propa-
gation delay makes it unsuitable for delay intolerant users in
the euRLLC service group. Similarly, the UAV networks have
a limited number of channels; thus, it is essential to prioritize
their use for traffic whose QoS requirements may not be met
satisfactorily by the other RANs [5].

Recent proposals in the literature on resource management
in the ITNTN do not address the RANs’ different capabilities
and limitations in meeting the diverse user QoS requirements.
Moreover, many do not account for the differences in users’
QoS needs and do not consider integrating all four RANs, i.e.,
TN, LAP, HAP, and SatComs. Consequently, this work ad-
dresses the need for a user association and resource allocation
algorithm that considers the strengths and limitations of the
different RANs and optimally maps user requirements to the
appropriate RAN. The differences in user QoS requirements
are considered by introducing slice awareness in the user
association decision. Three use-cases: feMBB, euRLLC, and
LDHMC, are considered in this work. In addition, service
provisioning to the euRLLC service group is prioritized, and
its access to the Satcoms is limited. Also, the work prioritizes
the use of NTN RAN over the TN for long-distance and highly
mobile applications.

To determine the best AN a user should associate with,
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we compare three AN selection criteria. One is based on
connecting a user to an appropriate AN with the highest
SINR. The other to an AN with the least load, while the third
associates a user randomly to any available but appropriate
AN. According to the simulation results, association using
SINR matching achieves the highest spectrum efficiency (SE)
at a comparatively high user acceptance ratio (AR). The
performance of our proposed slice-aware algorithm is then
compared with the slice-unaware algorithm that does not
consider the; (i) heterogeneity in user traffic types and (ii)
uniqueness in the capabilities and limitations of the RANs.
Simulation results show that the slice-aware algorithm out-
performs the slice-unaware scheme in overall network SE
and AR. The key contributions of this work are therefore
summarized as:

• Formulation of a novel slice-aware user association and
resource allocation problem that maximizes the spectrum
efficiency of the integrated terrestrial-aerial-space net-
work subjected to limited resource budget, power budget,
and minimum user QoS requirements constraints.

• Prioritization of the mission-critical slice and the use
of NTNs over TNs for long-distance and highly mobile
users.

• Presentation of numerical results that compare different
AN selection criteria and the slice-aware algorithm to
the slice-unaware algorithm. The results show that our
proposed algorithm yields better overall network SE and
user AR.

II. RELATED WORK

In recent times, several works have addressed user asso-
ciation and resource allocation in the ITNTN. In [7], the
authors propose a resource allocation problem that maximizes
the overall sum rate of the integrated terrestrial and UAV
RANs together with the macro BSs and satellite backhaul
links. The authors supplement this work in [3] by consid-
ering the limited life endurance of UAVs and the energy
consumption costs of the ANs. In [8], the authors propose
a load balancing algorithm for a TN and satellite network.
Traffic from an overloaded terrestrial cell is offloaded first
to neighboring terrestrial cells and then to the satellite cell.
Only delay-tolerant traffic is offloaded to the satellite network.
The authors in [9] propose an algorithm that optimizes the
throughput of users and location of HAPs in an integrated
satellite, airborne and terrestrial network. The authors in [10]
propose an algorithm that maximizes the energy efficiency
of an integrated satellite/terrestrial cache-enabled RAN. In
[4], the authors propose an optimization problem that maxi-
mizes the network capacity while ensuring QoS in terms of
minimized interference between a large number of users in
an integrated terrestrial and satellite network. The authors
in [11] maximized the minimum ergodic achievable rate of
a user-UAV link subjected to constraints on UAV’s transmit
power, tolerable interference, UAV velocity, and acceleration,
UAV height, terrestrial and satellite backhaul capacity, and
maximum allowable energy consumption of the UAV.

Fig. 1. System Model.

All the works in [3], [4], [7]–[11] did not consider the idea
of 6G, which is to have all four RANs, that is, space (satellite),
aerial (LAPs and HAPs), and the TN ANs concurrently
provide radio access to users. Moreover, they do not use the
concept of slicing to differentiate different use-cases and thus
effectively and flexibly associate users to appropriate RANs
depending on their QoS requirements. [8] did not consider
power constraint, which is critical especially to NTNs such
as LAPs and HAPs, which are limited by power.

III. SYSTEM MODEL AND ASSUMPTIONS

A. General Model

The downlink transmission of an ITNTN that supports a
set of users I = {1, 2, 3, ..., |I|} is considered. The ITNTN
comprises four tiers namely LAP, HAP, SatComs, and a
Macro tier as depicted in Fig. 1. A LAP access node (AN)
belonging to the LAP tier is indexed as u ∈ U . Similarly,
a HAP AN in the HAP tier is denoted as h ∈ H and a
satellite AN in the SatComs network is represented as s ∈ S.
Likewise, a macro base station (MBS) in the TN is indexed
as b ∈ B. The system is considered to support three slice use-
cases, namely; feMBB, euRLLC, and LDHMC, denoted by E ,
R, and D respectively. The sets of users demanding the slice
cases E ,R, and D are denoted by IE , IR , and ID respectively,
such that, iE ∈ IE , iR ∈ IR , iD ∈ ID , I = IE ∪ IR ∪ ID
and IE ∩ IR ∩ ID = ∅. Without loss of generality, this
work assumes that the users in IE and IR are static while
those in ID are mobile. It is further assume that each user
i ∈ I can access any of the available tiers j ∈ {B,U ,H,S}
within its coverage. An AN of the jth tier oj ∈ O where
O = {B ∪ U ∪ H ∪ S}, is considered to own a set Cj
of basic bandwidth units (BBUs), with each BBU cj ∈ Cj
having a bandwidth denoted by Tcj . The total bandwidth of
the ITNTN is denoted by Φ.

The system model used for the LEO SatComs tier is similar
to that used in [10]. Since the LEO satellite provides access
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over a given area for only a certain limited period, it is
assumed that each non-overlapping terrestrial area is served by
one satellite at a time, as illustrated in Figure 1. Consequently,
a user can access one satellite at any given time. Each satellite
follows a predictable pattern in which it periodically views
one area after another, well-controlled by the Network Control
Center [10]. The handover process between satellites is out
of the scope of this work and hence shall not be considered.

B. Channel model

The coordinate of a user i is denoted by t
i

= {[x
i
, y

i
]T ∈

R2|i ∈ I}, while the ground projection of an NTN AN
o
j
∈ {U ,H,S} is denoted as t

oj
= {[x

oj
, y

oj
]T ∈ R2}.

The height of an NTN AN o
j
∈ {U ,H,S} is denoted as z

oj
.

Consequently, the distance d
oj,i

of user i to the NTN AN o
j

is given as

doj,i
=
√
‖ti − toj ‖22 + z2

oj
∀j ∈ {U ,H,S}, ∀i ∈ I , (1)

where ‖.‖2 is the 2-norm operator. It should be noted that
for the MBS tier, z

oj
= 0 in (1).

Path loss modelling is classified into three categories: (i)
TN, (ii) UAV, i.e., HAPs and LAPs and, (iii) SatComs.

1) Terrestrial Network Path loss model: The Path loss of
a user i located at a distance d

oj,i
meters from an urban MBS

oj ∈ B and communicating via the BBU cj ∈ Cj |j ∈ B is
given by [12]

PLoj,i,cj
= 40(1− 4× 10−3hoj

) log10(
doj,i

1000
)− 18 log10 hoj

+ 21 log10 foj,cj + 80 + τoj , ∀ j ∈ B, ∀ i ∈ I . (2)

The term f
oj,cj

is the carrier frequency in MHz, h
oj

is the
MBS height in meters while τ

oj
is the path loss due to shadow

fading assumed to be a zero-mean random variable.
2) UAV Path loss model: The path loss model used for

signal propagation from a UAV AN to a user is defined in
[13]. A user i located at a distance d

oj,i
from a UAV AN

oj ∈ {U ∪ H} experiences path loss given by

PLoj,i,cj
=





PLLoS
oj,i,cj

= 20 log10 doj,i
+ 20 log10 foj,cj

−27.55 + ηLoS , Line of sight (LoS) scenario

PLNLoS
oj,i,cj

= 20 log10 doj,i
+ 20 log10 foj,cj

−27.55 + ηNLoS , non LoS (NLoS) scenario ,
(3)

where f
oj,cj

is carrier frequency in MHz, d
oj,i

is distance in
meters determined using (1), ηLoS or ηNLoS is the additional
loss due to shadowing, scattering and reflections caused by
buildings, foliage etc., which is dependent on whether the
propagation is LoS or NLoS [13].

3) SatCom path loss model: The path loss of a user i a
distance d

oj,i
from an AN oj ∈ {S}, assuming clear sky

conditions is given by [2]

PLoj ,i,cj = 20 log10 doj,i
+ 20 log10 foj,cj − 27.55 + τ

+ CL+ PLk + PLe + PLy, ∀ oj ∈ S . (4)

The range doj ,i is in meters and can be determined using
(1). The term τ in (4) accounts for shadow fading while
CL depicts clutter loss caused by surrounding buildings

and objects on the ground. Both terms are dependent on
whether the propagation is LoS or NLoS. The terms PLk,
PLe, and PLy denote attenuation due to atmospheric gases,
ionospheric or tropospheric scintillation and building entry
loss respectively.

4) Channel gain: Having derived the large scale fading
effects of path loss and shadowing in the preceding sections
III-B1 to III-B3, the linear channel gain between the AN oj ∈
O where j ∈ {B,U ,H,S} and user i, communicating via a
bbu cj is given by [12]

Γoj ,i,cj = 10−
PLoj,i,cj

10 . (5)

The signal-to-interference-plus-noise (SINR) ratio experi-
enced by the user i is then given by

γoj,iq,cj
=





P
oj,iq,cj

Γ
oj,iq,cj

σ2 +

∑

lj∈O
lj 6=oj

Plj ,iq,cj
Γlj ,iq,cj

∀iq ∈ {IE ∪ IR}, ∀j ∈ {B,U ,H,S} static user

Poj,iq,cj
Γ
oj,iq,cj

|β
oj,iq,cj

|2

σ2 +

∑

lj∈O
lj 6=oj

Plj ,iq,cj
Γlj ,iq,cj

|βlj ,iq,cj
|2

∀iq ∈ ID , ∀j ∈ {B,U ,H,S} mobile user ,
(6)

where β
oj,iq,cj

and β
lj ,iq,cj

denote the small-scale fast
fading component that accounts for mobility of a user and is
assumed to be independent and identically distributed (i.i.d) as
CN (0, 1) [14]. Poj,iq,cj

is the transmit power from an AN/BS
oj to a user iq using bbu cj . The transmit power Poj,iq,cj

is
assumed to be fixed and uniformly allocated to each bbu cj .
On the other hand, P

lj ,iq,cj
is the interfering transmit power

from another AN lj in the jth RAN reaching the same user iq ,
on the same bbu cj . For simplicity, only co-tier interference
is considered, as described by eq. (6).

The data rate achieved by the user i ∈ I on the bbu cj is
given by the Shannon capacity as

Loj ,i,cj = Tcj log2(1 + γoj ,i,cj ) , (7)

where Tcj is the bandwidth for bbu cj ∈ Cj .

IV. PROBLEM FORMULATION

The slice-aware resource allocation and user association
problem is formulated as an SE maximization problem. Math-
ematically, SE is the ratio of the entire network’s sum rate to
total bandwidth [15], as shown in (8).

Ω =
1

Φ

∑

j∈{B,H,U,S}

∑

oj∈O

∑

i∈I

∑

cj∈Cj

πj,i µoj ,i ωoj ,i,cjLoj ,i,cj (8)

where πj,i and µoj ,i are association factors and ωoj ,i,cj
is a resource allocation factor. πj,i specifies the RAN j ∈
{B,U,H, S} a user i ∈ I is associated to, µoj ,i indicates the
specific AN oj ∈ O onto which this user is attached while
ωoj ,i,cj indicates whether a bbu cj ∈ Cj is allocated to the
user i.

The objective is to maximize the overall network SE,
constrained to limited resource budget, power budget and QoS
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requirements. Consequently, the optimization problem can be
formulated as:

max
πj,i µoj,i

, ωoj,i,cj

Ω (9)

s.t.
C1 : πj,i = {0, 1}, µoj ,i = {0, 1}, ωoj ,i,cj = {0, 1},

∀ j ∈ {B,H,U ,S}, ∀ oj ∈ O, ∀cj ∈ Cj , ∀ i ∈ I (9a)

C2 :
∑

j∈{B,H,U}
πj,iµoj,i

ωoj,i,cj
= 1, ∀ iR ∈ IR (9b)

C3 : ψoj
∑

j∈{U,H,S}

ψoj
=1

∣∣∣
∑

i∈I

∑

cj∈Cj

πj,iµoj,i
ωoj,i,cj

Tcj ≤ Φoj

πj,iµoj,i
ωoj,i,cj

+ δoj
∑

j∈{B}
πj,iµoj,i

ωoj,i,cj
6 1, ∀ iD ∈ ID (9c)

C4 : ψoj = {0, 1}, δoj = {0, 1} ∀ oj ∈ {B ∪ U ∪H ∪ S}
(9d)

C5 : ψoj + δoj = 1 ∀ oj ∈ {B ∪ U ∪H} (9e)

C6 :
∑

j∈{B,H,U,S}
πj,iµoj,i

ωoj,i,cj
6 1, ∀ iE ∈ IE (9f)

C7 : πj,iµoj,i
ωoj,i,cj

[
Loj ,i,cj − Lvthres

]
> 0 ,

∀ i ∈ I, ∀ v ∈ {E ,R,D} (9g)
C8 : Poj ,i,cj > 0, ∀ cj ∈ Cj (9h)

C9 :
∑

i∈I

∑

cj∈Cj

πj,iµoj,i
ωoj,i,cj

Poj ,i,cj ≤ P thresoj , ∀ oj ∈ O

(9i)

C10 :
∑

i∈I

∑

cj∈Cj

πj,iµoj,i
ωoj,i,cj

Tcj ≤ Φoj , ∀ oj ∈ O (9j)

In the optimization problem depicted in (9), Constraint C1
indicates that the decision variables πj,i, µoj ,i and ωoj ,i,coj
are either zero or one. When πj,i is zero, then the user i is not
associated to the jth network, and one implies otherwise. On
the other hand, if µoj ,i is zero, then the user isn’t associated
with the AN oj , while one means association. In the same
manner, ωoj ,i,coj = 1 implies the BBU is allocated to user i
while ωoj ,i,coj = 0 implies otherwise. Since slice R serves
mission-critical applications for which denial of service has
adverse consequences, constraints C2 indicates that users in
this slice must be attached to the network, with each user
associated to only one of either the MBS, LAP, or HAP AN
at a time. In constraint C3, the use of the NTN ANs over
the TN MBS, for slice D users is prioritized by introducing
priority factors ψoj and δoj . The priority factor ψoj = 1 only
when there exists sufficient resource budget in the NTN ANs
to meet the slice D user QoS requirements. When ψoj = 1,
then using constraint C5, the priority factor δoj = 0, hence
the user will only be associated with an NTN AN. On the
other hand, when the NTN resource budget is depleted, then
ψoj 6= 1, hence from constraint C4, ψoj = 0, making δoj =
1, consequently associating a slice D user with the MBS.
Constraint C6 indicates that users attached to the feMBB slice
can be associated with only one of the available RANs at a
time. A user is guaranteed a minimum QoS in terms of data
rate through constraint C7. Lvthres is the minimum expected
data rate of the slice in which i belongs. Constraints C8 and
C9 ensure that the total transmit power allocated to all users
associated to an AN oj ∈ O where j ∈ {B,U ,H,S} must

not exceed the AN’s power budget P thresoj while C10 ensures
that the resource budget of an AN oj ∈ O is not exceeded.

V. USER ASSOCIATION AND RESOURCE ALLOCATION
ALGORITHM

To solve the user association and resource allocation prob-
lem, a heuristic slice-aware algorithm is developed. Three
factors are considered in the association process: 1) the
mission-critical slice R is prioritized, 2) Users are prioritized
depending on the number of ANs within their coverage,
and 3) NTNs are prioritized over TNs for slice D users.
The association of users to an appropriate AN is evaluated
based on three criteria; maximum SINR matching, least load,
and random access. The maximum SINR criterion associates
a user to an appropriate AN with the highest SINR, the
least load to an AN with the lowest load, while the random
access randomly associates a user to any appropriate AN.
Resource allocation is done concurrently with user association
by ensuring that users are attached to ANs whose available
number of BBUs, N bbu

oj is greater than the minimum number
of BBUs N bbu

i required by user i, given by

N bbu
i =

Lvthres
Loj ,i,cj

, ∀ v ∈ {E ,R,D}, ∀i ∈ I,

∀oj ∈ O,∀j ∈ {B,U ,H,S} . (10)

The pseudo-code of the proposed heuristic algorithm given
in Algorithm 1 is based on the snapshot model [16] and uses
maximum SINR matching as the association criterion. Lines
3-8 of Algorithm 1 determine user i’s path loss, channel gain,
SINR, and data rate, and after that, store all ANs in whose
coverage i lies in a set Covioj . Line 9 sorts users in each slice
to prioritize them according to the number of ANs within their
coverage. Users in slice R are serviced in lines 11-31. Lines
32-49 associate and allocate resources to users in the D slice
while ensuring that access to HAPs or UAVs or SatComs is
prioritized over the MBSs. Users of slice E are provisioned
through lines 50-52. Line 54 returns a list Associoj containing
the AN oj serving user i, and the number of BBUs N bbu

i

allocated to the user.

VI. RESULTS AND PERFORMANCE EVALUATION

To evaluate the performance of the proposed algorithm, we
consider a square of 10 km × 10 km of an urban environment
covered by the LEO satellite. Within this region are 14 MBSs,
3 UAVs and 1 HAP, with each tier having radius of 1 km,
2 km and 4 km respectively. Users and ANs are uniformly
and randomly distributed. It is assumed that the propagation
for the NTNs is LoS. Other parameters used in the simulation
are given in Table I [2], [9], [12], [13].

Figure 2 depicts spectrum efficiency (SE) and the user
acceptance ratio (AR) versus the number of users. The user
AR is defined as the ratio of users accepted into the network
to the total number of users. First, user association based
on three criteria; maximum SINR, least load, and random
access, is analyzed. Figure 2(a) shows that the maximum
SINR association criterion achieves the highest SE since such
an association technique is based on maximum SINR. On the
other hand, an association based on least load gives the least
SE since it puts users on ANs with the least load regardless
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Algorithm 1 Slice-Aware user association and resource allo-
cation algorithm
Input: foj , P thresoj , N bbu

oj , zn, Lvthres, Tcj
Output: User association and resource allocation set, Associoj

1: procedure USER ASSOCIATION AND RESOURCE ALLOCATION
2: Initialise: Associoj = ∅
3: for Each user i ∈ {IR, IE , ID} do
4: for Each AN oj ∈ O do
5: Calculate PL

oj,i,cj
, Γoj,i,cj

, γ
oj,i,cj

, and L
oj,i,cj

6: Add oj to Covioj if i is within oj ’s coverage
7: end for
8: end for
9: sort {IR, IE , ID} according |Covioj |

10: for Each user i ∈ {IR ∪ ID ∪ IE} do
11: if user i ∈ IR then
12: if Covioj == ∅ then
13: π

j,i
µ
oj,i

ω
oj,i,cj

= 0 ∀j ∈ {B,U,H,S}
14: else
15: sort Covioj according γ

oj,i,cj

16: π
j,i
µ
oj,i

ω
oj,i,cj

= 0

17: for oj ∈ Covioj do
18: if oj ∈ S then
19: pass
20: else
21: if N bbu

oj
< N bbu

i then
22: pass
23: else
24: π

j,i
µ
oj,i

ω
oj,i,cj

= 1

25: Deduct N bbu
i from N bbu

oj

26: Append [i, oj ,N bbu
i ] to Associoj

27: break
28: end if
29: end if
30: end for
31: end if
32: else if user i ∈ ID
33: steps 12-16
34: Extract lists of {U ∪ H ∪ S} and {B} from Covioj
35: if |{U ∪ H ∪ S}| > 0 then
36: for oj ∈ {U ∪ H ∪ S} do
37: steps 21-28
38: end for
39: if π

j,i
µ
oj,i

ω
oj,i,cj

== 0 and |B| > 0 then
40: for oj ∈ B do
41: steps 21-28
42: end for
43: end if
44: else
45: if |B| > 0 then
46: steps 40-42
47: end if
48: end if
49: end if
50: if i ∈ IE then
51: steps 12-17, 21-28,29-31
52: end if
53: end for
54: Return Associoj
55: end procedure

of the transmission power and path loss. From Figure 2(b),
it is observed that all three schemes have almost similar user
AR, with the least load criterion having a slightly higher AR
as the number of users increases.

Next, the proposed slice-aware algorithm is compared with
the slice-unaware algorithm. Both algorithms associate users
based on maximum SINR since it outperforms the least load
and random user association criteria in SE yet still has a
high AR. Like the slice-aware approach, the slice-unaware
prioritizes users according to the number of ANs within their
coverage but does not consider the heterogeneity in user QoS
requirements and RAN capabilities in meeting these needs.

TABLE I
SIMULATION PARAMETERS AND VALUES

Parameter Value
foB , foU , foH , foS [4, 2, 3, 5] GHz
TcB , TcU , TcH , TcS [0.18, 0.18, 1, 2] MHz]

Number of BBUs for
[oB , oU , oH , oS ]

[50, 50, 100, 200]

[P thresoB
, P thresoU

, P thresoH
, P thresoS

] [40, 25, 100, 250] Watts
x, y, ηLoS , ηNLoS [10.39, 0.05, 1, 20]
Shadow fading [B, S] [8, 4] dB
[CL, PLk, PLy] [0, 0, 23 dB]
NTN AP height [zU , zH , zS ] [2,17,600] km
Slice user ratio [|IE | : |IR| : |ID|] [0.6:0.3:0.1]
Lvthresv ∈ [E,R,D] [1000,500,1000] kbps
Noise spectral density -174 dBm

In Figure 2(c), the slice-aware scheme admits over 90%
of mission-critical users, the other 10% being users outside
the coverage of capable radio ANs. On the other hand, the
acceptance ratio of mission-critical users is lower in the slice-
unaware algorithm and keeps reducing as the number of users
increases. This difference in performance arises from the fact
that the slice-aware algorithm prioritizes mission-critical users
and associates them only to tiers that meet their needs. In
comparison, slice-unaware does not distinguish users based on
their QoS needs, and neither does it consider the limitations
of the different RANs. This results in a reduced acceptance
ratio of the R slice since these are not prioritized and are also
associated with RANs that cannot meet their needs. The valley
in the slice-unaware scheme is because satellite resources are
still available at a lower number of users. Hence, the number
of dropped euRLLC users due to association with the satellite
is high. As the satellite resources get depleted, this number
reduces, increasing AR at about 300 users.

In Figures 2(d) and 2(e), both algorithms have acceptance
ratios of E and D at 100% for a smaller number of users
when resources are still available. As the number of users
increases, resources reduce, and hence the acceptance ratio
decreases. The slice-unaware algorithm performs better in this
case since this did not prioritize mission-critical users and
the use of NTNs for slice D. Therefore, slice E and D users
were able to use up resources that are prioritized for slice
R users in the slice-aware algorithm. Also, the slice D users
can associate to the MBS if it has a better SINR to achieve
better SE even if its coverage is limited. However, Figures
2(g) and 2(f) show that even with the priorities subjected to
the slice-aware algorithm, its overall SE and user acceptance
ratio is better than the slice-unaware algorithm. Therefore, the
slice-aware algorithm prioritizes mission-critical applications,
whose rejection results in adverse consequences, prioritizes
the use of wider coverage NTNs for highly mobile users, and
at the same time, maximizes the number of admitted users
and the network SE.

VII. CONCLUSION

This paper introduces a slice-aware user association and
resource allocation problem that maximizes SE in an IT-
NTN. The optimization problem is solved using a heuristic
algorithm that prioritizes delay-sensitive mission-critical users
and the use of NTNs over MBs for long-distance and high-
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(a) SE of different AN selection crite-
ria

(b) User AR of different AN selection
criteria

(c) euRLLC AR; slice-aware vs. slice-
unaware

(d) feMBB AR; slice-aware vs. slice-
unaware

(e) LDHMC AR; slice-aware vs. slice-
unaware

(f) Network acceptance ratio; slice-
aware vs. slice-unaware

(g) Spectrum Efficiency; slice-aware
vs. slice-unaware

Fig. 2. Performance against number of users

speed users. Simulation results have shown that the slice-
aware algorithm has a better performance than the slice-
unaware algorithm. In the future, we shall improve the work to
show the user mobility model, handoff analysis, and consider
fairness between high and low SINR users.
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Abstract—This paper presents a Q-learning resource allo-
cation scheme for spectrum re-use in a 5G communications
network. The scheme aims to maximise the quality of experience
(QoE) of users using reinforcement learning techniques. It
exploits the social similarities of users to enable coexistence
between primary and secondary user equipments on the same
frequency band. Consequently, it is assumed that the available
spectrum resources meant for primary users can be re-used by
secondary users. Hence, a QoE model is formulated as a utility
maximisation problem with a cost function for secondary users
willing to coexist, howbeit under strict power and interference
constraints. An optimal social-aware policy learning model is
constructed to regulate transmission power while improving user
QoE. The simulation results show the efficiency of the proposed
scheme relative to the independent, policy averaging, and similar
traffic reinforcement learning solutions.

Index Terms—Interference mitigation, quality of experience,
social-aware, Q-learning,

I. INTRODUCTION

The fifth-generation (5G) communications network seeks
to satisfy the increasing user demand for spectrum resources
by supporting the growing variety of user devices and service
requirements across several vertical industries [1]. Cisco’s
visual networking index report on South Africa in 2016
predicted the number of mobile-connected devices to be 68%
in 2021, with machine-to-machine (M2M) module accounting
for 28% (46.1 million). In 2018, they predicted that the global
popularity of M2M applications would increase tremendously,
with about 50% (14.7 billion) of the globally connected
devices expected to be M2M connections by 2023. Similarly,
there is an expected growth in the use of mobile applications
(i.e., about 300 billion downloads), Wi-Fi hotspots (i.e., nearly
628 million), and mobile users (i.e., 66% of the global
population) [2].

This rapid growth in wireless connectivity and data service
pushes the boundaries of the communication network’s ca-
pability. Although 5G proposes several enabling technologies
(such as massive-user MIMO, non-orthogonal multiple access
(NOMA) techniques, device-to-device communication, etc.)
that try to improve spectrum utilization via shared resources,
there are still limitations owing to the inability of current radio
resource management schemes to dynamically scale during
peak traffic periods while still ensuring the QoE of users.
Additionally, there is a prevailing concern of interference,
which increases with user demand. Motivated by this, it has
become imperative to embrace big data and artificial intel-
ligence (AI) to ensure adaptability, scalability, and optimum
resource utilization in 5G communications network [3].

Accordingly, Y. Shi et al. presented a reinforcement learn-
ing (RL) based solution to dynamically allocate spectrum,
power, and computing resource stochastically on the arrival
of network slice requests in [4]. The authors proposed a Q-
learning solution to maximise network utility in terms of the
total weight of granted network slicing requests over time,
subject to communication and computational constraints.
Their result showed that the Q-learning based solution scales
well with an increase in the number of users. W. Alsobhi et al.
in [5] proposed a cooperative approach to address the problem
of spectrum resource allocation within a two-tier HetNet. The
authors explored the application of RL in a femtocell de-
ployment and network interference management. Their results
revealed the impact of interference on users within femtocells.
S. He et al. in [6] proposed a multi-agent to single-agent RL
scheme for QoE-aware resource allocation in NOMA wireless
multimedia communications network. Their results provide
evidence for enhanced performance in the NOMA downlink
system with increased power budget. Likewise, the authors
in [7], [8] presented similar Q-learning based algorithms to
achieve optimum solutions that maximised the network QoE
performance metric.

Hence, this study presents a lightweight QoE-aware Q-
learning resource allocation scheme for spectrum re-use in a
5G communications network. Specifically, we formulate the
problem as a utility maximisation problem that ensures the
QoE of users while mitigating interference. To take advantage
of big data within the communications network, we construct
a social-aware policy to exploit the similarities of users and
improve the reward of the agent in any given state. The
following are the main contributions of this study:

• To quantitatively analyse the QoE perceived by users
a mathematical QoE model is formulated as a utility
function.

• To efficiently solve the formulated QoE problem, a
cooperative RL scheme is developed to determine the
optimum learning policy of a newcomer secondary user.

• To exploit the similarities of users on the network, a
social-aware policy is designed based on the concept
of social-awareness in wireless networks. The goal is to
minimise the interaction time of an agent in a stochastic
environment while maximising reward.

• To present the impact of specific system parameters on
network performance and evaluate the proposed scheme
by comparing with other RL models from literature.

The rest of this study is presented as follows: Section II
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describes the system model, which summarises the assump-
tions made in this study. Section III explains the problem
formulation. Section IV presents the RL Q-learning model
used. Section V discusses the results and analysis, and Section
VI concludes the paper.

𝐒𝐔𝟏

𝐒𝐔𝟒

𝐏𝐔𝟏

𝐏𝐔𝟐

𝐏𝐔𝟑

𝐒𝐔𝟐

𝐒𝐔𝟔

𝐒𝐔𝟑

𝐒𝐔𝟓

𝑫𝒆𝒔𝒊𝒓𝒆𝒅 𝑺𝒊𝒈𝒏𝒂𝒍

𝑰𝒏𝒕𝒆𝒓𝒇𝒆𝒓𝒆𝒏𝒄𝒆

𝐒𝐔𝒏𝒆𝒘𝒄𝒐𝒎𝒆𝒓

Fig. 1: Deployment of a Su newcomer in a 5G
communication network

II. SYSTEM MODEL

A. Deployment Scenario

This study carefully considers the uplink of a single-
tier 5G communications network illustrated in Fig. 1, which
comprises of a remote radio head (RRH), a set of primary
user devices denoted by Pu = {1, 2, . . ., |Pu|}, and a set of
secondary users devices denoted by Su = {1, 2, . . ., |Su|}.
Where |Pu| and |Su| represent the cardinality of each set.
The RRH allocates each primary users a separate physical
resource block (PRB) denoted by n ∈ N , where n ∈ N+, with
a transmission bandwidth Bn. Such that the total transmission
bandwidth B is characterised by Bn × N [9]. To re-use
a channel, each SU most adapt its transmission parameters
to satisfy the interference requirements from other PUs and
SUs. Under this assumption, a newcomer SU can estimate
its channel gain through actively learning the channel state
information of other SUs. The transmission environment
considered is affected by the pathloss (PL) (i.e., PL = d−ϕ),
having a large scale fading (ϕ). Without loss of generality,
the following assumptions are considered:

1) All users transmit using the adaptive modulation and
coding scheme, which dynamically adapts to the time-
varying frequency fading channel to maximise through-
put of the transmission link.

2) A secondary user (SU) is allowed to re-use the spectrum
resource of a primary user (PU) under strict signal-to-
interference and noise ratio (SINR) requirements. This
is done to fully utilise spectrum resource.

3) The transmit power, channel, and additive white Gaus-
sian noise (AWGN) of the network is quasi-static. This is
to enable the SU to deduce the channel state information
(CSI) through active learning on the network.

4) SU has sensory capabilities to discover and respond to
other users within its neighbourhood via proximity-based
services (ProSe) as stated in 3GPP TS 23.303.

B. Social Similarity

This is a measure of commonality between any given pair
of nodes. In communications network, the similarity index
can be in terms of service request, geo-location, channel
availability, or a combination of either one [10]. In this study,
the social similarity index between users is obtained as the
weighted link of a pair of vertices in a two-dimensional graph
G = (U , φ, α(u,u)). Where U , φ, and α(u,u) denote the set of
vertices, links, and their weights, respectively. Thus, for a pair
of vertices u and u it is obtained as,

α(u,u) =





|ℵ(u) ∩ ℵ(u)|
|ℵ(u) ∪ ℵ(u)|

, if u and u are connected

0, otherwise
(1)

where |ℵ(u) ∩ ℵ(u)| denotes a set of common neighbours be-
tween vertices with respect to their total number of neighbour
[11]. The expression in (1) determines the likelihood of an
association between users, with a degree of freedom ranging
from 0 to 1, the latter being the highest achievable similarity
index. Figure 2 depicts the neighbourhood graph of users in
a two-dimensional space.
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𝐒𝐔𝟓
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Fig. 2: Graph G = (U , φ, α(u,u)) of set PU and SU with
weighted links indicative of the likelihood of an association.

C. Channel Model

To fully utilise the available spectrum resources of the
network the newcomer SU listens to the RRH for transmit
parameters and learns the channel state information of other
users, however, under strict signal to interference and noise
ratio (SINR) requirement. Thus, the SINR of the PU and SU
as experienced at the RRH is expressed as,

Υ
Pui

=
P

Pui
λ

Pui,m

σ2 +
∑
j∈Su

P
Suj

λ
Suj,m

, ∀i ∈ Pu, ∀j ∈ Su, (2)

Υ
Suj

=
P

Suj
λ

Suj,m

σ2 +
∑
i∈Pu

P
Pui

λ
Pui,m

+
∑

j′∈Su
j′ 6=j

P
Su

j′
λ

Su
j′ ,m

,

∀i ∈ Pu, ∀j ∈ Su,

(3)

where σ2 denote the AWGN power experienced on the
network, P

Pui
and P

Suj
denote the transmit power of the PU

and SU, respectively, while λ
Pui,m

and λ
Suj,m

denote their
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channel gain to the RRH. Accordingly, the achievable data
rate of the newcomer SU can be expressed as [12],

∆
Suj

=
N∑

n=1

ϑ
Suj

,nBn log2

(
1 +

1.5Υ
Suj

− ln(5Π
Suj

)

)
,

∀n ∈ N, ∀j ∈ Su,
(4)

where ϑ
Suj

,n denotes the decision variable for allocated
PRB’s, and Π

Suj
is the target bit error rate of the SU.

III. PROBLEM FORMULATION

This study aims to improve the QoE of a user in the
uplink of a single-tier 5G communications network. Hence,
we formulate a QoE-aware resource allocation problem as a
utility maximisation problem, using a two-level logarithmic
model as in [6] and expressed in (5) as,

maximise
α

i,j

U(∆
Suj

) = log2(1 + ∆
Suj

)− ηnΓ
Suj

, (5)

Subject to:

C1:
∑
n∈N

ϑ
Suj

,n∆
Suj
≥ ∆min, ∀n ∈ N, ∀j ∈ Su,

C2:
∑
n∈N

ϑ
Suj

,nΓ
Suj
≤ Pmax, ∀n ∈ N, ∀j ∈ Su,

C3: Γ
Suj

> 0, ∀j ∈ Su,

C4:
∑
n∈N

Υ
Suj
≥ Υmin, ∀n ∈ N, ∀j ∈ Su,

C5: 0 ≤ α
i,j
≤ 1, ∀i ∈ Pu, ∀j ∈ Su,

C6:
∑
n∈N

ϑ
Suj

,n ≤ 1, ∀n ∈ N, ∀j ∈ Su,

C7: ϑ
Suj

,n ∈ {0, 1} , ∀n ∈ N, ∀j ∈ Su,

Constraint C1 guarantees the quality-of-service of a
user given the service application. Constraints C2 and C3
are power constraints. C2 ensures that the transmit power
of a user does not exceed a given threshold in each PRB,
whereas C3 ensures that the transmit power is non-negative.
Constraint C4 enforces strict SINR requirements for users.
Constraint C5 ensures that the similarity index indicative of
the probability of an association between Pu and Su is within
a normalised range. C6 ensures that a resource is allocated
to at most one user. Finally, C7 relax the function in (5).

In constraint C2 and C3, Γ
Suj

= P
Suj

/α
(i,j)

is used to
denotes the actual transmit power of the Su, given the likeli-
hood α

(i,j)
of an association, while η

n
Γ

Suj
denotes the cost

of the spectrum resource, while η
n

is the coefficient per-unit
price of the spectrum resource. Since QoE has a logarithmic
relationship with the achievable data rate, maximising the data
rate will also improve their QoE. However, the transmit power
component in that relationship will also increase interference
on the channel. Hence, the rationale behind the cost function
introduced in (5).
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Fig. 3: Illustration of the reinforcement learning model.

IV. REINFORCEMENT Q-LEARNING MODEL

A. Overview

The RL approach like most intelligent-based algorithms
seeks to find a balance between exploration and exploitation.
Fig. 3 shows a basic single-agent model, where an agent
interacts with the environment by taking actions and then
perceiving the effects of those actions. A new state after action
and the received reward determine if some set goal has been
reached. The objective of the agent is to maximise its total
rewards (i.e., the sum of all rewards received after a number of
actions). This formal single-agent model is called a Markov
decision process (MDP). An MDP is a tuple {S,A, T,R},
which comprises a set of bounded states, actions, transition
function, and rewards, respectively. Where st ∈ S gives the
state of an agent in an environment at a discrete time-slot t.
The agent observes the state and takes an action at ∈ A to
the next possible state (st+1) based on a transition probability
function T . The agent receives a reward rt ∈ R during
transition. The agent’s action selection is determined by its
policy (π), and its expected cumulative reward is given by,

Q(s, a) = E

[ ∞∑

t=0

γtr(st, π(s))s0

]
= s, (6)

where γ denotes the discount factor that regulates the agent’s
reward in the Q-function, and Q(s, a) is the corresponding
Q-value. When the selected action a is the optimal action
π(s), then Q(s, a) is considered to be the optimal state, and
is obtained using Bellman optimality equation [13],

Q∗(st, at) = (1− β)Q(s, a)

+ β(rt + γmax
b∈A

Qt(st, b)),
(7)

where β ∈ (0, 1) is the learning rate. Hence, the objective
of the agent is to find the optimal policy that maximises
the expected cumulative discounted reward over time, while
updating its Q-table recursively as follows,

Q̂(st+1, at+1) = (1− βt) Q∗(st, at)
+ βt(rt+1 + γmax

a
Q(st+1, a

∗
t )).

(8)
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B. Proposed Solution

In this study, Q-learning is used to obtain the optimal policy
given a finite state of target SINR. The goal is to maximise
the QoE utility function of a newcomer SU. The parameters
of the Q-learning is defined as follow

Agent: This is the newcomer SU who desires to re-use the
spectrum resource of the PU (i.e., j ∈ Su, j 6= 0).

State: In any given state, the agent observes two critical com-
ponents: SINR and data rate, i.e. st =

(
Υ

Suj
,∆

Suj

)
.

Action: The actions of the agent is to find an optimum trans-
mit power strategy based on a policy, while satisfying the
constraints in (5) (i.e., at = π|t+1).

Reward: This is the QoE utility under the new power alloca-
tion strategy of the agent (i.e., rt = U(∆

Suj
)|t+1). After

an action by the agent, the changes on the system and to
the transmission of the agent is observed and rewarded
if the the QoE is maximised with minimal interference
or penalised otherwise.

Hence, we propose a lightweight QoE-aware Q-learning
solution that allows newcomer learner agents to use the infor-
mation from expert agents based on the state and similarity
index of the agent. This social-aware policy is treated as a
decentralised learning system with a user-centric view. It is
based on a generalisation that users with a higher likelihood
of association will be more willing to share their resources.
Consequently, a user device with sensing capabilities can
intelligently regulate its transmit power (i.e., P

Suj
→ Γ

Suj
)

when sharing spectrum resources based on the similarity index
obtain in (1). Furthermore an agent can improve its reward
by learning the actions of experts with high similarity index
in similar states using (9),

at =
[
arg maxQ(st, at), at ∈ π∗ | ∀ α

i,j
≥ α

min

]
. (9)

This social strategy reduces the complexity of the algorithm
by decreasing the exploration time of the agent while in-
creasing exploitation. Without loss of generality, the proposed
social-aware policy is constructed as follows:

i) The optimal power allocation of a newcomer j ∈ Su
will be affected by the channel availability of i ∈ Pu
given α

(i,j)
≥ αmin .

ii) The optimal power allocation of a newcomer, Suj in
state (st) will depend on the information of Suj−1 given
α

(j−1,j′−1)
≥ α

min
.

iii) The optimal power allocation of a newcomer, Suj will
utilize the SINR, actual transmit power, and similarity
index of expert (i.e. Suj−1, Suj−2, ˙... , Suj−k|k+j).

The expert agent learns the environment individually using
a distributed Q-learning scheme that first initialising and pre-
allocating the Q-Table, apply a greedy strategy to select the
best reward within an iterative loop, select the state (st+1)
after an action (at), observe and generate reward (rt) or
penalty (−rt) based on the action, and update the calculated
Q-value on the Q-Table [13]. Note that Algorithm 1, is
proposed to take advantage of the expert information on the
environment.

Algorithm 1: Q-Learning on Social Policy

1 Input Q-Table Q∗(st, at), αi,j

2 Initialize learning rate (β), discount factor (γ)
3 for iteration time: t = 0 : T do
4 if Similarity Index: α

i,j
≥ αmin then

5 Let agent select action (at) as in 9
6 Observe power strategy and reward (rt);
7 Update Q-value, Q̂(st+1, at+1) as in 8
8 end
9 end

10 output: Mean QoE: U(∆
Suj

);

TABLE I: System Parameters

Parameters Values
Channel bandwidth: B 10 MHz
Cell radius: 300m
Neighbour radius: 30m
AGWN: σ2 -174 dBm/Hz
No. of secondary users: Su {10 : 10 : 70}
SINR: ΥSuj

{-5 : 2 : 15} dB
Bit error rate: ΠSuj

10−5

Max transmit Power: Pmax 23 dBm
large scale fading: ϕ 2.8 dB
Min Similarity index: αmin 95%
Learning rate: β 0.1
Discount factor: γ 0.4
Iteration: 10000
Episodes: 500

V. RESULTS AND ANALYSIS

This section presents simulation results to substantiate
the proposed solution. The implementation of our proposed
scheme is performed on MATLAB. We considered that a PU
occupies a single channel bandwidth with a target SINR set
at 10 dB. Both SUs and PUs are randomly distributed within
a macrocell radius 300m. In the proposed RL model, each
newcomer SU is a learning agent who is expected to choose an
SINR from a finite set based on its power allocation strategy.
The algorithm assumes the same learning rate and discount
factor for all SU’s. The proposed solution was studied through
a Monte Carlo simulation consisting of 10000 iterations per
500 episodes, for which the average results are captured. To
evaluate the performance, our results are compared to three
different RL models from literature, which assumed a similar
system model: independent policy (IP), policy averaging (PA)
[14], and similar traffic policy (STP) [12] algorithm.

A. Impact of Social Similarity on Network performance

Figure 4 shows the variation in the optimal resource allo-
cation results attained by an expert and leaner agent using the
IP and proposed algorithm, respectively. The results compare
the learning efficiency of both algorithms under strict SINR
requirements. It is seen that the learner agent achieves about
a 3% increase in mean QoE score at SU = 10 and about 2.4%
at SU = 30 when comparing the median of their distributions.
Even with a slightly skewed distribution for the learner agent
when SU = 30, it still attained a much higher mean QoE
score due to the shared knowledge of highly social expert
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Fig. 4: Performance evaluation of SU newcomer learning using the RL social-aware policy resource allocation scheme
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Fig. 5: Performance of social-aware policy under quasi-static channel condition with increasing SU density. The proposed
scheme is evaluated based on (a) average convergence, (b) average data rate, and (c) congestion ratio

agents. The results clearly show that the proposed algorithm
can maximise reward even for sparse user density with fewer
social agents. The expert and learner agent also achieved a
median SINR score of (-1, 1) dB at SU = 10 and (3, 3) dB
at SU = 30, respectively, all within the required constraints.

B. Impact of User Density on Network Performance

From Fig. 5a, it is observed that the newcomer SU utilises
the social awareness of its environment to achieve lower
average convergence. It shows that the number of iterations
needed to achieve convergence reduced by about 60% on all
use cases when compared to the IP algorithm. It is also worthy
of note that the issue of fewer social agents is seen when SU
= 10 since it takes the proposed algorithm slightly longer to
converge.

In further evaluating the performance, Fig. 5b shows the
average data rate of an agent for various algorithms. In
retrospect, the proposed solution achieved a lesser average
data rate compared to the IP algorithm despite its lower
convergence rate. However, this trade-off is expected given
the relevance placed on exploitation over exploration within
the network environment. Compared to the PA algorithm, the

proposed algorithm performance slightly better, with few dips
in performance at SU = 10 and 40.

Figure 5c tells about the congestion level of the network.
It shows the performance of the algorithms as the number
of scheduled users increases. However, this can also be an
indicator for mobile operators to admit more users to the
network given a predefined allowable congestion rate.

C. Impact of RL model on Network Performance

Figure. 6 shows the mean QoE achieved under different
RL models by the learning agent for four different user de-
ployment use cases. It is observed that the proposed algorithm
easily outperforms PA and STP algorithms, while match IP
in performance, with both having similar distributions and a
median score of 20.44 at SU = 10. The IP algorithm performs
best in sparse use cases, however, other algorithms can match
its QoE performance in more dense user deployment use
cases, such as at SU = 50 and 70.

Thus, the onus is on the network operator to decided
the best learning policy for users upon spectrum request.
This may depending on key performance indicators, such as
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Fig. 6: QoE performance evaluation under different resource allocation policies

convergence rate, congestion rate, spectrum availability, and
user QoE.

VI. CONCLUSION

In this study, we have investigated the uplink of a single-
tier 5G communications network to address the interference
that arises from spectrum re-use amidst growing demand.
A QoE-aware Q-learning resource allocation algorithm is
proposed to measure the QoE of secondary users that seek
to coexist on the same frequency band as the primary user,
howbeit under strict power and SINR requirement. The QoE
problem is formulated as a utility maximisation problem with
a cost function to mitigate interference to the primary user.
A social similarity index is used to establish the likelihood
of possible association between users. A social-aware policy
is proposed for optimal resource allocation, which allows
a newcomer secondary user to leverage the knowledge of
socially experienced users to improve its QoE. The simulation
results show that the proposed solution outperforms other
RL algorithms, although with few exceptions. The trade-off
of the proposed algorithm is between the exploration and
exploitation of the learning environment, which affirms the
need for balance even within model-free RL systems.
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Abstract—The critical challenge of deploying massive
machine-type communication devices (MTCDs) on the cellular
network without proper access control leads to severe congestions
and network overload. The introduction of clustering of MTCDs
within the macro cell helps to reduce network overload. However,
an attempt to reduce network overload could lead to an increase
in the energy consumed by MTCD during the random access
procedure. To meet the latency requirement of MTCDs at
reduced energy consumed, we propose an evolutionary game-
based random access scheme. This scheme combines MTCD
clustering and an effective access mode selection using the
evolutionary game to distribute access requests. Thus, it enables
the reduction of congestion in the network while reducing the
energy consumed. Performances of the Evolutionary game-based
access scheme show an improvement in the delay and energy
consumed when compared to the ordinary Access Class Barring
(ACB).

Index Terms—Massive access, Random access, Evolutionary
Game, Energy consumed, Cellular network.

I. INTRODUCTION

Machine Type Communication (MTC) has become an
important component of the Internet of Things (IoT) sys-
tems as it enables automated communication of Machine
Type Communication Devices (MTCDs) with little or no
human input. The existing cellular networks play a crucial
role in providing the necessary platform for the connectivity
of MTCDs. However, in contrast to the mostly downlink
cellular traffic, machine-type communication (MTC) traffics
are uplink-dominated. Also, their small data size means that
they can be transmitted during the random access (RA)
procedure. Nonetheless, the massive deployment of MTCDs
over cellular infrastructure will require the densification of
these devices. These will bring about technical challenges
such as congestion and network overload especially over the
air interface where random access is performed. Due to the
limited air interface resource which is the random access
channel (RACH), the massive number of MTCDs will also
lead to waste of resources, quality-of-service (QoS) degrada-
tion, and in extreme cases, it may cause service unavailability.
Furthermore, the requirement that MTCDs depend mostly
on battery power, raises the concern of an increase in the
energy consumed by these devices during Random Access
(RA) procedure [1]. Consequently, there is a need for efficient

eNB

Cluster Head 

cMTCDs

dMTCD

MTCD to Cluster head Link  

MTCD to eNB Link  

eNB

CH𝑳

CH𝑳

CH𝑳

Fig. 1: Illustration of a Random Access Network

control of massive access of MTCDs to allow for fair network
access by these devices. The requirement to optimize the
connectivity of MTCDs over cellular networks to meet their
latency requirement at reduced energy is the focus of this
paper.

To alleviate network overload and congestion at reduced
energy consumed, we propose an evolutionary game-based
access scheme. In this scheme, MTCDs are clustered to
reduce the number of access requests arriving at the evolved
node B (eNB). Considering that MTCDs are self-interested
and aim to improve their performance, we introduce an
evolutionary game that enables the analyses of the behaviour
of MTCDs and optimizes the access selection thereby
connecting devices to meet their latency requirement which
reduces the energy consumed. Since MTCDs are considered
to be with bounded rationality, the evolutionary game-based
model is suitable for its key features of simplicity and
requiring a limited amount of information among devices for
decision making. The access scheme tends to balance MTCD
access requests among the eNB and their respective cluster.
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II. RELATED WORK

Several schemes have been put forward to tackle the
problem of congestion during RA procedure with 3rd
Generation Partnership Project (3GPP) coming up with
standards that are mostly inefficient during massive access
but have constantly been improved upon and used for the
design of other schemes [2]. The authors in [3] proposed
an optimal scheme that dynamically adjusts the access class
barring (ACB) factor and the number of RACH resources
among clustered MTCDs. However, ACB schemes are
limited in performance during massive access. Also, the
energy consumed was not considered in the research. An
investigation was done by [4] on the impact on the RACH
procedure when a massive number of MTCD try to access the
radio access network. They evaluated mixed traffic scenarios,
one with only MTCDs and the other with a mixture of
MTCD traffic and VoIP traffic. They concluded that massive
access diminishes the RACH resources and the situation is
worsened with the combination of other types of traffic.

A review of the various challenges associated with the
support of massive access in cellular communication systems
was done in [5]. They analysed common approaches proposed
in literatures and deduced that clustering would assist in
addressing the problem associated with PRACH overload.
The author in [6] proposed a two-stage radio access scheme
to alleviate collision for MTCDs while [7] subscribed for a
3GPP ACB and separate RACH access scheme. Both authors
implemented a form of clustering in the access scheme to
control access to the eNB which reduces congestion in the
PRACH. The drawback in their scheme was the inadequacies
during massive access and the lack of consideration for
the energy consumed. The impact of MTCDs massive and
simultaneous access of LTE network was studied in [8]. They
analysed five of the 3GPP access schemes namely ACB,
Separate RACH, Backoff Access, Dynamic RACH allocation,
and Slotted Access scheme. Although they concluded that
slotted access performed optimally. However, it does not
meet the QoS requirement of MTCDs because they are
required to perform the RA procedure only during their
allocated slot. The next optimal was the ACB scheme as
it gives room for MTCDs to meet their QoS requirement.
The shortcoming in the authors’ analysis is that they did not
consider the energy consumed.

The authors in [9] separated the PRACH resources (Pream-
bles) into three portions; Human type users, machine type
users, and a hybrid of both users. Giving priority to the
human-type users, they dynamically allocated the third slot
using a game-theoretic framework to any of the two types
of users as their various congestion increases. Their scheme
did not consider the QoS requirement of critical MTCDs
neither did they analyse the energy consumed by the MTCDs.
A prioritized energy-efficient RA scheme for stationary IoT
networks utilizing timing advance value was considered in
[10]. The collision and average energy consumed by MTCDs
were shown to improve under a practical simulated envi-

Fig. 2: Illustration of the preamble reservation technique
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Fig. 3: Illustration of the clustered random access procedure

ronment. The scheme gave priority to MTCDs farther away
from the eNB over those closer without considering the QoS
requirement of the latter. The authors in [11] proposed an
evolutionary game-based ACB algorithm that helps MTCDs
alleviates congestion and eliminate substantial defects on the
ordinary ACB scheme. However, the energy consumed by
MTCDs and the QoS requirements of the MTCDs were not
considered. Therefore, we tackle the issues of congestion and
the energy consumed in the RA process by using an effective
clustering and evolutionary game-based access scheme that
reduces the access delay and energy consumed of critical
MTCDs thereby meeting their QoS requirement.

III. SYSTEM MODEL

We consider a single cell random access MTC served
by an eNB where MTCDs are clustered as illustrated in
Fig. 1. The MTCDs are classified into two types which are
delay˙tolerant (dMTCDs) and critical MTCDs (cMTCDs).
The RA procedure is as described in [12], however, preambles
(ρ) are reserved for clustered access (δ) as shown in Fig.2.
MTCDs are grouped into clustered with critical MTCDs
allowed to access the δ preambles or transmit their preamble
request directly to the eNB. We denote the cMTCD accessing
the eNB as a cluster represented by e. The packet generation
rate in a cluster for dMTCDs and cMTCDs follows a Poisson
process at a rate of λd,k and λc,k, respectively. To distribute
access requests while considering the delay requirements of
MTCDs, each cluster is designed to have a cluster head. The
cluster head (CHL) is given the responsibility to initiate the
RA procedure on the behalf of the group as shown in Fig. 3
[13]. MTCDs that send access requests directly to the eNB
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do so using power ramping. This gives incentives to MCTDs
not to perform their access request directly to the eNB as it
will require higher preamble transmit power.

IV. CLUSTERING AND RANDOM ACCESS PROCESS
ANALYSIS

To mitigate the effect of collision and meet the require-
ments of the different MTCDs, we design a scheme that gives
cMTCDs the option of transmitting their access request either
through the cluster head with a little delay or directly send
their access request to the eNB which requires more preamble
transmit power due to the implementation of power ramping.
The scheme distributes access requests thereby reducing the
number of such requests arriving at the eNB. The MTCDs are
cluster in to K clusters where K = {1,2,3,..., k+1 }. We define
a set of dMTCD in a cluster asNd,k whereNd,k = {1,2,3,...dk
}. The set of cMTCD is also defined as Nc,k where Nc,k =
{1,2,3,..., ck }. A cluster head selection is implemented using
the residual energy and the channel gain of the MTCDs within
a cluster. The latency requirement of devices is taken into
consideration when redistributing access requests between
the eNB and the cluster head using the Evolutionary Game-
based access selection mechanism. This enables the scheme
to meet the QoS requirements at a reduced energy consumed
for the devices within a cluster. The scheme is illustrated in
three parts, namely, MTCDs clustering/cluster heads selection,
random access and energy Consumption analysis, and the
Evolutionary game-based access selection mechanism.

A. Clustering and Cluster head Selection

The MTCDs are clustered to reduce the number of concur-
rent channel access requests and increase the lifetime of the
clustered MTCDs through less collision and lower preamble
transmit power. However, the lifetime of the cluster head will
be affected due to the increase in energy consumed in listening
to the channels and initiating access requests. As illustrated
in Fig. 2, for the purpose of cluster access a set of preambles
is assigned for the use of intra-cluster access. The set of
preambles can be used by other clusters due to the principles
of preamble reuse [14]. The cluster head selection is based on
a weighted cost function Aw as derived in [15].The clustering
and cluster head selection is as shown in Algorithm 1.

Algorithm 1 Clustering/Cluster heads selection Algorithm
1: Set maximum number of cluster k
2: Cluster MTCDs
3: Countdown 20secs
4: if Count == 0
5: For each cluster Calculate Aw

6: For each cluster CHL == Aw

7: end if
8: output cluster, cluster head.

B. Random Access and Energy Consumption Scheme

We analyse the delay and average delay on the MTCD
and its cluster with the understanding that MTCDs which
access preamble directly through the eNB can be regarded

as being in a cluster. When MTCD sends access requests
to the cluster-head or eNB there will be collision as the
number of MTCD increases. The probability of collision [4]
of the RACH process for the cluster-access and eNB-access
respectively can be calculated as:

Qj,k= 1− e−
λj,k
βρ , j ∈ {Nd,k ∪Nc,k},∀k ∈ K, k 6= e, e ∈ K.

(1a)

Qc,e= 1− e−
λc,e
β(ρ−δ) , c ∈ {Nc,k},∀e ∈ K, k 6= e, e ∈ K.

(1b)

Where β denotes the total number of random access
opportunities per second. The operation of the RA process is
divided according to the mode of the MTCDs (i.e. Idle, trans-
mission, and receiving modes). The RA process as described
in [12] outlines stages of preambles exchanges. We assume the
preamble requests are initiate immediately MTCDs generate
data. The time taken to transmit message 1 and 3 is T1 and
T3, respectively. Tp is the time taken when the MTCD pause
before going into receiving mode, while the time taken to
receive message 2 and 4 is denoted by T2 and T4, respectively.
Tidle is the idle time of the device. The access delay for
cluster-access and eNB-access is given by

Dj,k=
T1 + T2 + T3 + 2(Tp)

(
∑α
j=1Qj,k)

+
T1 + T2 + T3 + T4 + 2(Tp)ψ

(1−Qj,k)
,

(2a)

Dc, e= T1 + T2 + T3 + 2(Tp)
(
∑α
c=1Qc,e)

+
T1 + T2 + T3 + T4 + 2(Tp)ψ

(1−Qc,e)
,

(2b)

where PreambleTransmax (αmax) defines the maximum
number of preamble re-transmission a MTCD can attempt
after experiencing collision at the PRACH during eNB-access.
we define α as the preamble collision counter where α =
{1,2,3,..., αmax }. ψ is binary function that indicate conges-
tion in the eNB-access. We express this function mathemati-
cally as:

ψ =

{
1, if α

0, otherwise

The power consumed during the RA process for the idle,
transmission, and receiving modes can be denoted by Pidle,
PPRACH , and Pr respectively. While the MTCD circuit
power is denoted by Pcir. We assume that the MTCDs are in
an idle mode when not transmitting or receiving preamble
messages. The power consumed for transmitting preamble
[16] is given by

PPRACH = min{PMAX ,Ptarget + PL}, (3)

where PMAX is the maximum configured MTCD transmit
power, while pathloss (PL) and the target power (Ptarget)
respectively are given by

Southern Africa Telecommunication Networks and Applications Conference (SATNAC) 2021 Page 57



PL= 35.2 + log dm , (4a)
Ptarget= PPtarget + θ + (%− 1) ∗ ϕ, (4b)

Where Preamble Received Target Power,
Delta Preamble, Preamble Power Ramping Counter, and
Preamble Power Ramping Step are denoted by PPtarget, θ,
%, and ϕ, respectively. The energy consumed by MTCD for
cluster and eNB access respectively are given by

Ej,k =





Dj,k(PPRACH + Pr) + TidlePidle, k = e; k, e ∈ K

Dj, e(PPRACH + Pr) + TidlePidle, j = c, k 6= e,
k, e ∈ K.

(5)

C. Evolutionary Game-based Access

We analyse the evolutionary game-based access scheme for
the effective access of MTCDs. The replicator dynamics is
used to model the strategy adaptation process while evolution-
ary equilibrium is considered as the solution of the formulated
game. The evolutionary game is formulated as follows:

a) Set of players (C): The set of cMTCDs who can
choose among the two access modes are the players of this
game. The dMTCDs are not involved in this game as they are
programmed to access the network via their respective cluster
head.

b) Strategy (s): The strategy is the selection of the
access mode (i.e cluster-access (c) or eNB-access(e)) . Where
(s) = { c, e } corresponds to the selection of an access
mode. The players are interested in selecting a suitable access
medium to meet their latency requirement at a reduced energy.

c) Population: The population is a set of players
(cMTCDs) in the game. The population corresponds to each
cluster-access area or eNB-access area. The total number of
cMTCDs in an access area and the number of cMTCDs
selecting a particular strategy can be denoted by Nk and ns,
respectively. Therefore, the frequency of strategy s used in
the particular population also referred to as population share
is given by

xs =
ns

Nk
. (6)

d) Payoff function: This function quantifies the perfor-
mance satisfaction level of a potential cMTCD strategy s
which depends on the delay and the preamble transmit power
Ptr of the cluster-access or eNB-access. The first component
measures the utility of the cMTCDs in selecting an access
mode, while the second component is the penalty (or reward)
for such a strategy. We use πc(t) to denote the utility of
players selecting strategy s and π̄(t) to denote the average
utility of the said population. The replicator dynamics and
the evolutionary equilibrium can be expressed as follow:

• Replicator dynamics: The replicator dynamics model the
rate of strategy adaptation by which cMTCDs will adapt

their strategy according to the received payoff. This
strategy adaptation by cMTCDs will affect the popula-
tion share leading the population to evolve hence the
evolution of the game. The evolution of the population
can be analysed by the replicator dynamics which is a
set of the ordinary differential equation given by

ẋ(t) = xj(t)(πj(t)− π̄(t)), (7)

where xj(t) denote the population of cMTCDs in a
cluster selecting a strategy s. The utility of a cMTCD
πj(t) = U(Ej,k) while the utility of the of the population
π̄(t) = E[Ej,k]

• Evolutionary equilibrium : The Evolutionary equilibrium
is considered as the solution to the game where the
proportion in each access group will be stable. When
this stable point is reached, the payoffs of all cMTCDs
in a cluster are identical and they will not be willing to
change their access mode.

V. PERFORMANCE EVALUATION

The simulation was carried out according to the parameters
highlighted in Table 1. MTCDs were designed to generate
a maximum of 25 packets per second. We assumed that
access requests are sent immediately after they are generated,
therefore, no idle time between access generation and access
requests. This is done to simulate the massive nature of
MTCDs. ACB was implemented at the cluster for dMTCD
and power ramping is implemented at the cMTCD to eNB
access. We cluster the MCTDs into twenty (20) clusters
based on the work in [15]. The clustering and cluster head
selection was done as specified in Algorithm 1. We set δ =
18 . The percentage of dMTCDs and cMTCDs is as indicated
in Table 1.

Algorithm 2Evolutionary Game-based Random Access
Algorithm
1: Initialize MTCD in terms of dMTCD and cMTCD
2: Execute Algorithm 1
3: Initialize ALL dMTCD to perform RA through the
cluster-access
4: Initialize cMTCD˙pick randomly to pick either 1 or 2.
5: if cMTCD˙pick = 1
6: cMTCD perform eNB-access
6: else if
7: cMTCD˙pick = 2
8: cMTCD perform cluster-access
9: end if
10: Calculate Enk , xs, πc, π̄ and ẋ
11: if ẋ 6 0
12: Remain in initial Access mode
13: else if
14: Change in initial Access mode
15: Perform Evolutionary Game according to the utility
function to achieve equilibrium
16: end if
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A. Performance Metrics

The key performance indicators were evaluated to obtain
our simulation results which show the effectiveness of our
proposed scheme to that of the ACB scheme. The aim is
to meet the QoS requirement of cMTCDs. The following
parameters were evaluated:

• Average MTCD Access delay: The average time it takes
for each type of MTCD to generate an access request to
the time this request is either successful or failed. This
access request can either be from the MTCD to the eNB
or through the CHL to the eNB.

• Average Energy Consumed: The average energy
consumed by MTCDs during the RA process (i.e,
request generation inclusive). As mentioned earlier it is
for both successful and failed access.

TABLE I: SIMULATION PARAMETERS

Parameter Values
PRACH configuration Index 5
Number of Preambles 54
PreambleTransMax (αmax) 5
ACB factor (Q) variable
Back off time (TK) 10subframe
Number of resource block per slot 6RBs
Max MTCD transmission Power 23dBm
Power ramping Step 2dBm - 6dBm
MTCD circuit power 10dBm
% of dMTCD 60
% of cMTCD 30
Pathloss( MTCD to CHL) 127 + 30log10 d, d in km

[17]
Pathloss(MTCD to CHL) 35.2 + 35log10 d, d in km

[10]

B. Performance Result

The effectiveness of our simulation result is shown in
comparison with the ACB scheme. We concentrate on
the QoS of cMTCDs as we wish to appraise the effect
of massive access on the delay and energy consumed
by cMTCDs. The results as presented in Figs. 4, 5, and
6 shows the effect of the aforementioned performance
metrics given 20 cluster formations. When considering
the average delay for 20 cluster formation, our evolu-
tionary game-based access scheme outperforms the ACB
scheme especially as the number of MTCDs increases.
In Fig. 4, the access delay for our scheme raised from
around 7.24ms with 200 MTCDs to 114.81ms with
2000 MTCDs while for the same number of MTCDs the
access delay of the ACB scheme raised from 10.45ms to
150ms. We also observed higher energy consumed for
the ACB scheme compared to our scheme.
The dynamics of the utility for eNB-access and clustered-
access modes is shown in Fig. 6. The evolutionary
equilibrium was attended for each type of access which
is that stable utility where no MTCDs will change their
current access mode. This is the case as changing access
mode at this stage will not yield to a higher utility for
the said MTCD.

Fig. 4: Average delay for evolutionary game-based access and
ACB access for 20 clusters

Fig. 5: Average energy consumed for evolutionary game-based
access and ACB access for 20 clusters

Fig. 6: Average utility for evolutionary game-based access and
ACB access for 20 clusters
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VI. CONCLUSION

In this paper, we have proposed an Evolutionary game-
based access scheme that redistributes access requests
of MTCDs thereby improving the delay and energy
consumed of MTCDs in comparison with the 3GPP ACB
scheme. The choice of evolutionary game was due to its
low complexity considering that MTCDs require their
battery life to last for 10 years when deployed. We
clustered MTCDs into 20 cluster formations and using
power ramping and evolutionary game-based access, the
QoS of MTCDs was achieved at reduced energy con-
sumed. Future research direction will be geared towards
applying suitable machine learning to give the MTCDS
some degree of intelligence at reduced complexity.
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Abstract—The 5G mobile networks are required to meet the
ever-increasing user demands. However, the rise in the user
density accompanied by diverse user requirements places a
heavy burden on the existing multiple access techniques, their
complexity, and the tractability of mobile networks. Conse-
quently, this leads to the optimum system capacity problem
faced by the networks and experienced by the users. Motivated
by this shortcoming, a deep neural network (DNN) based non-
orthogonal multiple access (NOMA) model for virtualised 5G
premised on the power-domain variant of NOMA is presented
in this study. Thus, a network resource allocation problem is
formulated as a capacity maximisation optimisation problem
and decomposed into a user-pairing and joint power-radio
resource allocation problem. The coverage area of the macrocell
is segmented and users are categorised and paired according to
geographical location. Also, a power splitting factor is introduced
in the allocation of transmit power. The DNN-NOMA based
model is trained with data captured by over 200, 000 runs of
Monte-Carlo simulations for different network scenarios. We
compare the performance of the DNN-NOMA based model with
the traditional NOMA scheme. Our findings reveal that the
DNN-NOMA based model outperforms the traditional NOMA
scheme.

Index Terms—NOMA, DNN, 5G, capacity, user-pairing

I. INTRODUCTION

Cisco reported [1] that by 2023, there would be 3.6 net-
worked devices/connections per person and nearly 10 devices
and connections per household, leading to a projection of
30 billion networked devices by 2023, up from 18.4 billion
in 2018. Consequently, the explosive growth rate will place
huge capacity burdens on mobile networks. However, the
fifth generation (5G) networks will play a critical role in
meeting the growing and diverse demands of these futuristic
subscribers [2]. Also, the 5G networks are expected to meet
various requirements of verticals such as latency, security, data
rates, energy consumption, reliability, massive connection.

The two broad approaches to 5G network research are:
the evolutionary and the service-oriented views [3]. In the
evolutionary approach, new technologies such as massive-
user MIMO, beamforming, new multiple access technique
(such as non-orthogonal multiple access (NOMA)) are em-
ployed to enhance network performance. The service-oriented
view entails redesigning the architecture of the 5G network
and therefore adopts technologies such as cloud computing,
network function virtualisation (NFV), and network slicing
(NS) [4]. Motivated by the increasing number of users/devices
and the growing reliance on the mobile network for human

transactions during and post-COVID19 pandemic, in this
work, both approaches are applied to solve the optimum
capacity problem of a 5G slice network. The viewpoint in this
study is to implement a 5G slice network in a deep learning-
based NOMA environment.

In NOMA, the idea is to assign more than one user at
the same time to a resource block which can either be a
time slot, a sub-channel, or a spread code. Hence, it meets
the requirements of massive connectivity and higher spectrum
efficiency. Moreover, users are distinguished by their power
levels, which is made possible by employing successive inter-
ference cancellation (SIC) both at the transmitter and receiver
[5], [6]. However, in orthogonal multiple access (OMA), users
are assigned resource blocks that are orthogonal in time, code
space, frequency in such a manner to prevent interference.
Unlike NOMA, in OMA systems, a resource block is assigned
to only one user irrespective of the user’s channel conditions.
Figure 1 illustrates the NOMA environment.

User 1

User 2

User 1

User 2

Frequency
Time

Power
User 1 NOMA DL

User 2 NOMA DL

Fig. 1. Illustration of NOMA.

Although NOMA improves network performance such as
the number of connections, spectral efficiency, nevertheless
it requires high computational power and complex SIC algo-
rithms. Additionally, the increasing diversity and complexity
of mobile network architectures have made the designing,
monitoring and operation of resource allocation schemes in-
tractable. Therefore, incorporating the intelligence of machine
learning is imperative to keep mobile networks efficient and
automated [7]. Moreover, with the recent breakthroughs in
deep neural networks (DNN) and the rapidly decreasing
cost of graphic processing units and tensor processing units,
DNNs can be applied to NOMA systems to enhance network
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intelligence, reduce the required computing power and com-
plexity of SICs in the implementation of NOMA systems
[8], [9]. Additionally, DNNs possess powerful learning and
universal approximation abilities, and to this end, they can
simulate complex communication systems [10]. DNNs have
the capability of handling geometric data (i.e., multivariate
data) of mobile networks [7]. In this work, DNN is engaged in
the pairing of mobile users, channel estimation, and resource
allocation in a NOMA-based slice network to optimise the
network capacity and eventually spectral and energy efficien-
cies.

A critical problem in the implementation of network slicing
in virtualised multi-tenancy environment is the challenge of
optimum system capacity. The key contributions of this paper
are as follows :

• A DNN-based NOMA resource allocation model is
proposed to achieve optimum system capacity utilisa-
tion. The DNN-based NOMA resource allocation model
carries out channel estimation, pair slice users, and
allocates network resources. The inputs features of the
model consist of the coordinates of the slice user, the
power budget of the gNodeB, and coverage radius of the
gNodeB.

• An optimal system capacity optimisation sliced network
in a virtualised multi-tenant environment is formulated.
Moreover, we employed an efficient pairing scheme to
associate certain slice users to the same radio resource.
An efficient and yet simple power allocation strategy that
relies on slice user positioning is proposed.

• The system capacity is investigated by varying network
parameters such as the cell radius, power budget of the
gNodeB, number of cell users, and convergence of the
model.

• A DNN-based NOMA resource allocation model is pro-
posed to enhance network capacity, and compared with
a traditional NOMA approach.

II. SYSTEM MODEL

A. General Model

We describe the system model considered in this paper,
as depicted in Fig. 2. The considered scenario assumes the
downlink of a single-tier network whose physical resources
are owned by an infrastructure provider (InP). The InP pro-
vides services to a set of mobile virtual network operators
(MVNOs) H = {h|h ∈ N , 1 ≤ h ≤ |H|}. Each MVNO,
h ∈ H is uniquely independent of each other; that is, h ̸= h

′
,

and h has its own set of network slice use cases, Sh, it offers
to its slice users. However, Sh = {E∪M}, in which E denotes
the eMBB slice user case and M indicates the mMTC slice
use case. It is essential to state that the users of an MVNO,
h, are categorised according to their requested slice use case
{E ∪M} and geographical position in the multi-tier network.
The system bandwidth is composed of equal-sized physical
resource block RBs in the frequency domain.

Power
Levels

Frequency

Fig. 2. Illustration of the system model.

B. Slice User Categorisation

Considering the slice use-case requested by QoS require-
ment and the geographical location of the users, we categorise
users into three:

1) Cat. I: Eh,n is the set of eMBB users belonging to
MVNO h, nearest to the gNodeB, i.e., lies within a
distance range 0 ≤ dn. In addition, the set of users
requesting mMTC slice belonging to MVNO h nearest
to the gNodeB, i.e., lies within a distance range 0 ≤ dn,
is denoted by Mh,n.

2) Cat. II: The set of MVNO h eMBB users in the
coverage of a macro cell, however fairly distant from
the gNodeB within the distance range dn < d ≤ dm,
is denoted as Eh,m and similarly, Mh,m for the set of
mMTC slice users.

3) Cat. III: For the set of slice users belonging to MVNO
h, that is beyond distance dm from the gNodeB, is
denoted as Eh,f . Likewise, Mh,f denotes the set of
mMTC slice users which are beyond distance dm from
the gNodeB.

The Categorisation of slice users according to their geo-
graphical location plays a critical role in the pairing of users
allocated to the same resource.

C. Channel Model

Specifically, our paper draws on the downlink of a single-
tier NOMA-based system model given in [11], [12]. Without
loss of generality, we assume mMTC and eMBB slice users
are static and moderately mobile users. We consider a slice
user ih with a path loss in dB given as [13]

ρi,j,h = 30 + 35 log(di,j,h), ∀ ih ∈ {Eh,j ,Mh,j},
j ∈ {n,m, f}, (1)

where di,j,h denotes the distance in metres of the slice user,
ih, belonging to MVNO, h within the distance range, j ∈
{n,m, f}. For clarity, n,m, and f are from the categorisation
in subsection II-B. Γi,j,h denotes the channel gain of a slice
user which belongs to an MVNO, h, and given as,

Γi,j,h = 10−
ρi,j,h
10

, (2)
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where ρi,j,h denotes the path loss given (1).

D. Non-Orthogonal Multiple Access (NOMA)

In this work, we consider a power-domain NOMA (PD-
NOMA) system. In PD-NOMA systems, slice users allocated
to the same frequency resource (i.e., PRB) are distinguished
by the respective power levels. The complexity of the SIC
circuitry in decoding users increases as the number of slice
users allocated the same resource increases. However, in
practice, the number of slice users on the same resource is
limited to 3.

For a NOMA system with 3 slice users on a resource block,
such that the channel gains of the 3 users are Γa,n,h, Γb,m,h,
and Γc,f,h, belonging to the same MVNO h, however with
different distances in the categorisation of near, mildly far,
and far, respectively. Employing the SIC, the data rate of the
respective slice users is given as

γi,j,h =





log2(1 +
Pa,n,hΓa,n,h

NoB
), ∀ a, i ∈ {Eh,n,Mh,n},
j = n

log2(1 +
Pb,m,hΓb,m,h

NoB + Pa,n,hΓb,m,h
),

∀ b, i ∈ {Eh,m,Mh,m}, j = m

log2(1 +
Pc,f,hΓc,f,h

NoB + Pa,n,hΓc,f,h + Pb,m,hΓc,f,h
),

∀ c, i ∈ {Eh,f ,Mh,f}, j = f,
(3)

where Pa,n,h, Pb,m,h, and Pc,f,h denote the downlink transmit
power for users ia,n,h, ib,m,h, and ic,f,h, respectively. Herein,
Γa,n,h > Γb,m,h > Γc,f,h and Pa,n,h > Pb,m,h > Pc,f,h
according to the principles and concepts of NOMA.

III. PROBLEM FORMULATION

In this section, the problem of maximum capacity in
a multi-tenant single-tier virtualised 5G Network in a
network slicing scenario is examined. To fully maximise the
capacity of the network, we formulate a joint power-resource
allocation problem in (4).

max
Pi,j,h,αi,j,c

∑

h∈H

[ ∑

c∈C

∑

ih∈Ih

αi,h,c Bc,h γi,j,h
]

(4)

s.t.
C1:

∑

ih∈Ih

αi,h,c = k, ∀ h ∈ H, ∀ c ∈ C, 2 ≤ k,

C2:
∑

h∈H

∑

c∈C

∑

ih∈Ih

αi,h,c Bc,h ≤ kB, 2 ≤ k,

C3:
∑

ih∈Ih

αi,h,cPi,j,h ≤ Pc, ∀h ∈ H, ∀c ∈ C, j ∈ {n,m, h},

C4:
∑

h∈H

∑

c∈C

∑

ih∈Ih

αi,h,cPi,j,h ≤ Pmax, j ∈ {n,m, h},

C5: Pi,j,h ≥ 0, ∀ih ∈ Ih, ∀h ∈ H, j ∈ {n,m, h},

C6: αi,j,h ∈ {0, 1}, ∀ih ∈ Ih, ∀h ∈ H, j ∈ {n,m, h},

The throughput of each MVNO is the summation of the
throughput of the three categories of slice users explained in
subsection II-B and therefore, the network’s total throughput
is the maximisation of the several MVNOs throughput
which is given in the objective function of (4). As shown in
(4), Ih = {Eh,n ∪Mh,n ∪ Eh,m ∪Mh,m ∪ Eh,f ∪Mh,f}.
B and C denote the PRB size and set of PRB. Constraint
C1 ensures the total number of users allocated the resource
block does not exceed the defined threshold k. For NOMA
systems, to reduce the complexity of the SIC circuitry k,
is usually set at values not greater than 3. Constraint C2
ensures that the bandwidth capacity of the gNodeB is not
exceeded. Moreover, C2 takes into consideration the number
of users allocated to the same resource block. Additionally,
constraint C3 ensures that the transmit power limit for each
resource block is not violated by the users allocated the
same resource block. Similar to C3, constraint C4 ensures
the power budget of the gNodeB is not exceeded. Constraints
C5 and C6 ensure the transmit power Pi,j,h is a positive
quantity and the resource allocation variable αi,j,h is either
0 or 1. The value of αi,j,h is 1 if and only if the resource
block is allocated to a particular user and 0 otherwise.

IV. PROPOSED SOLUTION

In this section, we present the detailed description of
the proposed solution to the maximum capacity resource
allocation problem in a NOMA-based virtualised network
stated in (4). First, we perform the user-pairing process which
is critical to the operation of the SIC in NOMA systems.

A. User-Pairing Process

We propose a user-pairing scheme that segments the gN-
odeB’s coverage area into k regions, where k is the number of
users that can be paired to the same resource (i.e., PRB in this
case). Moreover k ≥ 2, however, to reduce the complexity
of the SIC circuitry, it is such that 2 ≤ k ≤ 3. This is
illustrated in Fig. 3. The pseudo-code of the user-pairing
scheme is described in Alg. 1. Furthermore, we simplify
(4) by transforming the objective function into a tractable
expression. The transformed expression is a summation of
the capacity of the MVNOs in the network. The power
allocation is critical to the capacity maximisation in NOMA-
based systems.

B. Joint Power-Radio Resource Allocation Scheme

A joint power-radio resource allocation scheme is proposed
that takes into consideration the constraints in (4) to ensure the
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Fig. 3. Coverage region segmentation for the user-pairing.

Algorithm 1 User-Pairing Scheme
1: Segment the coverage area into k
2: Set the distances threshold for k segment
3: Create a pairing table (PT)
4: for h← 1 to |H| do
5: Determine the distance of users from the gNodeB
6: for c← 1 to |C| do
7: Pair users from different segments in step 6
8: Update the PT
9: end for

10: end for
11: return PT

efficient allocation of both transmit power and radio resource
blocks to slice users. The power allocation to slice users is
dependent on the location of the slice users and the application
of a power-splitting factor, βq . The power-splitting factor is
dependent on the number of distance segments described in
subsection IV-A, such that,

k∑

q=1

βq ≤ 1, βq ∈ {0, 1}. (5)

The pseudo-code of the joint power-radio resource alloca-
tion scheme is given in Alg. 2.

Algorithm 2 Joint Power-Radio Resource Allocation Scheme
1: Set the number of resources C
2: Set the power-splitting factor β = {β1, β2, · · · , βk}
3: Set the Power budget of the gNodeB, Pmax
4: for h← 1 to |H| do
5: Set the max. power for each PRB, Pc

Pc = Pmax/|C|
6: Attribute βk to users based on their distance threshold

7: for c← 1 to |C| do
8: For users paired: Pi,k,h = βqPc
9: end for

10: end for

C. DNN NOMA-Based Model

Deep learning is a branch of machine learning that employs
neural networks (otherwise known as DNNs) as function
approximators, with a particular emphasis on stacking many

layers of structurally similar components such as neurons,
activations, biases, weights, and layers in order to define
the multilayer perceptron (MLP), a simple model that is
iteratively composed of these basic components [14]. As
illustrated in Fig. 4, the DNN is made up of many hidden
layers whose weights are trained by the data set feed into the
DNN. In this work, our DNN-NOMA based model is designed
following the stages depicted in Fig. 5..

Fig. 4. DNN with hidden layers [15].

Data
Acquisition

Data 
Cleaning

Model
Training &
Building

Model
Testing

Model
Deployment

Test 
Data

Fig. 5. DNN NOMA based model generation process.

1) Data Acquisition: Herein, the data used in modeling
the DNN-NOMA based model is generated with the aid of
the Monte Carlo process (i.e., over 200000 runs) in MATLAB
environment. The deployment of the NOMA-based network
was performed in the MATLAB environment, with several
scenarios of network simulated to determine an average
value of the network performance metric. Furthermore, the
throughput of each user per scenario is captured in the data
set. The input data is of the form given by

input = {δ1, δ2, δ3, δ4, δ5, δ6}, (6)

where δ1 and δ2 denote the position coordinates of the user;
δ3 and δ4 denote the coverage radius and number of users in a
cell. The power budget and resource capacity of the gNodeB
is denoted as δ5 and δ6,respectively. The throughput of each
user is represented as δ7 is the target in this case. The data is
stored in CSV format.

2) Data Cleaning: The cleaning process in this work is
performed in a python pandas environment. The cleaning is
done using data wrangling to clean null cells and other data
engineering processes.
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3) Model Building and Training: In building the model,
we employed the tensorflow framework [16], keras [17],
and scikit-learn libraries [18] in a python environment. The
model is designed using a sequential model owing to its
simplicity with 3 hidden layers. Each layer is made up of
6 rectified linear unit (relu) [19] activation neurons. Owing
to the large data set used in training, a batch mode technique
of capturing the data set is employed, with the epoch set at
300. We chose an Adam-based optimization algorithm [20]
which can replace the classical stochastic gradient descent
owing to fast convergence, superior handling of memory and
sparse gradients. It is a first-order optimisation algorithm that
optimises the loss function by iteratively updating the weights
of the neurons based on the training data. A simplistic pseudo-
code of Adam optimiser is described in Alg.3.

Algorithm 3 Adam Optimiser
1: Initialise moment vectors
2: i← 0 Initialise step
3: while Parameters not converged do
4: i← i+ 1
5: Get gradients at step i
6: Update biased moment estimates
7: Compute bias-corrected moment estimates
8: Update parameters
9: end while

4) Test Data: Using the train-test-split technique from
sklearn libraries, we split the data set into training and test
data. In this work, 70% of the data set is used for the model
training and the remaining 30% is then used for performing
the test process.

V. RESULTS AND DISCUSSION

In this section, we evaluate the performance of the DNN-
NOMA based model in a python environment. We considered
a single-tier network with one MVNO. The slice users were
uniformly distributed across the coverage of the gNodeB. The
gNodeB is assumed to have a bandwidth capacity of 5MHz
(i.e., 25 PRBs). Besides, the proposed scheme can be deployed
in networks with larger bandwidth size.

A. Impact of Power Budget on Network Capacity

First, we investigate the performance of the DNN-NOMA
based model with number of slice users set at 14 and cell
radius varied at 500m and 750m, respectively in Fig. 6.
We observe that network throughput increases as the power
budget increases. Moreover, the DNN-NOMA follows the
same increasing trend as that of the NOMA based scheme.
However, the DNN-NOMA based scheme outperforms the
NOMA scheme.

B. Impact of Number of Slice users on Network Capacity

Figure 7 presents the impact of the slice user on the total
network throughput. In Fig. 7, we set the power budget of
the gNodeB to 40W and the coverage radius of the cell to
150m, while the number of slice users is varied. From Fig. 7,
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Fig. 6. Impact of power budget on network capacity.

we can observe that the total network throughput increases as
the number of slice users increases. This is as a result of the
increase in the demand for radio resources by users on the
network. Moreover, the DNN-NOMA follows the increasing
trend of the NOMA scheme.
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Fig. 7. Impact of number of slice users on network capacity.

C. Impact of Cell Radius on Network Capacity

Figure 8 shows the impact of the cell radius on the
network throughput. Herein, we vary the cell radius from
100m to 500m and set the number of slice users to 20 and
the gNodeB’s power budget to 40W. We observe that the
network throughput decreases as the cell radius increases.
This is owing to the effect of distance on the path loss and
consequently the channel gain. Additionally, the DNN-NOMA
based model outperforms the NOMA scheme.

D. Convergence of the DNN Model

In Fig. 9, we investigate the convergence of the DNN-
NOMA based scheme after training the model. The DNN-
NOMA is observed to converge fast at about the 10th to
20th iteration. Although DNNs are known to converge fast,
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however, the choice of the adam optimization algorithm
enhances the convergence of the DNN-NOMA model.

Fig. 9. Convergence of the DNN-NOMA based Model.

VI. CONCLUSION

In this paper, we have proposed a DNN-NOMA based
model that considers the maximum capacity of the network in
a virtualised 5G network. The DNN model was trained using
data generated via over 200000 runs of Monte-Carlo simula-
tion for each network scenarios. Different network scenarios
were randomly chosen to enhance the learning capabilities
of the DNN-NOMA based model. The DDN-NOMA based
model is shown to have outperformed the traditional NOMA
approach.
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S. Moore, D. Murray, C. Olah, M. Schuster, J. Shlens, B. Steiner,
I. Sutskever, K. Talwar, P. Tucker, V. Vanhoucke, V. Vasudevan,
F. Viégas, O. Vinyals, P. Warden, M. Wattenberg, M. Wicke,
Y. Yu, and X. Zheng, “TensorFlow: Large-scale machine learning on
heterogeneous systems,” 2015, software available from tensorflow.org.
[Online]. Available: https://www.tensorflow.org/

[17] F. Chollet et al., “Keras,” https://keras.io, 2015.
[18] F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel, B. Thirion,

O. Grisel, M. Blondel, P. Prettenhofer, R. Weiss, V. Dubourg et al.,
“Scikit-learn: Machine learning in python,” Journal of machine learning
research, vol. 12, no. Oct, pp. 2825–2830, 2011.

[19] X. Glorot, A. Bordes, and Y. Bengio, “Deep sparse rectifier neural
networks,” in Proceedings of the fourteenth international conference on
artificial intelligence and statistics. JMLR Workshop and Conference
Proceedings, 2011, pp. 315–323.

[20] D. P. Kingma and J. Ba, “Adam: A method for stochastic optimization,”
in International Conference for Learning Representations, San Diego,
MA, USA, May 2015.

Sunday Oladejo is currently a Ph.D candidate at the Centre of Excellence
in Broadband Networks at the University of Cape Town, South Africa.

Stephen Ekwe is a Ph.D. candidate at the Department of Electrical Engineer-
ing, University of Cape Town, South Africa. He received his B.Eng in Electri-
cal and Electronics Engineering from Cross River University of Technology,
Nigeria, and his M.Sc in Personal Mobile and Satellite communication from
the University of Bradford, United Kingdom.
Lateef Akinyemi received a B.Sc (LASU) Electronic and Computer Engi-
neering, Lagos, an M.Sc (LASU) in Electronic and Computer Engineering,
and M.Sc (UNILAG) in Electrical and Electronics Engineering (Commu-
nication Engineering Option) and PhD in the Department of Electrical
Engineering, University of Cape Town.

Page 66 Southern Africa Telecommunication Networks and Applications Conference (SATNAC) 2021



A Radiofrequency Electromagnetic Wave Radiation
Exposure Minimization Method in 5G Network: A

Perspective of QoS Trade Offs

Adedotun Temitope Ajibare∗, Daniel Ramotsoela∗
∗Department of Electrical Engineering, University of Cape Town, Cape Town, South Africa

1ajbade004@myuct.ac.za; 2daniel.ramotsoela@uct.ac.za

Abstract—Radiofrequency (RF) electromagnetic fields (EMF)
radiation exposure to human, most especially the mobile device
users has been a serious concern in wireless network. Therefore
there is a need to address and afterwards increase the health
awareness regarding the radiation exposure of wireless networks
to the public. This paper investigates the effect of minimizing the
exposure index (EI) and specific absorption rate (SAR) induced
in fifth generation (5G) wireless networks and its impact on the
quality of service (QoS) of the users in the network. With the
aim of minimizing the EI on mobile user, we propose a power
control algorithm that solves an optimization problem formulated
to minimize the EI while guaranteeing the QoS requirement of
users. Given that the radiated SAR and EI are characterized by
power density in the wireless network, the proposed algorithm
controls the transmit and received powers subject to interference,
power and QoS constraints. Simulation results show that the
proposed scheme reduces the effect of both SAR and EI on users
in 5G network while satisfying the required QoS in terms of
the data rate. Furthermore, the results reveal that both SAR
and EI are tolerable and fall within the threshold set by the
International Commission on Non-Ionizing Radiation Protection
(ICNIRP) when compared with the ICNIRP standard.

Keywords—5G, RF-EMF exposure, QoS, SAR, exposure index,
radio frequency interference, power control.

I. INTRODUCTION

Fifth generation (5G) network is expected to improve the
quality of service (QoS) of users in its network. To achieve this
high gigabit-per-second (Gbps) data rates, 5G networks have
been operating around the frequency of 6GHz. It is expected
that future 5G networks will be deployed using the promising
millimetre wave (mm-wave) communications band of 28 and
39 GHz. Operating with such high frequencies will reduce
the coverage areas of the access points (APs) in 5G network.
Therefore, proper network planning is necessary and a large
number of small cells is expected so as to make up for the
reduced coverage area especially in crowded areas in the heart
of the cities. This proliferation of APs and antenna such as
massive MIMO brings about the needed signal to interference-
noise ratio (SINR) in the network along with corresponding
increase in the power density and unfortunately the challenges
of increase in the interference and exposure in the network as
presented in Fig. 1 [1], [2]. However, compared to the previous
generation of wireless generation networks, i.e. the existing
third and fourth generation networks, the maximum transmit
power is lower in 5G than the mobile device power levels [3].

RF-EMF exposure metric known as exposure index (EI)
[4] is evaluated using the electric field strength, magnetic

field strength, power density, specific absorption rate (SAR),
as well as considering the variability of other factors such
as environment, the conductivity and the mass density of
tissue. The radiation emitted from APs and mobile devices is
analysed and compared with the limits set by the International
Commission on Non-Ionizing Radiation Protection (ICNIRP)
[5].

It is therefore necessary to manage EM radiation in 5G
wireless networks using both green and blue wireless commu-
nications. Green communication reduces the energy cost, in-
crease the energy efficiency of base stations, and also increase
the battery life of user device, whereas, blue communication
reduces the SAR, exposure and time of transmission. In both
green and blue wireless communications; less energy, less cost,
less power, and transmission time are used especially in the
uplink transmission [6].

Fig. 1. An architecture depicting radiation exposure in an ultra-dense 5G
network

In exposure management, there are many methods of
reducing exposure such as transmission time reduction, power
density minimization, beamforming technique and data usage
reduction etc. However, in 5G networks, it will be practically
impossible to reduce the radiation exposure by minimizing
data usage since 5G is expected to solve the problem of
data explosion. Therefore, this research focused on minimising
the transmission time and power/energy since the impact of
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power control in the network will reduce UE transmit power,
hence, minimize EMF exposure and at the same time reducing
the interference [7] in the network. The reduction factor for
radiation exposure index (EI) in our work is evaluated as the
power density. The proposed power control and optimization
algorithm minimizes the characterised EI in the form of the
power density in a simulated 5G network. In this paper, to
achieve a reasonable tradeoff between radiation exposure and
needed QoS amongst users in the network, we investigated
the effects of lower transmit power and lower SINRs in
the network, we maintained acceptable QoS with low EMF
in both uplink (UL) and downlink (DL) transmissions, and
we developed a scheme that uses effective power control
mechanism in reducing the RF-EMF radiation exposure in a
5G network. The performance of the proposed schemes was
evaluated through simulations, and the results show reduced
users’ interference and radiation exposure in the network while
satisfying the users’ target QoS. This research work again
increase the health awareness concerning radiation exposure
of 5G wireless networks.

A. Contributions

The main contributions of the paper are as follows:

• We evaluated the specific absorption rate and exposure
index of the users in the 5G network.

• We formulate an optimization problem to minimize
the total exposure index of users in the network.

• We propose an EI power control algorithm (EIPCA)
that minimizes the EI through the transmit and re-
ceived powers in the network that solves the radiation
exposure problem.

• Through simulation analysis, we evaluate and validate
the proposed algorithm with the target QoS values and
IC exposure thresholds.

The rest of the paper is organised as follows. In Section II,
we briefly review the related works. The proposed system
model is discussed in Section III, the problem formulation is
defined in Section IV. The proposed solution (algorithm) and
its performance evaluation are presented in Sections V and VI
respectively. Finally, Section VII concludes the paper.

II. RELATED WORKS

RF-EMF radiation exposure induced by wireless networks
has garnered increasing attention recently, most especially
after many conspiracy theories linking COVID 19 and 5G
network. Several works in the literature have investigated this
research area differently. In this section, recent and relevant
studies regarding RF-EMF radiation in wireless networks are
reviewed.

In [6], the author presented a study on the quality of expe-
rience (QoE) and EMF trade-off and how to reduce exposure
index in 5G mobile networks. Sarrebourse et al. in [8] proposed
a new exposure metric EI, and deployed low-complexity
dosimeters to measure and provide the exposure information in
the city. In [9], the authors presented a study on whole-body
and localized SAR and dose prediction. They calculated the
absorbed doses with the measured SAR values by multiplying

the time duration of the exposure and showed the influence of
phone call duration on the total absorbed dose. The authors
concluded that SAR is lowered when more base stations with
lower transmit power are installed. However, the absorption
due to UL transmission of the other users is not accounted
for. Authors in [10] presented the strategies of reducing the
global EMF exposure, their exposure is strongly linked to
user’s behaviour e.g. mobility of user increases exposure, since
a user experience frequent handovers and mobility increases
signalling. Other factors presented that influence exposure are;
user profile, type of services, and duration.

In [11], the authors minimized EMF exposure while achiev-
ing a target QoS and maximize the network capacity while
remaining below the legal thresholds. The EMF exposure is
characterised with UL transmit power and DL power density,
the small cells’ inter-site distance (ISD) were varied using
50m, 100m, and 200m with the optimal network parameters.
A 50m & 100m ISD cause a strong reduction on the DL
EMF exposure. UL EMF exposure improve significantly when
the distance between users and small-cells (SC) decreases.
The authors concluded that 5G network brings APs closer
to the user, and reduces UL transmit power using smaller
BSs. D. Plets et al. [12] presented an exposure prediction
method based on the measured values, the power was then
used in calculating and predicting the SAR values and also
the EIs. The authors compared the induced exposure of UMTS
macrocell, UMTS femtocell, and WiFi VoIP. It was concluded
that WiFi radiates more exposure due to no power control
algorithm. Macrocell is better and femtocells is the best in
term of exposure emission. Authors in [13] suggested ways of
managing and reducing EMF levels without compromising the
users’ QoS. Some of the methods suggested include; efficient
handover management, RATs, populations, and power control.
In [14], the authors proposed a user scheduling scheme for
reducing Electromagnetic emission in the UL. They formulated
a user scheduling/power allocation scheme that minimized
the EM exposure of users by minimizing the total energy
dissipated towards each user subject to transmitting a target
number of bits.

In this work, the radiofrequency electromagnetic fields
(RF-EMF) radiation exposure induced in a 5G network is
characterized by EI and evaluated with the power flux densities
between the users and the access points (APs) in the network.
We therefore propose an RF-EMF emission exposure reduction
scheme to reduce the total exposure index in the system. The
optimization problem is solved by minimizing the total EI sub-
ject to transmit power, QoS, interference and other constraints.
We validate the performance of our proposed scheme through
simulations, with RF-EMF and QoS metrics. Also, the results
are compared and discussed with the established global limits
recommended by ICNIRP.

III. SYSTEM MODEL

The system model considered in this paper is illustrated
in Fig.2. The considered scenario assures a typical ultra-dense
5G network. The users are crowded with a high numbers of
access points L as expected in any urban centre. These access
points propagate radio wave signals to a set of users U that
are assumed to be immobile, hence, these users are susceptible
to radiation exposure within a distance dlu, and cross-sectional
area Alu . We denote the signalling power of user u to the
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serving AP l in the uplink transmission as PTxu,c,l, and PRxu,c,l is
the received power of user u from the serving AP l in the
downlink transmission. The exposure radiation on each of the
users is equivalent to the sum of the interfering power densities
generated both the APs and the user’s device at that particular
location. The spectral power density, Slu (W/m2) which is

Fig. 2. System model of a typical ultra-dense 5G

the ratio of EIRP incident perpendicular to a surface and the
cross-sectional area (Alu ) of the surface of the radiated radio
wave. The power density closed-form expression is given as
[15],

Slu =
PT ∗GT
4πdlu

2 =
PT ∗GT
Alu

=

∣∣Elu
∣∣2

Zo
(1)

where Zo is the characteristic impedance of vacuum (free
space) which is 120πΩ = 377Ω. Elu (V/m) is the electric
field strength of the radiated radiofrequency electromagnetic
wave. Therefore, Elu is expressed as.

Elu=

√
Zo∗(

PT ∗GT
4πdlu

2 ) . (2)

The SAR[W/kg] is the rate of energy absorbed by or de-
posited per unit mass per unit time and it is derived from the
induced electric field strength using the electrical conductivity
of the tissue σ (S/m) and the tissue density ρ (kg/m³), which are
assume constant for all the users in the network. Consequently,
SARlu is expressed as

SARlu=
∣∣Elu

∣∣2∗σ
ρ

=

∣∣∣∣∣∣

√√√√Zo∗
(
PT ∗GT
4πdlu

2

) ∣∣∣∣∣∣

2

∗σ
ρ
. (3)

Finally, the EI is evaluated in (4) as the ratio of the evaluated
SAR taken for an average duration of 6 minutes interval or
local exposure or 30 minutes interval for whole-body exposure
and the corresponding maximum limit [16].

EI lu=
SARluevaluated
SARmaxlimit

(4)

The ICNIRP defined the SAR maximum limits to be 2w/kg for
a local exposure and 0.08w/kg for the whole-body exposure.

IV. PROBLEM FORMULATION

We consider the uplink of multiuser 5G networks, as
depicted in Fig. 2 where single-antenna APs communicate
with U uniformly distributed single antenna users. The system
uses a total bandwidth B divided into C equal subcarriers. We
assume that time is split into T , each of length t. A subcarrier
can be allocated to at most one user in a time domain but a user
can have more than one subcarrier in a T i.e. more than one
physical resource block (PRB) (T ∗C). Hence, the throughput
located to a user u in RAT l can be expressed as [17]:

Rlu,c=
T∑

t=1

C∑

c=1

xlu,c(t)b
l
u,c(t)log2

(
1+

plu,c(t)
∣∣hlu,c

∣∣2(t)
N0+ Ilu,c(t)

)
∀u∈U

(5)
where blu,c(t) denotes the bandwidth of a subcarrier, plu,c (t)

and
∣∣hlu,c

∣∣2(t) represent the transmit power and channel gain,
respectively, of user u on subcarrier c in RAT l at time t. The
parameter xlu,c(t) represents the subcarrier allocation index
of user u, such that xlu,c (t)= 1 if subcarrier c is allocated to
user u in RAT l at time t, otherwise, xlu,c (t)= 0. N0 is the
noise power per subcarrier. Additionally, I lu,c(t) accounts for
the interference from users transmitting on subcarrier c at time
domain t in the neighbouring cells such that

I lu,c(t) =
L∑

v=1, v ̸=l
pvu,c(t)

∣∣∣hlu,(v),c
∣∣∣
2

(t) (6)

where
∣∣∣hlu,(v),c

∣∣∣
2

(t) denotes the channel gain of user u on the
subcarrier c in cell v to the BS in RAT l, while L represents
the number of RATs in the system.
The total EI exposure of the system can be expressed as in [6]

EI lu=

Nperiod∑

t

Nindiv∑

u

NRATs∑

l

[
TULu,t,l∗SARTxu,l

PTxu,c,l
PTxref

+ TDLu,t,l∗SARRXu,l,
PRx

u,c,l

PRx
ref

] (7)

where EI lu denotes the contribution of user u in sector RAT l
to the EM exposure index. SARTXu,l is the localised averaged
SAR of the u user mobile device (from UL). SARRXu,l, is the
whole-body averaged SAR of the u user mobile device (from
DL), while PTxref and PRxref represent the incident reference
transmit and received powers. PTxu,c,l is the signalling power
of user the u to the serving AP l in the uplink transmission,
PRxu,c,l and is the received power of user the u from the
serving AP l in the downlink transmission. TULu,i,j,k is the time
of exposure and posture accounted for in the uplink, while
TDLu,i,j,k is the time of exposure and posture accounted for in
the downlink. Moreover, the signalling power PTxu,c,l and the
received power PRxu,c,l can be computed using power control as
stated below [18]:

PTxu,c,l=min{P max
UE

;Po+10log10M+ α∗PLu

+ ∂mcs+ f(∆i)} [dBm]

(8)

PRxu,c,l=Po+ α∗PLu [dBm] (9)
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where Pmax UE depends on the UE and is the maximum
power allowed in uplink transmission. M is the number of
PRBs allocated per user. Po is cell-specific and is the power
contained in one PRB. α is the pathloss compensation factor
and ranges between 0 and 1. PLu is the estimated pathloss for
the UE. ∂mcs is the modulation code scheme dependent offset
and it is UE specific. f (∆i) is the closed-loop correction
function.
Consequently, our RF-EMF emission exposure reduction
scheme aims at reducing the total exposure index (EI) in the
network, the objective function of the optimization problem is
stated in (10),

min
P,t

L∑

l

U∑

u

(EI
l
u) (10)

Subject to

C1 : blu,c

U∑

u

C∑

c

xlu,c (t) log2

(
1+

plu,c(t)
∣∣hlu,c

∣∣2 (t)
N0+ I lu,c (t)

)
≤B ∀u∈U,

C2 :

U∑

u=1

C∑

c=1

xlu,c (t) P
l

u,c
(t)≤Pmaxu ∀t,

C3 :
U∑

u

xlu,c (t)≤1,

C4 : xl
u,c(t)

U∑

u

(
I lu,c(t)

)
≤ Imaxu ∀c∈C,

C5 : Rminu ≤Rlu,c ∀u∈U.
C1 is the total bandwidth constraint set across the total PRBs
for all users. C2 is the power constraint, it indicates that
the total power budget is lesser than the maximum power
threshold. C3 is the subcarrier allocation constraint. C4 is
the interference constraint, it ensures that the interference
threshold, Imaxu is not exceeded, and C5 is the target data
rate constraint for each user u. The objective function in
(10) is formulated as a Mixed Integer Non-Linear Program
(MINLP) and EI power control algorithm solves the problem
by minimizing the exposure index without compromising the
QoS of the users.

V. PROPOSED ALGORITHM

In the proposed algorithm, we solve for the optimization
problem in (10) by determining the feasible power solution
needed to achieve the needed SINRs that give the required
data rates for each user. Since EI is a function of power and
time of transmission, the EI is minimized by optimising the
transmit power and the transmit time. More importantly, for
all users in the network, there is an agreed minimum data rate
need for the class of service/slice/use-case the mobile device
is offered. Therefore, while the objective is to reduce both
the transmit power and the transmission time of signals to
minimize the total exposure index of the user as given in
(10), the required data rate must be satisfied according to
constraint C5. The total bandwidth constraint set across the
whole PRBs for all the users in the network must also be
satisfied as in C1. The objective function in (10) also ensures
that the total power budget is less than the maximum power

limit as specified in C2. This is made possible with the pathloss
compensation factor (α) and power control in (8) and (9).
Consequently, the subcarrier binary allocation and interference
threshold constraints must be satisfied while optimizing the
exposure index as described Algorithm 1.

Algorithm 1 EI Power Control Algorithm (EIPCA)
Inputs: GT , Zo, Po, α, B, fc, λ, hg , D, U, L, C, du,
Outputs: Slu, SARlu, Elu, Rlu,c, I

l
u,c , EI lu

1. Given the set U where u∈U
2. for each user u do
3. Initialize the values of Pmaxu , ρ, σ, and
SARmaxlimits

4. Set I lu,c = 0, t = T , and ∀c = 1, 2, 3, . . . .C

5. while P lu,c≤Pmaxu ∀ APs and u do
6. I lu,c≤ Imaxu

7.
∑C
c b

l
u,c (t)≤B

8. Rminu ≤Rlu,c
9. end while
10. Solve for the EI lu as in Eq. 10.
11. if Rminu ≤Rlu,c then
12. Determine EI lu
13. Terminate if the optimal solution is found
14. else
15. Increase plu,c or set plu,c = Pmaxu
16. end if
17. end for

VI. PERFORMANCE EVALUATION

In this section, we simulate our system model and evaluate
the performance of our proposed exposure index power control
algorithm. The simulation parameters used for the experiment
are as shown in Table I.

A. Simulation Environment

We simulated a wireless network with 5G RATs and 4G
RATs as the umbrella network in a MATLAB [19] environ-
ment. Random number of users were uniformly distributed in
the coverage area of radius 50m for the 5G APs (gNobeB)
and 500m for the 4G APs (eNobeB). The radiated SAR,
EI to each of the network users were evaluated using the
system parameters. The proposed algorithm minimized the
overall EI of these users taking into consideration the received
and transmit powers, minimum data rate, and other QoS
constraints.

B. Simulation Results

In this sub-section, we discuss the performance of the
proposed scheme and for comparison, we assume a conven-
tional 5G network algorithm where the evaluated users’ EI
is not optimized to benchmark our proposed algorithm. The
simulation results are presented with different performance
metric below.

1) Impact of Network Interference Level on Users: As the
number of users increase in the network, it leads to additional
interference in the network that affects the users. The result
in Fig. 3 shows that the interference level is higher in the
conventional 5G network when compared with the optimized
value for the same number of UEs/APs. Also, the interference
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is lower than the tolerable interference limit of -116dBm
(2.5*10−15w). This further shows that the interference is
proportional to the RF-EMF radiation in the network. It
also means that minimizing the RF-EMF radiation exposure
reduces the interference in the network as well.

Fig. 3. Tolerable interference of users vs. number of users

TABLE I
SIMULATION PARAMETERS AND VALUES

Parameter Value
Number of RATs 3
Number of APs/RAT 2
Number of Users Random
Spectrum allocation 80 MHz
Carrier frequency 6 GHz
Channel model 3GPP
Data rate linit (Rmins ) 2.5Mbps
Max UE power (Pmaxu ) 0.25 W [24dBm]
Max AP Tx power 20 W [43dBm], 0.25 W

[24dBm]
Pref 1 W
Tolerable interference (Imaxu ) -116dBm
UE thermal noise density (N0) 10−13W [-100 dBm]
Slot duration (T) 1 ms
Scheduling frame 10ms
Overall interval 20s
Cell-level user distribution Uniform
Conductivity of the tissue (σ) 0.97 S/m
Mass density of the tissue (ρ) 1000 kg/m³
Characteristic Impedance (Zo) 120πΩ = 377Ω
Power Control Open-loop
Pathloss exponent () 0.7
Antenna height 35m, 50m
UE height 1.5m
UE thermal noise density (N0) 10−13W [-100 dBm]
Log-normal shadow fading 8 dB standard deviation
Cell coverage radius 50m, 500m

2) Effect of Power Density on the entire network: There is
a rising complexity in the future of 5G and next generation
networks (NGN). It is evident from Fig. 4 that as the users
and access points increase in the network, the power density
experienced by a user at a point and the radiation exposure

increase. From this, it is depicted that the denser the network,
the higher the power density and radiation exposure. Therefore,
the main issue concerning RF-EM radiation of an area is more
of the ultra-denseness of the network (such as massive MIMO)
than the radio access technology (RAT) in that location.
Although next generation RATs use higher frequency such
as millimetre wave frequency, but it has been shown that the
higher frequency is compensated for by its shorter wavelength
[20]. Furthermore, the Fig. 4 shows that the highest power
density experienced at any point in the network is lower than
the limit of 10W/m2 set by U.S Federal Communications
Communication (FCC) for frequency above 6GHz [20].

Fig. 4. Power density of users vs. number of users per AP

3) Impact of QoS (in terms of Data Rate) trade-offs on
Users: Figure 5 shows the graph of data rate (QoS) of users
in the network against the EI. The data rate is lower in the
proposed algorithm as compared with the conventional 5G
network. However, the proposed algorithm offers more data
rate than the needed QoS limit of 2.5Mbps for all the users.
Also, the EI is quite lower in the proposed algorithm as
compared with the benchmark algorithm. Therefore, it can
be inferred that our proposed algorithm offers better QoS
(required data rate and lower EI) in the network. It is worthy
of note that all of the exposure indexes calculated are lower
than the standard limits recommended by the IEEE [22] and
the ICNIRP [5].

4) Impact of Specific Absorption Rate (SAR) on Network:
The specific absorption rate in the network is presented in
Fig. 6. Similar to the QoS metric in Fig. 5, the SAR of the
different users is reduced in the proposed algorithm compared
with the conventional 5G network algorithm. This shows a
relationship between the power density (W/m2), SAR (W/kg)
and the exposure index radiated in wireless networks. More
importantly, the SARs are much lower than the recommended
limit of 0.08W/kg advised by ICNIRP.

VII. CONCLUSION

In this paper, we presented a proposed power control algo-
rithm that minimizes the radiation exposure in 5G networks.
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Fig. 5. Average users’ data rate (QoS) vs. users’ EI

Fig. 6. Specific absorption rates of users vs. number of users

The algorithm solves an optimization problem that minimizes
the RF-EMF radiation in the network taking into account the
QoS constraints such as the data rate, power and interference
limits. We employed the EI, power density, SAR and the
data rate to evaluate the performance of the proposed scheme.
Simulation results show that the EI and SAR radiated in the
network can be minimized using the transmit power without
compromising the QoS of the users. Results also demonstrate
that the recommended exposure limits advised by the ICNIRP
[5] and IEEE [22] are complied with in the simulated 5G
network.
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Abstract—Next-generation digital communications networks will 

likely precipitate a shift from traditional technical system-centric 

to more dynamic user-centric network architectures of the future. 

To this end, there has been a concerted effort to integrate Quality 

of Experience (QoE) requirements into the 5G ecosystem to 

emphasise the importance of integrated network design with the 

end-user at its epicentre, and the transition from more traditional 

Quality of Service (QoS) dimensions. One particular area where 

QoS dimensions will be mapped onto QoE is that of haptic-

enabled Internet technologies. These technologies are envisioned 

to leverage the Ultra-Reliable Low-Latency Communication 

(URLLC) characteristics of 5G Networks. The anticipated shift 

from content-centred to control-based user-centred network 

architectures will result in the augmentation of the experience of 

human end-users who will be capable of performing a set of tasks 

through the manipulation of real and virtual objects via wireless 

communication channels. Beyond network-centric QoS, user-

centric QoE will augment human-in-the-loop (HITL) use cases 

which will increasingly become a core component of next-

generation digital network-enabled technology applications. This 

QoE approach will also have implications for emergent Quality of 

Task (QoT) dimensions, owing to the task-sensitive nature that 

will become synonymous with future URLLC-supported haptic-

enabled Internet architectures. In this paper, we explain the shift 

from the traditional system-oriented QoS to the user-centric QoE-

oriented next-generation digital networks by drawing on the 

example of emergent 5G (URLLC) and haptic-enabled Internet 

architectures for remote task performance applications. Further, 

we explain the significance of the HITL component, and describe 

the link between QoE and emergent QoT concepts. 

 

Keywords—Quality of Service (QoS), Quality of Experience 

(QoE), Next-Generation Digital Communication Networks, 

Haptics, 5G, Ultra-Reliable Low-Latency Communications 

(URLLC), Human-in-the-Loop (HITL), Quality of Task (QoT) 

I. INTRODUCTION 

Despite the promise of next-generation networks like 5G [1], 

6G [2], and quantum communications [3], there is still 

uncertainty about their successful diffusion. One particular 

question for which there is currently no conclusive answer is 

that of what consumers would expect of next-generation 

network-enabled technologies. The factors that would play a 

critical role in ensuring that consumer expectations are fulfilled 

must be identified [4]. There is a degree of consensus among 

researchers and practitioners on the technical requirements of 

next-generation communication networks that have been 

formally standardised, e.g. 5G. Historically, performance 

monitoring and management in communication network 

standards has been focused on the key performance indicators 

(KPIs) linked to Quality of Service (QoS) based technical 

requirements. However, for next-generation networks, this 

paper argues that, in order to adequately address consumer 

expectations in emerging use cases, it is important to shift 

focus from a traditional network-centric QoS perspective to a 

user-centric Quality of Experience (QoE) / Quality of Task 

(QoT) perspective.  

 

There has been a concerted effort to integrate QoE 

requirements into the 5G ecosystem to emphasise the 

importance of network design with the end-user at its epicentre 

[5]. To achieve this, it is, therefore, necessary to identify and 

analyse those essential attributes with which researchers and 

practitioners can contribute towards shaping QoE-centric 

networks as part of the broader future network ecosystems (e.g. 

5G) [5]. This will ensure consistency, transparency, 

personalisation, and differentiation in service delivery, which 

are all core aspects of next-generation networks, the first of 

which will be 5G [4]. As such, a move towards a QoE-based 

network and user-centric architecture would be a key 

differentiator heralding the transition from 4G to 5G and future 

networks. 

 

Future 5G networks will support three generic services, 

namely Extreme Mobile Broadband (eMBB), Massive 

Machine-Type Communication (mMTC), and Ultra-Reliable 

Low-Latency Communication (URLLC). For each of these 

generic services, there are specific requirements such as data 

rates in eMBB, number of devices in mMTC, and latency and 

reliability for URLLC. A key driver of future digital neworks 

in the era of 5G and beyond will be the anticipated QoE from 

the perspective of the end-user. This is expected to be an 

essential feature of next-generation digital network-enabled 

applications. 

 

Increasingly, the notion of user centricity will require digital 

networks that support URLLC use-case applications, which 

will be critical to enabling the required QoS for optimal user 

QoE levels [6]. One particular area where QoS dimensions will 

increasingly be mapped onto QoE is emergent haptic-enabled 

technologies. These technologies are envisioned to leverage 

5G URLLC capabilities, signifying a paradigm shift from 

content-centric to control-based network architectures to 

empower human end-users as task performers who will be able 

to manipulate real and virtual objects through wireless 

communication channels or information transfer media [7]. In 

other words, URLLC 5G and future network and haptic-

enabled technologies could remotely enable physical 

experiences and real-time control, to transform the more 
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traditional current content delivery-based communication 

channels into task-oriented skillset delivery-based networks 

[8], [9]. Next-generation digital networks such as 5G must 

account for the diversity of existing and emerging use cases as 

well as the various demands for numerous service types. These 

requirements would only be addressed by a shift from system-

centric to user-centric architectures e.g. haptic-enabled Internet 

for remote task performance. With the customer 

personalisation and service differentiation that will be 

synonymous with 5G and future networks, different use cases 

or services will demand various QoE requirements. End users 

do not have uniform QoE requirements. As such, QoS in the 

more conventional pre-5G network services e.g. 4G LTE, is an 

insufficient dimension with which to capture such distinct 

modalities. These can only be adequately represented via QoE-

oriented network and application management approaches. 

Inevitably, QoE must be infused into 5G systems and beyond. 

User experience as QoE requires that the human operator is 

infused into the assessment process. Beyond QoS, QoE will 

bring into focus the human-in-the-loop (HITL) component, 

which will increasingly become a core attribute of next-

generation digital network-enabled technology applications. 

For future use case scenarios where, for instance, an Internet 

based on remote physical interaction is to be realised, the HITL 

must be a key player. QoE will also have implications for the 

emergence of QoT dimensions which will stem from QoE, 

owing to the task-dependent nature that will come to 

characterise URLLC-supported 5G and haptic-enabled remote 

physical interactions that will be typical of future 

communication network applications. QoE refers to how much 

a physical interaction across a network compares to the same 

manipulation if performed in a real-world environment, 

accounting for discrepancies in physical interaction and 

relating to the transparency of the system [10], [11], whereas 

QoT denotes the precision with which a haptic-enabled user 

can perform a given task using a system or tool support 

function [12]. Thus, for digital communication networks of the 

future, the traditional QoS-driven measurement models in their 

current state will no longer suffice. The purpose of this paper 

is to highlight, using the example of emerging 5G URLLC 

network and haptic-enabled Internet architectures, a shift from 

the traditional system-oriented QoS, to more dynamic and 

interactive user-centric QoE-sensitive next-generation digital 

networks of the future. There are three main contributions of 

this paper. First, we discuss a paradigm shift from traditional 

system-oriented QoS to more dynamic and interactive user-

centric networks of the future. Second, we draw on proposed 

future 5G (URLLC) network and haptic-enabled Internet 

architectures and examples of related real-world use cases. 

Third, we propose methods through which their applications 

can be empirically tested and validated. The rest of this paper 

is organised as follows. Section II discusses concepts of QoS, 

the emergent QoE paradigm, and within it QoT. Section III 

highlights future applications synonymous with 5G URLLC 

network and haptic enabled future Internet architectures and 

related use case examples. Section IV describes the HITL 

aspects of a haptic-enabled Internet and the link between QoE 

and QoT. Section V outlines future research directions and, 

finally, Section VI provides the conclusions to the paper. 

II. THE SHIFT FROM QUALITY OF SERVICE TO QUALITY OF 

EXPERIENCE 

In the telecommunications sector, there has been a heavy 

reliance on QoS as a metric of overall performance, yet its 

measurement is focused only on technical network 

performance. With emerging next-generation digital network 

applications, such as 5G URLLC, there is a gradual shifting 

towards quality improvement through a more user-centric 

approach [13]. It will, therefore, be necessary to incorporate 

QoE in currently QoS-focused network technologies. This 

linkage will be contingent upon integrating technical-level 

QoS with user experience dimensions. Consequently, the 

question of how to integrate QoS and QoE from a user-centric 

perspective will become more critical. In the near future, user 

behaviour must be mapped to technical network QoS-oriented 

features and specifications [13]. According to the ITU 

Telecommunication Standardisation Sector ITU-P.10/G.100, 

QoE is broadly defined as a measure of the “level of user 

acceptance towards an application and service” [14]. This must 

necessarily be a subjective dimension, which can be difficult 

to quantify. Services rendered with very low levels of QoE can 

result in user dissatisfaction, whereas the over-use of service 

resources may occasion resource-wastage. A comparison 

between these components is, therefore, necessitated. When 

QoE is attained and maximised by the user, then maintaining 

consistent QoE levels becomes increasingly important. In 

general, QoE is a non-linear function of QoS such that if 

network optimisation is based solely on QoS, it may not 

necessarily lead to optimal QoE. This makes the definition of 

a relationship between the technical QoS affecting QoE less 

linear. Thus, QoE cannot be directly captured using network 

measurements. QoE is, instead, a metric of satisfaction levels 

associated with the service and application, and must, therefore, 

incorporate user perception characteristics in given task 

environments. The environment involves the user task 

performance setting or those domains in which services in a 

given framework must operate. Thus, transitioning from a QoS 

to QoE-centric network management would signify a change 

from more traditional networks such as 4G LTE to more 

dynamic digital networks of the future such as 5G with 

URLLC capabilities [15]. Apart from QoS, which is typically 

a technical, objective concept, user-focused dimensions such 

as cost, availability, utility, and usability, directly affect user 

satisfaction, and by extension, perceptual QoE. A common 

assumption is that QoS, which is primarily focused on the 

optimisation of network attributes, will automatically lead to 

the rapid adoption of ICT products or services on the part of 

the user-consumer. However, QoS typically has little influence 

on the end-user. Although higher QoS can lead to improved 

QoE in some instances, there is no guarantee that attaining 

certain pre-defined QoS thresholds will necessarily result in 

high(er) user QoE. QoE not only accounts for observed 

technology performance above and beyond QoS, but also for 

what users can do with a particular tool or system, what they 

expect from it, what their expectations are, how much these 

expectations are met, and in what task domain or context they 

use given technology tools and systems. Notably, the QoE 

dimension of “usability”, observed as user behaviour when 

using technology, indicates the degree of effectiveness, 

efficiency, and satisfaction with technology. The higher the 

usability, the easier it is for the user to perform a given set of 
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tasks. As such, if a product or service is difficult to use, users 

will likely not adopt it and assess it in terms of a low QoE, even 

if it considered state-of-the-art from a technical QoS 

perspective. Emerging future Internet applications must 

impose high requirements, thus requiring networks which 

allow ultra-reliable and low-latency communication to meet 

the challenge of rendering the QoS needed to maintain 

optimum user QoE levels [6]. A key challenge posed in the 

development of mobile 5G neworks is the rendering of low-

latency transmissions with adequate user QoE. As such, the 

assessment of QoE in haptic-enabled Internet applications 

warrants further investigation [6]. In a 5G URLLC network 

and haptic-enabled Internet, performance-related measures can 

incorporate the QoE, QoT, and QoS dimensions, interlinked as 

shown in Figure 1. Note that an additional dimension Quality 

of Control (QoC) can be included in the application layer of 

this schematic and linked to QoS. Extending Beyond HITL 

(QoE) requirements, QoC is useful where the use of immersive 

perception applications is needed (e.g. autonomous cameras 

for live simultaneous localisation and mapping) [6].  

 

 
Figure 1: Various Performance-Related Dimensions for the Evaluation of 

Combinative Quality of Experience and Quality of Task (QoE + QoT), and 
Quality of Service (QoS) and Quality of Control (QoC) Measures 

 

 

Figure 2: 5G Network and Haptic Communication-Enabled Internet Architecture 

 

To highlight QoE, we draw on the example of Haptic-

enabled Internet architectures that will be powered by next-

generation digital networks such as 5G with URLLC 

characteristics. User QoE would infuse all the known core 

attributes of conventional audio and visual communication, 

while extending audio-visual perception to a third dimension, 

that of haptic communication, which would enable the real-

time and interactive transmission of touch-based sensations. In 

a 5G URLLC network and haptic-enabled Internet of the future, 

the user experience would be influenced by certain network 

conditions (e.g. delay, jitter, and packet loss), the control 

scheme in use, and the task orientation (e.g. free space versus 

contact or soft object versus rigid surface). However, it will be 

important to consider factors and develop models that will 

enhance the accuracy of QoE-related performance to better 

guide numerous applications e.g. the preferred control scheme 

of a given task in a pre-specified QoS setup [11]. QoE can be 

a useful alternative to QoS because it incorporates user-

focused decision processes and mechanisms. As such, with 

monitoring and control through the application of “QoE-

sensitive” algorithms, the phenomenon of “over-engineering” 

is avoided, thereby ensuring more resource-efficent 

networking. Thus, QoE will become increasingly important in 

the design and planning of a future network, as well as its 

testing, maintenance, and improvement [16]. Typically, QoS is 

oriented towards purely technical characteristics and does not 

incorporate human user-focused factors that can impact quality. 

As such, the same QoS level may not guarantee the same QoE 

level for two distinct human users. Other than technical system 

features, dimensions including usage context, user 

characteristics, and delivered content, will all have an effect on 

user-perceived QoE [16]. QoS is also not reflective of the 

effect that technical dimensions have on user-perceived QoE. 

There is, therefore, an increasing need to close the QoS-QoE 

gap by mapping QoS-level parameters to overall assessed QoE 

values [16]. The QoE is not only restricted to the system. 

Instead, it is infused and activated when users interact with 

technologies. In essence, it resides in the user’s domain such 

that an overall perceived QoE is contingent upon user 

acceptance, experience and interaction with the technology 

[13]. QoE is a subjective measure from the user’s perspective 

of the overall value of the service provided, and thus does not 

replace, but extends end-to-end (E2E) QoS by providing the 

quantitative link to user perception [17]. With user-perceived 
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QoE data, telecom operators will be able to predict the 

behaviour of end users when new services are offered to them 

and to ensure service provisioning and management that is “fit” 

for user needs [17] or task requirements. A focus on QoE 

therefore assumes a shift from network-centric to user-focused 

management, combining control of network performance with 

customer-related feedback [17]. 

III. THE EMERGENCE OF A HAPTIC-ENABLED INTERNET 

ARCHITECTURE AND APPLICATIONS 

The first and original Internet, a global network of 

computers, marked a paradigm shift that revolutionised the 

economies of the 20th century. The initial Internet, was 

followed by the Mobile Internet, which has connected billions 

of mobile devices and computers, reconfiguring entire 

economic sectors in the first decade of the 21st century [18]. 

Today, we have the Internet of Things (IoT), which is projected 

to connect trillions of smart devices and set to redefine 

economies of the next decade. These Internets will, however, 

be transcended by the emergence of a Haptic Internet, whereby 

highly reliable and responsive networks will enable the 

transmission of touch sensations remotely, adding a novel 

dimension to human-machine interaction through which real-

time interactive system technologies will be designed and 

developed [8]. As the Haptic Internet will be expected to 

service some of the most crucial segments of society, it will not 

only have to be ultra-reliable, but also render capacity to enable 

large numbers of smart devices to simultaneously inter-

communicate. It will also have to support extremely low end-

to-end latencies to enable real-time haptic communication 

whereby mobile technologies will be enhanced to remotely 

control and manipulate real objects. As its core application, this 

novel Internet must support haptic communications [19], 

thereby providing a medium for real-time transmission of 

touch and actuation sensations, in addition to conventional 

audio-visual data. Haptic data typically comprises two primary 

feedback typologies. The first is kinaesthetic feedback, which 

provides data on dimensions such as force, torque, position, 

and velocity. The second, tactile or cutaneous feedback, 

provides information on dimensions such as surface, texture, 

and friction. The haptic sensations of touch and actuation will 

link the human user to a remote or virtual environment in a 

manner similar to the senses of sight and sound. Unlike these 

senses, however, the transmission of haptic sensations will be 

bi-directional. In other words, touch will be detected by 

imposing motion on an environment and feeling via a 

distortion or reactionary force. Haptics will provide an added 

dimension over conventional audio and visual communication 

for the support of truly immersive motion and control in remote 

environments. Haptic control will be essential to the realisation 

of this future Internet. As depicted in Figure 2, a Haptic-

Internet architecture will comprise three domains, namely the 

(1) Master (control), (2) Network (Communication), and (3) 

Remote (Controlled) domains. First, the master (control) 

domain typically comprises a human user using a Human 

System Interface (HSI). This HSI functions as a haptic device 

that transmutes the human input using coding mechanisms. 

This haptic device allows the user to touch, feel, and handle 

objects in a remote environment. Second, the network 

(communication) domain provides a channel for bi-directional 

communication between the master (control) domain and a 

remote environment, and thus, can by means of haptic 

transmission, link the human user remotely. Elementally, the 

human user is fully immersed in the remote environment [6], 

[8]. Third, the remote (controlled) domain consists of an 

assistant robot that is directly controlled by the human user in 

the master (control) domain through various command signals. 

The robot then interacts with elements in the remote 

environment. According to the International Mobile 

Telecommunications – 2020 (IMT – 2020) 5G network 

standard, a key generic application use case is URLLC. 

URLLC is suited to use cases with stringent requirements on 

reliability and latency e.g. task performance in remote robotic 

surgery applications. As an example, the use case of remote 

robotic surgery depends on the URLLC and time 

synchronization capabilities of 5G to enable precise time-

critical information sharing and control of treatment devices 

that support remote task performance [6].  

 

 

Figure 3: Architecture of 5G URLLC Network and Haptic-Enabled 

Internet for Remote Robotic Surgery 
 

The 3rd Generation Partnership Project (3GPP) provides a 

set of concurrent technical specifications for the 

implementation of the 5G New Radio (NR) standards. The 

current 3GPP 5G NR standard, Release 16, enhances support 

for URLLC services by enabling latency in the range of 0.5 to 

1 ms and improved reliability with a target error rate of 10-6. 

Building on the enhancement of URLLC in the 5G core 

network expected with Release 16, the specifications of 3GPP 

Release 17, currently in development and to be finalised in 

2021, are expected to address the communication service 

requirements for Critical Medical Applications (CMED), 

among others. Release 17 is thus expected to expand the reach 

of 5G for URLLC-supported mission critical use cases, 

including robotic telesurgery (Fig. 3), with further reduced 

latency [20].  

 

 
 

Figure 4: Architecture of 5G URLLC Network and Haptic-Enabled 
Internet for Unmanned Aerial Vehicle (UAV) Control in Remote 

Sensing/Monitoring 
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Similarly, the coming 3GPP 5G NR standard Release 17 is 

expected to address Enhancement for Unmanned Aerial 

Vehicles (UAVs) through application requirements for 

communication latency, mobility, and reliability [21]. The low 

latencies of URLLC-supported 5G, would be suited to real-

time scenarios such as remote UAV control in the performance 

of remote sensing and monitoring tasks (Fig. 4). 

IV. THE  HUMAN-IN-THE-LOOP IN A HAPTIC-ENABLED 

INTERNET AND THE LINK BETWEEN QUALITY OF 

EXPERIENCE AND QUALITY OF TASK 

The human-in-the-loop (HITL) central to a Haptic-Enabled 

Internet is the link between the master (control) domain and 

remote (controlled) environment in which skilled users interact 

with physical objects to perform specific tasks remotely. Thus, 

even if a particular task requirement were to be defined, 

various manoeuvres executed by the human user would result 

in changes in position, relayed from the remote (controlled) 

domain as force feedback signals. These signals would then 

affect the actions and therefore, position, of the task-

performing human user [18] in the master (control) domain. 

The Haptic-Enabled Internet as the convergence of haptics, 5G 

networks, AI, and robotics, will augment the human user 

experience enabling task performance via the manipulation and 

control of objects in remote environments. This will transform 

traditional content delivery-based communication channels 

into task-oriented networks for the delivery of skill-sets [8, 9]. 

Thus, in effect, the transmission of human user skills for 

remote task performance in real-time will indicate the 

emergence of a 5G (URLLC) and haptic-enabled Internet of 

Skills (IoS), signifying a paradigm shift in augmented 

technology user experience. With the emergence of a user-

centric 5G (URLLC) and haptic-enabled IoS, a Quality of 

Experience (QoE)-focused evaluation becomes particularly 

important, as this would advance the development of quality 

performance metrics. The QoE-oriented modeling of a human 

haptic user interaction is, thus, necessitated [11]. In evaluating 

human user QoE, it is equally imperative to consider the 

Quality of Task (QoT) dimension, which denotes the precision 

with which a haptic-enabled IoS user can perform a particular 

task using a given technological system or tool support 

function. This is owing to the task dependent nature of a user-

centric haptic-enabled IoS. 

V.  FUTURE DIRECTIONS  

A. Task-Technology Fit Modelling for a QoE and QoT 

Perspective of Future Internet Architectures 

This research is extensible to future papers. The next phase 

of this research can incorporate a number of approaches to 

inform QoE and QoT perspectives of future Internet 

applications. For instance, one novel way to evaluate a 5G 

(URLLC) and haptic-enabled Internet applied to mission-

critical use cases such as remote robotic surgery (Fig. 3) and 

remote-controlled UAV (drone) sensing and monitoring 

applications (Fig. 4) from the perspective of QoE and QoT, is 

by applying Task-Technology Fit (TTF) modelling techniques. 

TTF is the extent to which functional capacities of a tool or 

system converge with the user’s needs in performing the task-

at-hand [22]. Its premise is that technologies will be used and 

lead to gains in user task performance if functional support 

characteristics fit use requirements. The presence of a “fit” 

between task and technology will result in utilisation and 

performance outputs [22].  

 

 
 
Figure 5: Conceptual Task-Technology Fit (TTF) Model of User 

Experience in Master (Control) and Remote (Controlled) Domains of a 5G 

URLLC Network and Haptic-Enabled Internet 
 

TTF models would typically link the task the user performs 

and the technology used, and the “fit” of their respective 

characteristics, which in turn would have effects on use and 

user performance outcomes. This paradigm would be 

particularly useful in the context of a 5G and haptic-enabled 

Internet where a conceptual model (Fig. 5) would be developed 

to link human user task and HSI and remote assistant robotic 

technology characteristics, and use and user performance 

outcomes, in both master (control) and remote (controlled) 

domains (Figs. 3-4). In so doing, we would benefit from a 

novel QoE and QoT perspective corresponding with a HITL 

layer linking user experience with task performance 

dimensions (Fig. 1) to supplement network characteristics in 

the application layer (QoS). QoE and QoT would map onto the 

HITL interacting with the technology in both the master 

(control) and remote (controlled) domains of future Internet 

architectures (Figs. 3-4), mediated by QoS mapped onto their 

network (telecommunications) domains (Figs. 2-4). 

B. Description of Proposed Methodology (Analysis 

Techniques) 

An explanatory and predictive (hypothetico-deductive) 

research design can be used to examine and explain 

relationships between conceptual TTF model constructs (Fig. 

5). TTF, which can be configured in numerous ways, will be 

tested for its use and user effects. Partial Least Squares – 

Structural Equation Modelling (PLS-SEM) will be used to 

analyse data. This will involve robust, component-based, 

second-generation path analysis, based on Ordinary Least 

Squares (OLS) regression. Additionally, Polynomial 

Regression with Response Surface Methodology will be used 

to test the possible non-linear impacts of a 5G network and 

haptic-enabled Internet architecture. This Internet will 

potentially enable a number of mission-critical real-world 

applications. Scenarios such as the use cases of remote robotic 

surgery (Fig. 3) and remote UAV (drone) control in sensing 

and monitoring (Fig. 4) would benefit from TTF modelling (of 

the interactions between critical support functions and user 

needs). To do so, empirical data in such usage contexts would 

be collected (using a set of developed Likert scale perceptual 
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instrument survey measures) from human users (task 

performers) (e.g. surgeons in the use case of remote robotic 

surgery) and analysed. This would allow for (i) the initial 

testing and subsequent validation of TTF models for a 

particular 5G (URLLC) network and haptic-enabled Internet 

user environment, and (ii) empirical observation and 

explanation of real-time immersive task performance scenarios, 

thereby demonstrating QoE and QoT centred perspectives for 

the augmentation of the human user experience.  

VI. CONCLUSIONS 

The QoE perspective is increasingly becoming useful for 

evaluating how users subjectively perceive a technology 

service. It provides a more holistic view of factors beyond just 

the technical system-centric dimensions attributed to the 

traditional QoS. As next-generation digital communication 

networks of the future (e.g. 5G with URLLC capabilities) will 

infuse network architectures with high-end user-centred 

services, it is imperative that QoS and QoE dimensions must 

be integrated. Whereas researchers and practitioners have 

attempted to link user behaviours to technical network 

attributes and QoS parameters, evidence-based research on 

QoE and QoS has been limited, particularly in the context of 

emerging next-generation digital network technologies. Thus, 

technical-level QoS must be integrated with user-oriented QoE 

for a more holistic perspective. This highlights a need to further 

investigate the relationships between network-centric QoS and 

user-oriented QoE, and by extension QoT for augmented 

human (task performer) user experience use cases. Based on 

recent advances in 5G, particularly in ultra-reliable low-

latency communication (URLLC), we contribute to explaining 

the emerging paradigm shift from content-delivery networks to 

skillset-delivery networks enabled by the emerging and future 

network architectures (e.g. a 5G URLLC and haptic-enabled 

Internet), that will be more human user-centric, but mediated 

through human-to-machine/robot (H2M/R) interactions. 
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Abstract—Blockchain technologies have disrupted the data 
storage capability and brought decentralization in transaction 
processing. From handling business to governance, Blockchain 
continues to promote shared digital ledger systems, 
transparency and secure data delivery between transacting 
entities. Wireless network transactions are no exception as 
determination of a routing table, channel selection and 
decentralizing traffic control are issues which Blockchain can 
address. Smart grids are currently facing two-way transmission 
problems due to demand for accommodating flexible prosumer 
demands, smart city initiatives and distributed renewable 
energy integration. The study seeks to explore the potential 
application of deep learning based smart contracts in 
determining the route path of traffic in a Neighbourhood Area 
Network (NAN). This will be first of its kind as this will lead to 
establishment of a viable Blockchain-Licensed Assisted Access 
smart grid architecture that will provide smooth switching 
between LTE/5G and Television whitespace access points in a 
NAN. This will lessen the data processing burden on NAN 
gateway and smart meters. Future work seeks to test the 
proposed concepts in a real test bed in a rural area set up and 
compare with other adhoc routing protocols. 

 
Keywords—Blockchain, Smart Grid, Routing, Licensed 

Assisted Access, Smart Contracts. 

I. INTRODUCTION 

A Blockchain (BC) can be viewed as a distributed ledger 
system that stores data records or transactional data which is 
linked and tamperproof. [1] places more emphasis on the point 
of a Blockchain consisting of cryptographically signed 
transactions stored as blocks which are linked securely one 
after the other, only when validation and a consensus 
resolution has been done by nodes in the shared ledger system. 
This makes the blocks secure, verifiable by consensus 
protocols and unmodifiable. Although, there are various 
consensus protocols that determine how blocks or tokens are 
authenticated in Blockchain, these include proof of stake 
(PoS), proof of authority (PoAu), proof of work (PoW) and 
proof of concept (PoC) etc. Blockchain technology is 
applicable in various sectors including; business, banking, 
mining, education and governance. Although Blockchain 
technology is mostly popular in modern day world in the 
creation of  crypto-currency[1] e.g. Bitcoin, Ethereum etc., it 
can also be used in Smart Grids to address a lot of issues like 
energy trading[2], secure communication[3], [4], channel 
selection and route determination[5], [6]. The decision engine 
in a Blockchain is implemented by the Smart Contract (SC) 
and it is this crucial element which determines the efficiency 
in a Blockchain system.  

In [7] a smart contract is defined as a user-defined program 
stored in a public ledger which is associated to a blockchain 
address with the goal to carry out a certain task. [2] also 
mentions the SC has the ability to determine what can be 
written in the public ledger. In this research, a smart contract 
will be considered a set of rules that describe how autonomous 
entities operate and what decision criteria exists between them 

when routing. Blockchain networks can be permission-less or 
permissioned depending on the level of trust required by the 
transacting entities, with permissioned networks proving to be 
computationally faster and cheaper [1], [2].  

Power grids on the other hand have enjoyed centralized 
control by utility bodies and service providers in a country but 
the rise of increased energy demand and greenness shift has 
promoted renewable energy producers and Independent 
Power Producers (IPPs) initiatives. SGs being the next 
intelligent power grids are eager to incorporate distributed 
renewable energy sources (DRES), optimized demand 
response management (DRM) techniques, secure 
communication and two-way communication between 
prosumer and utility centre. SG communication networks are 
made up of three major sections Home Area Network (HAN), 
Neighbourhood Area Network (NAN) and Wide Area 
Network (WAN) [8], [9]. These three subnetworks are going 
to contain smart meters, sensors and synchrophasors to collect 
data for effective decisions to be made. The data will be 
voluminous in nature and might require unorthodox data 
mining abilities to extract meaningful information while 
striking a balance between energy consumed and delay. To the 
best of the researchers knowledge not much exploration has 
been carried out on Blockchain based dynamic routing in the 
NAN. Routing is the establishment of a path when 
transmitting data amongst nodes or hosts using a fixed or 
intelligent decision matrix and a routing table. Next 
Generation Networks especially Software Defined Networks 
(SDNs) and Fifth Generation (5G) technology seeks to 
decouple the control and data planes using network function 
virtualization. Likewise in SG networks the routing control 
can be managed by an autonomous and independent SC while 
transfer of data is handled by wireless networks like Licensed 
Assisted Access (LAA) technologies. 

This study seeks to explore the potential application of 
deep learning-based smart contracts in determining the route 
path of traffic in a NAN. Most researches have investigated 
the aspects of wireless communication and energy 
provisioning separately when these two are actually directly 
related. This will be first of its kind as this will lead to 
establishment of a viable hybrid Blockchain-Licensed 
Assisted Access smart grid architecture that will provide 
smooth switching between LTE/5G and Television 
whitespace (TVWS) access points in a NAN while aiding 
dynamic energy provisioning. 

II. NAN ROUTING TECHNIQUES 

Many routing optimization techniques have been 
suggested and some perform exceptionally well in different 
scenarios [10]–[16] but a lot of exploration needs to be carried 
out in line with Blockchain-enabled routing for Smart Grid 
Networks. Passive neighbor discovery is an essential process 
in wireless networks which allows communicating devices to 
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learn about their current neighbors after actively listening to 
their communication[17]. Using deterministic discovery 
methods the speed of discovery and excellent reliability is 
only suitable for single-channel scenarios rather than 
asynchronous multi-channel needs brought by wireless 
technologies operating in different bands. LAA uses more 
than one frequency band attributed to unlicensed and licensed 
access. To solve this problem [17] uses previous scanning 
history and accelerating discovery of neighbors with lesser 
beacon durations of a set with beacon orders for each channel 
contained in a channel pool i.e. listening-scanning scheduling 
technique through linear programming (LP) optimization. 
However, the conditions were ideal as no channel switching, 
no interference and no beacon transmission time was 
considered. Furthermore a switched optimized solution to 
cater for switching times was also compared to the passive 
discovery technique and proved to be more effective in first 
and last discovery times which are much needed in SG routing 
for effective real-time communication in a NAN.  

In their study [6] mention the common problems faced by 
Autonomous systems (AS) (i.e. a collection of linked routers 
or switches with prefixes and routing policies offered by 
Internet Service Providers (ISPs)), one of which is Border 
Gateway Protocol (BGP) hijacking on the internet. [6] goes on 
to suggest use of a Routechain a Blockchain-based routing 
protocol to solve the BGP security issue leveraging on policy 
management and already present ISP infrastructure unlike 
many solutions like BGPSec which need a costly 
infrastructure revamp. A PoAu consensus protocol called 
Clique was used to provide trust amongst AS entities to 
improve the BGP weak trust model and cryptographically 
secure routing information which proved to be tamper-proof 
and resilient to hijacking when tested under YouTube 2008 
case study conditions[6]. They only focused on external BGP 
connections more like NAN to NAN connections in the SG 
scenario leaving out internal problems unresolved, when these 
are actually also key to having smooth prosumer to prosumer 
interaction in a NAN and hence better energy provisioning. 

Routing Protocol for Low power and Lossy Networks 
(RPL) was designed for IPv6 which constructs its own 
destination oriented directed acyclic graph (DODAG) 
information object (DIO) message to maintain and control 
interconnection. RPL can be optimized by changing the 
objective function metrics like link/network metrics, such as 
delay, energy metrics such as residual energy, node metrics 
include hop count, and power metrics.[18]. RPL with a self-
configuring ability is suggested in one study applied in a NAN 
which uses TVWS for smart metering to transmit data and 
control instructions between fixed smart meters (SMs) in a 
wireless mesh network with a concentrator [19]. The self-
organizing ability is enabled by a radio environment maps and 
geo-location database for channel allocation and smooth 
switch over. SMs associates with a particular concentrator and 
scan for incumbent user (IU) occupancy as they transmit data. 
The switch over time is on average 15 seconds as PU arrival 
increases leading to frequent leads to network overhead as the 
switching between channels increases [19]. One major 
drawback is meter nodes are fixed depending on the powerline 
communication to transmit data and if an outage occurs there 
will be connectivity problems during multi-hop.  

Moreso, the authors in [18] and [20] make adjustments to 
the RPL. Simulations in [18] demonstrate that by using 
ETEN-RPL algorithm which combines the expected 
transmission time (ETX) and residual energy metrics 
improvements are observed in the network link stability, 

lifeline of nodes, packet delivery ratio (PDR) by 1.2% and 
average energy consumption (AEC) by 5.4% in comparison to 
the ordinary RPL. On the other hand in [20], Green-RPL 
algorithm prioritizes route selection based on energy 
efficiency over virtual distance amongst nodes thereby 
improving the total node energy consumption, packet delivery 
ratio and coordination overhead. This is due to use of micro 
frames for transmitting acknowledgement messages and 
protecting PUs considering the collision risk factor when 
compared with RPL and other modified RPL.  All protocols 
showed degradation in performance as number of nodes 
increased. Yang et al. propose a reinforcement learning based 
scheduling routing algorithm for wireless sensor networks 
which leverages on a BC network used for storing the routing 
network state information [21].  The authors go on to apply a 
PoAu consensus algorithm to validate transactions where 
server nodes are the validators and routing nodes are the 
miners. This model proved to be effective than back pressure 
(BP) and back pressure-Blockchain routing algorithms in 
terms of average packet delay which was reduced by 81% 
even when malicious nodes where 50% of the routing nodes. 
The learning ability of the routing algorithm made it 
dynamically robust.   A comparison of PoAu and PoW was 
also done to measure the reinforcement learning-based 
algorithm efficiency. The PoAu performed remarkably well 
reducing token transaction latency by 44% and showed a 
stable average transaction consumption of 35,660 gas 
amounting around USD$0.0613 for both PoAu and PoW [21]. 

III. SYSTEM MODEL 

Considering 𝑆 =  {𝑠ଵ, 𝑠ଶ … , 𝑠}  as a set of SM nodes or 
secondary users (SUs) which are cognitive-enabled, 
occupying a service area denoted by𝒜 measuring d2, where 
d represents the square edge length. The SM nodes are 
Poisson distributed with mean value λ. The nodes are located 
in a geographic space g and have transmission radius of r.  

 
Figure 1: System Model 

The NAN is also considered to have 𝐵 =  ൛𝑏ଵ , 𝑏ଶ … , 𝑏ൟa set 
of micro base stations (MBS) which operate in the TVWS, 
LAA and LTE network bands with transmission times 
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denoted as 𝑡்ௐௌ , 𝑡  and 𝑡்ா  respectively. Let 𝑌 =
 {𝑦ଵ, 𝑦ଶ … , 𝑦}present a set of NAN clusters where, a cluster 

𝑌 ⊆  𝒜, ∀ 𝑖 ∈  𝑌, ∀   ∪ୀଵ
 𝑦 =  𝒜  and ∩ୀଵ


Y =  𝑤  are 

satisfied. w denotes an interference threshold for any two 
adjacent i and j NANs. If C =  {𝑐ଵ, 𝑐ଶ … , 𝑐} is a set of vacant 
channels left by active incumbent users (IUs) assigned via the 
base stations or NAN gateway (NGW), a set of occupied 
channels will be represented by O =  {𝑜ଵ, 𝑜ଶ … , 𝑜}  which 
enable connectivity in the service area. The system model is 
shown in Fig 1 above. Data will be sent between any given 
nodes depending on its class or level of importance denoted 
by 𝒵 =  {𝑧ଵ, 𝑧ଶ, 𝑧ଷ} as defined in [16]. 

IV. PROBLEM FORMULATION 

Suppose we want to ensure incumbent user protection and 
dynamically allocate channels to SMs depending on routing 
node location and transmission cost.  Let’s assume the 
incumbent and primary users occupy the TVWS, LAA and 
LTE channels at varying time intervals. The channel status 
denoted as uq

t  is determined by spectrum sensing or TVWS 
Geolocation database (T-GDB). When an SU is occupying a 
TVWS channel and an IU arrives, the SU releases channel 
before the base station relocates it to another free one. The 
research assumes the LTE will give priority to IUs but if an 
intelligent scheduler is available the unused channels can be 
allocated to SUs. This might result in co-tier or adjacent 
channel interference considering LAA, TVWS and LTE will 
be operating in the same band of 700 to 900Mhz, which leads 
to transmission delay. If RPL is used channel status will be 
sent by parent node as a DIO message to other routing nodes 
and which need to be ranked for efficient forwarding to 
transpire. The ranking value for a node i can be obtained 
using formula mentioned in [20] and adding an interference 
factor 𝐼(𝑖, 𝑗): 
𝑟 = min{𝑟 + (𝑤 ∗ 𝐼(𝑖, 𝑗))}    (1) 

Where 𝑟 represents the rank of parent node j, 𝑤 is the weight 
given to node transmission, 𝐼(𝑖, 𝑗) is the interference factor 
between node i and j in the cth channel.  

𝐼(𝑖, 𝑗) = 1 − 𝑚𝑖𝑛 ቀ𝑔  , 𝐷൫𝑐 , 𝑐൯ቁ /𝐷൫𝑐 , 𝑐൯  (2) 

Where 𝑔 is the actual distance between node i and j from 
finding the Euclidean distance |𝑔 − 𝑔| . 𝐷൫𝑐 , 𝑐൯  is the 
channel interference range between channel i and channel j. 
For effective routing to occur the node i should select channel 
with minimum interference. Upon receiving the DIO 
message the smart meter or access point will create its own 
forwarder set considering a particular priority in this case link 
cost over virtual distance during a particular time slot (𝐶(𝑡)௩) 
function expressed as: 
𝐶(𝑡)௩ =  𝐿

௧  𝑣ൗ       (3) 

Where 𝐿
௧ , is the link cost required to transmit data between 

node i and j at time slot t. 𝑣  is the virtual distance computed 
by |𝑟 − 𝑟|. The goal is to minimize 𝐶(𝑡)௩  by selecting the 
optimal path from j to i, reducing energy transmission cost 
and interference while improving channel allocation. 
Through applying deep learning and Blockchain this can 
become a reality. The link cost between node i and j can be 
computed as follows: 
𝐿

௧ = ൫𝑥
௧ ∗ 𝐸௫

௧ ൯ + ൫𝑠
௧ ∗ 𝐸௦

௧ ൯ + (𝑏
௧ ∗ 𝐸

௧ )   (4) 

Where infrastructure transmission cost is denoted as 𝑥
௧ , 𝐸௫

௧  
is the energy consumed when transmitting data between i and 
j, spectrum sensing cost is denoted by 𝑠

௧ , 𝐸௦
௧

 is the energy 
used in channel sensing and selection, 𝑏

௧  is the blockchain 
cost to transact between i and j, while 𝐸

௧  represents the 
energy used per transaction. 
min

ೕ
 ,ೕ

∑ ∑ 𝐶(𝑡)௩ ∗  uq
t  ொ

ୀଵ
ଶସ
௧ୀଵ    (5) 

Subject to: 
|𝑟 − 𝑟| > 0      (6) 
𝑚 = 𝑚 − 𝑚      (7) 
𝑚 = 𝑚 + 𝑚     (8) 
𝐸௫

௧ + 𝐸௦
௧ + 𝐸

௧ ≤ 0    (9) 
𝐼(𝑖, 𝑗) ≤ 𝐼௧௦     (10) 
 
uq

t  represent binary variable that indicates the channel state 
for each running index q at time slot t, idle or busy i.e.{ uq

t ∈ 
0,1}. 𝑚  represent the packet balance verified by BC when 
𝑚 data is transferred from j to i. 𝑚  is the packet balance 
verified by BC after 𝑚 data is received from j by i. 𝐸்௫

௧  is 
the total energy consumed when transmitting data from 
smart meter on prosumer to BS.𝐸ூ

௧
 is the energy used in 

processing the information on SM. 𝐸
௧

 is the energy needed 
to send and receive blocks from BC per given transaction 
obtained from the Ethereum Blockchain platform. 
 

V. METHODOLOGY 

Data packets were randomly generated using Scapy python 
library tool for 10 smart meter nodes located in a NAN, which 
measured 10 by 10 square kilometers in a typical suburban or 
rural set up. The physical distance between nodes was 
assumed to range between 100 and 1 000 metres apart. The 
smart contract was designed using solidarity in the truffle 
project environment and deployed in the Ganache Blockchain 
development platform. The deep learning-based smart 
contract was then invoked in a python script to perform 
routing between any given nodes i and j. Each NAN was 
assumed to have at least two TVWS base stations which are 
10 000 metres apart and one LTE base station stationed at the 
5 000 metres radius.  
 
A. Proposed Deep Reinforcement Learning and Blockchain 

(DLBC) Algorithm 

Step 1: let 𝑆 =  {𝑠ଵ, 𝑠ଶ … , 𝑠} be N input nodes with defined 
IP addresses and fixed data packets (e.g. message “Hello”). 
Step 2: Initialize t = 1, i = 1, j =0, q = 1, 𝐸௦

௧  = 0 and 𝑟 = 0.  
Step 3: Select an action a for each node based on the node 
rank.  
Step 4: Compute the node rank 𝑟 = 𝑚𝑖𝑛{𝑟 +  (𝑤 ∗ 𝐼(𝑖, 𝑗))} 
Step 5: For i to N do: 

increment i by 1; 
update 𝑟; 
route(i, j); 
record  𝑚 = 𝑚 − 𝑚; 

 𝑣𝑎𝑙𝑖𝑑𝑎𝑡𝑒 𝑚 = 𝑚 + 𝑚; 
 For t =1 to 24 do: 
  Compute 𝐿

௧ = ൫𝑥
௧ ∗ 𝐸௫

௧ ൯ + (𝑏
௧ ∗ 𝐸

௧ )  
  Increment t by 1;  
 End For; 
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End For; 
Step 6: For t =1 to 24 do: 
 For q = 1 to 10 do: 
  Compute 𝐶(𝑡)௩ ∗  uq

t ; 
  update uq

t  for each action  
  increment q by 1; 
 End for; 
 increment t by 1; 
End for; 
Step 7: Stop 

B. Proposed DLBC Routing Model 

The model shows the data packets will be transmitted 
between SMs and blockchain nodes. The deep learning 
engine will be stored in a cloud or local blockchain network 
where the smart contract resides. The channel allocation and 
selection manager is supposed to liaise with the T-GDB to get 
a collection of all available channels to be used for 
transmission.  For purposes of this research the manager was 
not implemented but random channels were assumed to be 
free or occupied. 

 
Figure 2: Proposed Deep Learning and Blockchain Network 

VI. RESULTS AND DISCUSSION 

From the routing and blockchain transaction simulations 
carried in this research results show that the DLBC-based 
routing algorithm outperformed normal RPL, in terms of 
packet delivery ratio and transmission delay between nodes. 
As shown in table I and table II respectively. In table I, DLBC 
is presented as being at par with RPL in short distances and 
superseding RPL in long distances. But the DLBC consumes 
more energy when compared to RPL due to transmission of 
data to and fro blockchain platform which can be reduced by 
placing renewable energy on HANs. In table II it is shown 
that for both transmission control protocol (TCP) and user 
datagram protocol (UDP) high priority message tend to have 

less delay than low priority messages despite the distance in 
consideration. 

 
Figure 3: Blockchain Transaction captured in Ganache 
 
Figure 3 shows how a transaction is recorded on the Ganache 
development platform and the corresponding data packets 
between nodes were simulated using Scapy library as they got 
recorded in Wireshack. 

TABLE I.  PDR VS NODE DISTANCE 

Distance (m) Packet Delivery Ratio% 

DLBC RPL 

100 0.96 0.93 

500 0.93 0.93 

1000 0.87 0.93 

2000 0.86 0.80 

5000 0.85 0.75 

10000 0.80 0.70 

 

TABLE II.  END TO END DELAY VS NODE DISTANCE 

Distance 
(m) 

Transmission 
Protocol 

Message 
Type 
(Priority) 

End to End Delay 
% 
DLBC RPL 

100 UDP 
 
TCP 

HIGH 1.3 
 
1.2 

1.4[20] 
 
1.4 

500 UDP 
 
TCP 

LOW 3.3 
 
3.0 

3.5 
 
3.0 

1000 UDP 
 
TCP 

MID 2.8 
 
2.5 

2.6 
 
2.5 

2000 UDP 
 
TCP 

MID 4.6 
 
4.7 

5.0 
 
5.2 

5000 UDP 
 
TCP 

HIGH 3.0 
 
3.1 

3.4 
 
3.3 

10000 UDP 
 
TCP 

LOW 10 
 
15.5 

12 
 
17 
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VII. CONCLUSION AND FUTURE WORK 

Blockchain technology is bringing transparency and security 
to many sectors including smart grid. Although it consumes 
more computational energy, through use of deep learning and 
renewable energy the energy and transmission costs can be 
greatly reduced. Applying deep learning and blockchain in 
NAN improves packet delivery ratio, delay and channel 
switching ability for smart meter nodes. Future work will 
consider comparing with more bio-inspired algorithms like 
cat swarm optimization, ant colon and hybrid ones. The 
algorithm needs to be tested in a real test bed environment 
with real time SM data. 
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Abstract—The performance of Optical Wireless Communication 

(OWC) is strongly influenced by the atmospheric conditions in a 

given environment. In foggy, rainy, and clear weather conditions, 

optical signals are known to be attenuated due to absorption and 

scattering. In this paper, rain attenuation measurement is 

presented using an empirical method based on the relationship 

between the observed attenuation distribution and the related 

observed rain intensity distribution at 30-second integration 

period in Durban, South Africa. A distrometer is used to obtain 

the raindrop size and rain intensity, while an optical power meter 

is used to log the received optical signal power level, to evaluate 

the influence of rain on the signal transmitted over the 7-m link. 

The relationship between the received signal level, and the rain 

intensity for a particular weather condition at a specific time is 

then obtained. Analyses are then made, and compared against the 

French model at a wavelength of 850 nm. The measurement 

results show extremely high attenuation values compared to the 

French model, which thus calls for further investigations. 

 

Keywords— Optical Wireless Communications; Free Space 

Optics; FSO Measurements 

I. INTRODUCTION 

Due to the unprecedented growth of high speed multimedia 

services and diversified applications initiated from the massive 

connectivity of IoT devices, 5G and beyond 5G (B5G) cellular 

communication systems, the existing electromagnetic 

spectrum under RF ranges is incapable of satisfying the 

enormous future data rate demands. Optical wireless 

communication (OWC), also known as Free Space Optics 

(FSO), which covers a wide range of unlicensed spectrum, has 

thus emerged as an efficient solution to mitigate conventional 

RF spectrum scarcity for communication ranges from tens of 

meters to several kilometers. The FSO communication system 

is one of the prominent wireless communication systems, 

which witnessed a massively increasing interest and vast 

development in the last decade [1]. The commercially 

available FSO is a wireless line-of-sight communication 

between two points. This type of communication can handle 

data at a rate of more than 1Gbps over a distance that may reach 

4 km. FSO was originally developed to solve the “last mile 

bottleneck” with a cost effective way that avoids the high cost 

of fiber optic cables [2].  

According to Umair et al [3], FSO systems are based on the 

transmission of data through the atmosphere within optical 

spectral windows that are free from molecular absorption. 

They note that FSO provides several advantages over normal 

RF links, including: very high bandwidths; narrow-beam 

transmission which improves frequency re-use and 

electromagnetic compatibility issues; and free spectrum (no 

license costs) [1] [3]. However, an FSO transmission is prone 

to the non-ideal conditions arising from unstable weather 

conditions. In other word, a single beam FSO system is 

susceptible to weather conditions whereby turbulence, rain, 

fog, haze and dust introduces attenuation to the light source or 

even block the propagation. Hence, an FSO system should be 

thoroughly investigated relative to weather conditions, to 

ensure that the received power is sufficient at the receiver for 

processing [1].  

Under clear-air conditions, atmospheric turbulence is the 

major cause of optical signal fluctuations or fading in FSO 

systems, which in turn affects the link availability. The 

atmospheric turbulence effects are caused by the differences 

detected in the refractive index as a result of the in-

homogeneities in temperature and also by fluctuations 

obtained in air pressure along the transmission pathway of the 

laser beam. Atmospheric turbulence is thus an atmospheric 

phenomenon generated by the temperature difference between 

the surface of the Earth and the atmosphere. According to 

Mohale et al, from their study of the South African 

environment, atmospheric turbulence disrupts the coherence of 

both laser radiation and optical wave during the entire day [4]. 

In FSOC systems, strongly divergent beams where the beam 

energy is redistributed across the beam width is the most 

significant source of turbulence. This condition of strongly 

diverged beams is also known as scintillation. On the other 

hand, under precipitation conditions, the optical laser beam 

propagating in such media undergoes deep fading due to 

scattering and absorption: in temperate regions, FSO signal 

fading is largely due to fog and heavy snow; while in tropical 

regions, the fading is mainly due to rain and haze [1, 5].  

In South Africa, Mohale et al [4] have studied the 

feasibility of deployment of FSO communication (FSOC) links 

in South Africa based on atmospheric losses under average and 

worst case atmospheric conditions. Their results show that 

Ermelo has the highest optimal FSOC link distance of 7.5 km 

at an overall atmospheric loss of 2.8 dB under average 

conditions, while Durban has the shortest FSOC link distance 

at 2.6 km at an overall atmospheric loss of 12 dB under worst 
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case conditions. This finding was reached by the authors based 

on theoretical analysis of long-term atmospheric data 

consisting of average visibility, wind speed, and altitude.  In 

[6], Layioye et al report on the Visibility Range Distribution 

(VRD) for FSO applications within South Africa (Durban), 

noting that the behavior of optical signals in the atmospheric 

channel depends on the magnitude of the visibility which in 

turn is the most important parameter required to achieve an 

optimal link performance and optical signal availability at 99%. 

In the same vein, Kolawole et al [7] present regression models 

based on meteorological factors to reliably estimate 

atmospheric visibility for FSO links in South Africa. The 

meteorological factors used are relative humidity, temperature, 

fractional sunshine, atmospheric pressure and wind speed for 

Cape Town, South Africa. However, FSO link attenuation or 

fading due to rain has not been addressed for South Africa. 

In [3], a model for the prediction of attenuation due to rain 

over FSO links is presented, with particular focus on tropical 

Pakistan. The model utilizes local rain statistics for the site of 

interest as inputs, in addition to incorporating the dependence 

of raindrop size distribution and related multiple scattering 

effects on FSO signal attenuation. The DSD is modeled with a 

gamma function, with the latter only being dependent on the 

shape parameter, µ, and the rain rate, R. They note that the 

DSD impact depends on R: for example, they show that at 

R=50 mm/h, the specific attenuation obtained is 10 dB/km for 

µ=-2, to 25 dB/km for µ=7. They also point out that the specific 

attenuation due to rain in the optical band (0.78 µm & 1.55 µm) 

is of the same order of magnitude as in the V-band (40-75 GHz).  

In [5], Suriza et al present an analysis of rain attenuation 

measurement over a terrestrial FSO link in Malaysia. They 

compare their results to those due to the ITU-R model which 

was developed based on measurements performed in France 

and Japan. They conclude that both models, which are based 

on parameters of temperate regions, are unable to predict FSO 

attenuation measured in a tropical climate, hence they 

recommend further research to develop an appropriate model 

for the tropics. 

Finally, Singh and Mittal [8] present a performance 

analysis of an FSO link under rainy weather conditions for 

inland and coastal zones of India. Using values of 𝑘 𝑎𝑛𝑑 𝛼 for 

specific attenuation due to rain as 1.076 and 0.67 respectively, 

they determine that, under average rain weather conditions, 

with Mumbai recording a rain rate of 7.3 mm/h, while 

Hyderabad records a rain rate of 2.35 mm/h, the corresponding 

values of specific attenuation are 4.08 dB/km and 1.91 dB/km, 

respectively. On the other hand, under worst rain weather 

conditions, the corresponding rain rates are 177.6 mm/h for 

Mumbai, and 37.7 mm/h for Hyderabad; with the 

corresponding values of specific rain attenuation being 34.6 

dB/km and 12.2 dB/km, respectively. As Al-Gailani also states, 

both Japan and Europe models do not take into account the 

higher rain intensities which occur in tropical countries, thus 

the link attenuation estimated by these models are not 

applicable in the tropical regions [1]. 

The power law given in (1) represents the specific rain 

attenuation, which is the fundamental quantity in determining 

attenuation due to rain for terrestrial and earth space links. 

 

𝛾𝑟𝑎𝑖𝑛 = 𝑘 × 𝑅𝛼       (1) 

 

Where 𝛾𝑟𝑎𝑖𝑛  is specific attenuation due to rain; 𝑅 is the rain 

intensity; 𝑘 𝑎𝑛𝑑 𝛼 are rain coefficients. 

The coefficients 𝑘 𝑎𝑛𝑑 𝛼 depend on the carrier frequency 

of FSO systems, and on the characteristics of rain such as 

raindrop size distribution (DSD) and polarization, as well as 

the location [5, 9]. Both coefficient values can be obtained 

from ITU-R P.838-3 [10]. Since raindrops are assumed to have 

a spherical form, estimates of 𝑘 𝑎𝑛𝑑 𝛼  do not depend on 

vertical or horizontal polarization [5]. The following formula 

was presented by Charbonneau for French model [11] [12]: 
 

𝛾𝑟𝑎𝑖𝑛 = 1.076 × 𝑅0.67 [𝑑𝐵

𝑘𝑚
]   (2) 

 

This equation is for drizzle rain (up to 5 mm/h), and it will be 

used to compare against the measured attenuation, and the 

specific attenuation, from Durban, which is the focus of this 

paper, using the drizzle rain intensity.  

II. MEASUREMENT EQUIPMENT 

A. Optical Power Measurement Setup 

The measurement setup requires two computers, each 

displaying the data for each transceiver, as illustrated in Fig. 1. 

The Gigabit Ethernet Media Converter, which is utilized as an 

electrical-to-fiber optic converter or a fiber optic-to-electrical 

converter, is shown in Fig. 2. The Ethernet cable C85 with an 

RJ45 connector on the right (RIGHT) is used for sending or 

receiving electrical signals. The fiber cable with LC connection 

on the left (LEFT) in Fig. 2 is responsible for receiving or 

sending fiber optic signals. The two transceivers, (transmitter 

and receiver) are 7 meters apart, as shown in Fig. 3. Signal 

transmission is carried out using infrared lasers, which are 

efficient and reliable. Lasers with an optical wavelength of 

850nm are utilized for transmission. The Avalanche 

Photodiode Detector (APD), a very sensitive detector, is used 

at the transceiver to detect the signal. 

B. Distrometer Measurement Setup 

To analyse the fluctuation of signals based on different 

weather conditions, such as clear weather, fog, and rain, 

weather data is commonly used. A distrometer is a device that 

measures the size of raindrops as well as the rainfall intensity. 

The velocity and size of each particle in each drop are 

calculated and recorded. The distrometer used is the Vaisalla 

RD-80 which captures drop size measurements using a 

personal computer. The distrometer detects the size 

distribution of raindrops falling on the sensor's sensitive 

surface. Using this information, it is possible to calculate the 

actual drop size distribution in a volume of air [13]. 

The diameters of the raindrops that can be measured range 

between 0.3 and 5.4 millimetres. Drops smaller than 0.3 mm 

cannot be measured due to the measuring equipment’s 

practical limits, and are normally of minimal relevance in the 

applications for which the device is designed. Due to the 

volatility of big drops, which promotes drop break-up, drops 

larger than 5.4 mm are extremely rare [13]. 127 drop diameter 

channels are distinguished by the RD-80. To limit the amount 

of data and get statistically relevant samples, the 127 drop size 

channels are re-grouped into 20 drop size groups that are 

spread more or less exponentially over the available spectrum 
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of drop sizes. The translation into 20 classes is handled by the 

data logging software. As a result, every 30 seconds, the 

raindrop diameter and intensity are monitored, allowing them 

to be stored and presented on the PC screen as seen in Fig. 4 

[13]. 

The first column in Fig. 4 displays the sampling time 

intervals, which in this case vary by 30 seconds; the second 

column indicates the number of drops measured in each drop 

size class (class 1-20) during time interval t, which in this case 

is 30 seconds. The last two columns show R, which is the 

intensity at which the drops hit the Styrofoam (in mm/h), and 

the rainfall accumulated, RT (in mm), the real-time cumulative 

weight of the drops every 30 seconds. The results in Fig. 4 are 

used to calculate the rain intensity by using the following 

formula [13]: 

 

𝑅 =  
𝜋

6
∙

3.6

103 ∙
1

𝐹∙𝑡
∙ ∑ (𝑛𝑖 ∙ 𝐷𝑖

3)20
𝑖=1  [

𝑚𝑚

ℎ
]   (3) 

 

Where: 

F is size of the sensitive surface of the sensor, which is equal 

to 0.005 𝑚2 ;  t is time interval for data logging; 𝑛𝑖  is the 

number of drops measured in drop size class i during time 

interval t; and 𝐷𝑖  is the average diameter of drops in class i.  

Equation (3) is used to calculate the rain intensity [13]. Fig. 

4 shows measured values, which are recorded and saved in tab-

delimited ASCII format, and can be imported into other 

programs, like spreadsheet programs, for further analysis. 

 

C. FSO Link Losses and Fade Margin 

For the FSO link in question, the link parameters are shown 

in Table 1.  

For a line-of-sight link, the free space loss is given by: 

𝐹𝑆𝐿 = 10 𝑙𝑜𝑔10(
4𝜋𝑑

𝜆
)2 = 20 𝑙𝑜𝑔10(

4𝜋𝑑

𝜆
)     (4) 

Substituting d, the distance between the transceivers, which in 

this case is 7 m, and the free space wavelength of 850 nm, the 

FSL is determined to be: 

𝐹𝑆𝐿 = 20 𝑙𝑜𝑔10 (
4𝜋(7)

(850×10−9)
) = 160.3 𝑑𝐵     (5) 

Now, the actual received signal level at the FSO receiver 

is determined from: 

𝑃𝑟(𝑑𝐵𝑚) = 𝑃𝑡(𝑑𝐵𝑚) + 𝐺𝑇 + 𝐺𝑅 − 𝐹𝑆𝐿 − 𝐹𝐿 − 𝑂𝐿 − 𝐸𝐿  
(6) 

Where 𝑃𝑟  is received signal level (dBm), 𝑃𝑡 is transmit signal 

level (dBm), 𝐺𝑇 is transmit lens gain (dB), 𝐺𝑅 is receive lens 

gain (dB), 𝐹𝐿  is the total feeder (system) loss (dB), 𝑂𝐿  is 

optical loss (dB), 𝐸𝐿 is excess loss, which covers scintillation, 

atmospheric loss, and fog loss. 

Thus, our 𝑃𝑡 is 16 dBm, while the lowest acceptable value 

for 𝑃𝑟  or 𝑃𝑟𝑚𝑖𝑛  is -38 dBm. 

 

𝐺𝑇 = 20 log10 (
126.491

𝜃
)      (7) 

 

Where 𝜃  is the transmit beam divergence angle in radians, 

which is given as 2.8 mrad is this case, hence: 

 

𝐺𝑇 = 20 log10 (
126.491

2.8×10−3) = 93.1 𝑑𝐵  (8) 

 

For a lense of diameter D, which is 16 cm in this case, the gain 

of the receive lens is given by: 

 

𝐺𝑅 = 20 log10 (
31.623𝜋𝐷

𝜆
)       (9) 

 

Hence: 

𝐺𝑅 = 20 log10 (
31.623𝜋(0.16)

(850×10−9)
) = 145.4 𝑑𝐵    (10) 

 

FL is given in Table 1 as 2 dB. The geometric or optical loss, 

𝑂𝑆, is caused by the optical beam diverging from its path. For 

this link with d=7 m, this loss is given by: 

 

𝑂𝐿 = 20 log10 (
𝐷

𝑑𝜃
) = 20 log10 (

0.16

7(2.8×10−3)
) = 18.2𝑑𝐵  (11) 

 

Therefore, after substituting the above values, 𝑃𝑟  is given by: 

 

𝑃𝑟(𝑑𝐵𝑚) = 74.2 (𝑑𝐵𝑚) − 𝐸𝐿 (𝑑𝐵)   (12) 

 

𝐸𝐿 can then be determined from link measurements. 

  

TABLE I 

OWC  SYSTEM PARAMETERS 

Parameter Value 

Wavelength 850, 950, and 1550 nm 

Transmit Power 16 dBm (40 mW) 

Light Source Laser 

Receiver Sensitivity -38 dBm 

Transmit and Receiver 

Systems losses 

2 dB 

Receiver Aperture Diameter 16 cm 

Eye Safety Class 1M 

Receiver Field of View 10 mrad 

Detector Avalanche Photodiode (APD) 

Transmit Beam Divergence 
Angle 

2.8 mrad 

Data Rate 1.25Gbps 

 

TABLE II 

INFORMATION OBTAINED FROM RD-80 DISTROMETER FOR THE 

PERIOD OF MEASUREMENT 

CATEGORY NUMBER OF SAMPLES 

Monthly  

August 647 

September 1141 

October 3119 

November 9492 

December 2251 

January 195 

Seasonal  

Winter 647 

Spring 13752 
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III. LINK ATTENUATION MEASUREMENT 

The maximum power recorded (dBm) at the transceiver, 

during the period of the experiment, which is mid-August 2019 

to mid-February 2020, was 5.7603 dBm - which value was 

recorded on 1st September 2019 at 08:52 am. However, this 

value is not fixed for a given rain event. At any time, the 

“unfaded” received signal level varies, depending on whether 

there is fog, scintillation, or rain. Therefore, the signal power 

recorded at a certain time should be subtracted from the 

maximum value recorded during that particular period of 

measurement (or measurement event) to determine the 

attenuation in dB as shown in equation (13):  

 

Loss(dB) = Pmax (dBm) – Preceived (dBm)  (13) 

 

The measured attenuation is calculated between the two 

transceivers with respect to a fixed distance (L) in kilometers, 

and the specific attenuation is then determined as attenuation 

with respect to distance in (dB/km). It is calculated as follows: 

 

Specific Attenuation(dB/Km) = 
𝐿𝑜𝑠𝑠(𝑑𝐵)

𝐿(𝑘𝑚)
   (14) 

In this particular case, the link length of 7 meters or 0.007 

kilometers is used. Thus, in (14), L is equal to 0.007 for all the 

calculations. 

IV. MEASUREMENT RESULTS AND ANALYSIS 

South Africa has a variety of climatic changes that are 

reliant on seasonal cycles. These are: Summer (December to 

February); Autumn (March to May); Winter (June to August); 

and Spring (September to November) [14]. The data for this 

study was obtained during three seasons, namely, winter, 

spring, and summer. However most of the data was collected 

during spring, which, together with summer, is Durban's 

rainiest season  [14]. This section focuses on the analysis of the 

results obtained from measurements taken between August 

2019 and January 2020. These findings will be used to study 

the relationship between rain intensity and attenuation due to 

rain, as well as the specific attenuation.  

A. Plots of Rain Intensity versus Received Optical Power 

The rain intensity time series and the equivalent optical 

received signal time series of the drizzle events on September 

13th, 2019 and December 4th, 2019, respectively, are shown in 

Figures 5 and 6. It can be seen that when the rainfall rate rises 

or falls, there is a change in the received power, and this 

difference is what constitutes rain attenuation. For example, in 

Fig. 5, between 12:20:00 and 12:25:00 on September 13th, 

2019, the received signal is attenuated, as the rain intensity 

 
Fig. 1: Current set up and equipment used for FSO link infrared 

signal level measurement Network 

 

 
Fig. 2: Electrical-to-Fiber or Fiber-to-Electrical Converter 

 

 
Fig. 3: Fibre Optic Link of Length 7 meters 

 
 

 

 
Fig. 4: Distrometer Display 
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rises from 0 to around 0.22 mm/h, and then recovers to its 

maximum value when the rain intensity goes back to zero. This 

shows that there was attenuation due to rain during that period. 

The received signal is attenuated again as the droplets begin to 

fall with a small intensity, leading to the conclusion that the 

received signal attenuation on that specific day was primarily 

due to rain. 

     It is important noting that the rain intensity was quite low 

during these days, but there was still attenuation. This implies 

that, in addition to the rain intensity, there are other factors 

affecting the received signal, such as fog, alignment, 

scintillation, and possibly the raindrop diameter. This will only 

be verified through further research. 

Fig. 6 shows the attenuated signal recorded on the 4th of 

December 2019, between 17:30:00 and 18:30:00. The received 

signal was consistent for the first 20-25 minutes. The signal 

became attenuated as soon as the rain intensity increased, i.e. 

as it started drizzling. With the progression of time, it can be 

observed that the received signal fluctuates to its lowest value 

at some point, with a high rain intensity recorded; while it 

again rises, with the low rain intensity recorded. The recorded 

received signal showed attenuation of about 0.22 

decibels, and the drizzle rain intensity reached its highest value 

of about 1.7 mm/h.  

A total of 16845 rainfall events were analysed throughout 

the measurement period, and they are classified into monthly 

(August 2019 to January 2020) and seasonal (Winter, Spring 

and Summer) categories in Table 2. 

B. Plots of Attenuation and Specific Attenuation due to Rain 

The relationship between specific attenuation in dB/km and 

rain intensity in mm/h, as well as the relationship between 

attenuation in dB and rain intensity, are shown in the plots in 

Figures 7 and 8. As shown in the figures, the rain regime 

considered for this reporting is the drizzle type, with rain 

intensities ranging from 0.2 to 5 mm/h. The trend-lines in the 

two figures show a rise in rain attenuation as well as specific 

attenuation, as the rain intensity increases, with a maximum 

rain intensity of slightly less than 5 mm/h. For example, in 

August 2019, the “measured” attenuation equation is 𝑦 =
88.763𝑥0.0029, where 𝑦 is the specific rain attenuation and 𝑥 is 

the rain intensity. The 𝑘 𝑎𝑛𝑑 𝛼  coefficients are 88.763 and 

0.0029, respectively. From the measured attenuation in both 

Figures 7 and 8, one sees a constant value of about 0.62 dB 

over the link. The measured attenuation is seen to be practically 

independent of the rain rate. This implies that there is a high 

possibility of the presence of fog alongside the drizzle. Indeed, 

from the work of Mohale et al [4], it is shown that of all the 

cities in South Africa, Durban has the lowest visibility, a 

parameter which is closely related to the fogginess. 

For comparison, the French prediction model for FSO rain 

attenuation is also plotted alongside the scatterplots for the 

measurements, to give the predicted attenuation due to rain in 

Durban, and check if they were in correlation with other 

existing models. The ITU-R rain attenuation prediction model 

for FSO system provided the 𝑘 𝑎𝑛𝑑 𝛼  coefficients for the 

French model [9]. It is also important to note that the French 

model for FSO attenuation is for drizzle rain [9], that is for rain 

intensity of less or equal to 5 mm/h. The French model plots 

indicate that, for drizzle rain type, attenuation follows a rising 

trend as opposed to the Durban measurements where the 

attenuation follows almost a flat line. The other marked 

difference is that the attenuation values plotted for Durban are 

much higher than that due to the French model. This calls for 

further investigation in Durban, as there seems to be an obvious 

underlying attenuation factor alongside the rain attenuation for 

FSO links. This is thus the subject of further work. 

  

 

Fig. 5: Rain Intensity and Received Optical Signal time series 

for drizzle event on the 13th of September 2019, in Durban 

 

Fig. 6: Rain Intensity and Received Optical Signal time series 
for drizzle event on the 4th of December 2019, in Durban 
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V. CONCLUSION 

A study of the performance of the FSO link under drizzle 

rainfall regime in Durban reveals that the received optical 

signal time series and rain intensity time series plots shows that 

there is attenuation that is almost constant. The attenuation due 

to rain is almost two orders of magnitude higher than the 

French model prediction.  This shows that during a drizzle rain 

event, attenuation is not solely dependent on rain intensity, 

implying that other parameters play an active role during a rain 

event in Durban. This therefore calls for further analysis of 

these subterranean influences. 
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Fig. 7: Specific Attenuation as well as Attenuation vs Rain Intensity 

graphs for August 2019 

 

 
Figure 8: Specific Attenuation as well as Attenuation vs Rain Intensity 

plots for January 2020 
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Abstract—Large-Scale IoT (LS-IoT) networks are generally
characterised by the existence of an enormous number of
heterogeneous Machine-to-Machine (M2M) devices connected
to the internet through a Gateway (GW) device. This creates
congestion in the GW node due to the massive number of
device transmissions that need to be managed at both the
Physical (PHY) layer and the Media Access Control (MAC)
layer. Virtualisation of the Gateway’s MAC (GW-MAC) can be
used to improve the scalability of LS-IoT networks, supported
by a robust and seamless concurrent PHY layer multiplexing.
However, the GW-MAC virtualisation may introduce additional
delay when scheduling devices. Therefore, this paper evaluates
the impact of the GW-MAC virtualisation on a classical Carrier
Sense Multiple Access with Collision Avoidance (CSMA/CA)
random MAC scheduling protocol by using a modified through-
put model which incorporates the effects of the GW-MAC
virtualisation process for a non-saturated network. The results
obtained in this study suggest that the GW-MAC virtualisation
reduces the throughput of the network. However, the results show
that the reduction in throughput can be improved by the creation
of multiple virtual GW-MAC instances supported by multiple
independent collision domains in the PHY layer multiplexing.

Index Terms—Media Access Control (MAC), CSMA/CA, Vir-
tualisation, Gateway (GW), Large-Scale IoT (LS-IoT)

I. INTRODUCTION

The proliferation of Machine-to-Machine (M2M) devices
associated with numerous Internet of Things (IoT) applica-
tions require large-scale networks akin to the cellular network
infrastructure. In fact, LS-IoT networks in the future may
require a much larger access network than cellular networks.
As such, new technologies and standards have been devel-
oped to address the increase in IoT network size with an
emphasis on the Media Access Control (MAC) layer. One
example of these standards is the IEEE 802.11ah standard [1]
which proposes a novel Restricted Access Window (RAW)
MAC mechanism and hierarchical scheduling combined with
the classical Carrier Sense Multiple Access with Collision
Avoidance (CSMA/CA) random access technique referred to
as the Distributed Coordination Function (DCF). Another
issue with LS-IoT is that the Gateway (GW) nodes experience
congestion problems which is sometimes eminent at the MAC
layer. Some PHY layer improvements exist to provide a
seemingly concurrent transmission. However, the GW-MAC
acts like a bottleneck in a LS-IoT scenario [2].

Virtualisation of the GW-MAC is one of the approaches
that can be used to ease the congestion of the GW-MAC and

improve the scalability of the network. This can be achieved
by offloading the GW-MAC functions externally to a remote
edge (eDC) for execution. However, this process may affect
the ability of devices to perform a random MAC scheduling
procedure. This effect has not been widely investigated in
literature. Therefore, in this study we present a throughput
model based on [3] and [4] which is based on the CSMA/CA
random MAC scheduling procedure like the DCF used in
the 802.11 networks. We consider the non-saturated condition
since most M2M devices in IoT networks do not always have
traffic to be transmitted because IoT traffic is usually event-
driven and less bursty. Therefore, the non-saturated model
is ideally suited for representing IoT networks. Based on
this model the GW-MAC virtualisation cost is introduced to
arrive at a GW-MAC virtualised throughput model for a single
instance and multiple instances which is used for the analysis.

The rest of the paper is organised as follows: Section
II presents related works on the GW-MAC virtualisation.
Section III presents the MAC device scheduling throughput
model, first without the virtualisation delay and followed by
the introduction of the virtualisation delay. Section IV then
presents the numerical computation of the model, the results
obtained, and the analysis thereof. Section V concludes the
paper by consolidating all the key aspects studied in this paper.

II. RELATED WORK

The virtualisation of the lower layers (PHY and MAC
layers) of a wireless communication protocol stack has barely
been studied. Very few studies on the virtualisation of GW-
MAC exist irrespective of the type of wireless application. In
this section, some of the few related works on the general
MAC virtualisation are reviewed and their shortfalls are
highlighted to motivate the need for analysing the impact of
GW-MAC virtualisation in LS-IoT networks.

In [5] a concept for virtualising the MAC functions in an
Access Point (AP) is proposed by splitting the physical AP
such that the physical AP is transparently connected remotely
to a machine hosting the virtual MAC through a tunnel over
Ethernet. The results of the proposed concept indicate a fairly
small drop in throughput due to the virtualisation of the
MAC with improved flexibility in managing the MAC of
the AP. However, the study does not investigate the impact
of using multiple instances of the virtual MAC which could
improve the throughput performance. Also, the study does not
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consider the large-scale nature of the network to establish the
extent of the degradation in throughput performance. In [6],
Caeiro et al. proposed an algorithm for addressing network
capacity constraints through virtualising the wireless access
mechanism. They proposed a concept of a differentiated
virtual base station instantiation within a given coverage
area. Their algorithm encompasses various radio resources
management activities which include the MAC scheduling of
devices in a wireless channel. In their results, the number of
virtual base stations is compared with the average data rate
of a cluster of devices which indicates a minor difference
between the maximum deviation of the average data rate and
the number of virtual based stations. Though the work studies
the effect of virtualisation on the average data rate, it does not
specifically focus on large scale M2M or IoT traffic types.
In [7] a generic approach is proposed for virtualising the
MAC in heterogeneous networks with different radio access
technologies. The author uses a novel approach to offload
resources for mobility and device scheduling. The results
obtained in their work suggest that resource utilisation can be
enhanced by virtualising the MAC function of the radio access
component. However, the results are not based on M2M or
IoT traffic types. In [8] the authors conducted an experiment
based on the deployment of virtual MAC protocols in a shared
network. They used a software program called MAClets to
provide real-time virtualisation of the CSMA/CA based MAC
scheduling of devices in an IEEE 802.11 network. The results
obtained in the study merely indicate a saturation of the
throughput level of the virtual MAC as additional devices join
the network. However, the experiment was based on only 3
best effort devices which do not represent a LS-IoT network.

In general, from the related works, there is very little focus
on studying the effects of GW-MAC virtualisation on the
scheduling of devices in LS-IoT based networks. However, the
move towards GW-MAC virtualisation must be evaluated with
emphasis on the scalability (throughput performance versus
the number of devices) of the network rather than the mere
benefits of flexibility in managing the GW nodes.

III. MEDIA ACCESS CONTROL MODEL WITH GW-MAC
VIRTUALISATION

A. Basic Random Access Mechanism based on CSMA/CA

We first consider a large number of M2M devices con-
nected to a GW node. A group of devices contend for a
transmission opportunity in a single channel. The contention
is based on the CSMA/CA mechanism which is the basis for
some MAC protocols in IoT networks such as the Distributed
Coordination Function (DCF) used in the IEEE 802.11ah
standard for device scheduling in time slots [9]. A device
that has data in its MAC buffer to be transmitted first senses
the communication channel to detect if the channel is free
from any ongoing transmission. If the device senses that the
channel is idle within a period called an Inter-frame Spacing
(IFS), the device then initiates the transmission of the data
packet. On the other hand, if the device senses that there is
an ongoing transmission in the channel during the IFS period,
the device continues to monitor the channel until the channel

is idle for the duration of the IFS. When the channel is idle,
the device enters a random back-off (BO) procedure before
transmitting the data packet. The random BO procedure in
this case serves as a collision avoidance mechanism during
transmission. The random BO procedure does not completely
avoid collisions. However, it reduces the probability of having
multiple transmissions in one channel. The random BO is
selected over a range of 0 to CW , where CW is referred to as
the contention window, starting with the minimum contention
window CWmin. After randomly selecting a BO time, the de-
vice then initiates a down counter until it reaches zero before
transmitting a packet. If the transmission is unsuccessful after
the BO timer reaches zero, possibly due to a collision, then the
contention window is increased to 2iCWmin upon each failed
transmission attempt until the maximum contention window
value CWmax. The parameter i represents the current BO
stage. The BO procedure is executed so long as the channel
is idle. However, it is frozen when a transmission is detected
and resumed when the channel is idle again for an IFS period.

The time duration for transmission after the IFS period
is divided into time slots, tslot. Devices therefore may only
transmit at the beginning of a timeslot. The duration of the
time slot is therefore very critical in the performance of
the LS-IoT network. This is because the time slot is shared
amongst all other devices contending for channel access.
Hence, a heterogeneous LS-IoT network of devices that
results in several random device scheduling events at different
times with different traffic rates can potentially impact the
throughput level. To describe such a situation, a non-saturated
throughput model is adequate which is presented in the
following subsections.

B. Non-saturated CSMA/CA Probabilities

In order to estimate the throughput of the non-saturated
network, some key probabilities need to be established. These
are the conditional collision probability denoted as p, the
probability that there is at least one active transmission in
a time slot denoted as Ptr, the probability that there is a
successful transmission in a time slot denoted as Psuc and
the probability that a device initiates a transmission in a
time slot denoted as τ . We first present the equations for
the probabilities p, Ptr and Psuc based on the saturated
model presented in [4] which still applies for a non-saturated
network. We then present the probability τ based on [3] which
conforms with a non-saturated network hence can be used
to describe a LS-IoT heterogeneous network that schedules
devices based on the CSMA/CA random access technique.
The models in [4] and [3] have been widely applied in other
works due to their accuracy.

The conditional collision probability p is defined in 1 and
is based on the probability that, in a given time slot at least
one of the remaining d−1 devices may transmit some packet.

p = 1− (1− τ)d−1 (1)

The probability that there is at least one active transmission
in a time slot Ptr is defined in 2 and is based on the fact
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that there are d number of devices that contend for a transmit
opportunity based on the probability τ .

Ptr = 1− (1− τ)d (2)

The probability that there is a successful transmission in a
time slot Psuc is defined in 3 and is based on the fact that
there is at least one device and exactly one device transmitting
in the channel.

Psuc =
dτ(1− τ)d−1

Ptr
(3)

The probability τ that a device initiates a transmission in a
time slot is the fundamental part of the throughput model. This
is because τ describes the contention process which occurs
before the attainment of a transmit opportunity. In addition,
the probability that a device initiates a transmission depends
on the packet arrival rate from the upper MAC (part of the
MAC that interacts with the Logical Link Control sublayer) of
the device for transmission. Therefore, to obtain τ , a Markov
model that defines the CSMA/CA contention process for the
non-saturated network (the rate at which packets arrive for
transmission) can be used. There are numerous Markov mod-
els proposed in literature for non-saturated networks such as
[10] and [11]. However for accuracy and ease of computation
we adopt the Markov model proposed by [3] which yields the
equation for τ depicted in 4 and 5.

τ =
1/(1− p)

W0+1
2 + PNA

q + 1 + W0−1
2 PBAPNA + α+ pm

1−p
Wm+1

2
(4)

α =
m−1∑

i=1

pi
Wi + 1

2
(5)

The parameter W0 is the contention window of the initial
BO stage obtained as CWmin + 1, Wi is the ith contention
window represented as 2iCWmin and m is the number of
backoff stages. As presented in 4 and 5, the model considers
the probability PBA where the channel is busy when a packet
arrives for transmission or during the initial IFS period and
the probability PNA where no packet arrives for transmis-
sion. Also, the probability q where a new packet arrives for
transmission during a time slot is considered. The probability
PBA is given in 6 which is based on the probability that
there is at least one busy instance in an IFS period. The busy
instance is described by the probability of a collision and a
successful transmission during the average slot duration tslot.
The parameter tslot here represents the average slot duration
covering the slot activities including idleness, collisions and
successful transmissions.

PBA = 1− e−
1−(1−τ)d×TIFS

tslot . (6)

The probability PNA is given in 7 which is simply derived
based on the utilisation (λ/µ) of the MAC queue in the device.
Thus, when the utilisation of the queue increases, the lower
the probability of having an empty queue which indicates no
packet arrivals. λ is the rate of packet arrivals for transmission

and µ is the service rate of the packets defined as 1/(nslot×
tslot), with nslot being the number slots used for transmission.

PNA =

{
1− λ/µ λ/µ < 1

0 λ/µ ≥ 1
(7)

The probability q that at least one packet arrives during
tslot is given as

q = 1− e−λtslot . (8)

The equations 1, 4, 6, 7 and 8 represent a system of non-
linear equations which can be solved numerically to obtain
the p, τ , PNA, PBA and q.

C. GW-MAC Virtualisation Throughput

Binachi presented a model for estimating the throughput S
of a saturated network in [4] based on the CSMA/CA protocol
in 802.11 networks which is presented in 9. This also applies
to a non-saturated network. In 9, LPLD is the average length
of the packet payload in bits, Ttx is the duration of a busy
channel due to an active transmission and Tcol is the duration
of a busy channel due to a collision.

S =
PsucPtrLPLD

(1− Ptr)tslot + PsucPtrTtx + Ptr(1− Psuc)Tcol
(9)

We now introduce the virtualisation component into 9.
It is important to highlight that 9 estimates the throughput
without any explicit indication of the type of MAC scheduling
mechanism employed. The expression in the denominator
of 9 defines the average time slot value tslot. In order to
introduce the random access mechanism and the virtualisation
delay in the throughput equation, the parameters Ttx and Tcol
are defined based on the slot activities and access scheme
illustrated in Fig. 1. To obtain this, we assume a basic access
mechanism and that the GW-MAC virtualisation delay is the
same for both uplink and downlink. We also assume that
the duration of the IFS is the same for all types of packet
transmissions or devices including the GW and that the packet
size is fixed. Based on these assumptions, the duration of a
successful transmission Ttx is defined as

Ttx = THDR+TPLD+TACK+2(TIFS+TPG+TV R). (10)

Equation 10 describes the activities that happen in an average
slot duration for successful transmission. The device transmits
the available packet for a duration THDR proportional to the
length of the packet’s header as well as a duration TPLD
proportional to the length of the payload carried by the packet.
The transmitted packet will encounter some propagation delay
between the device and the GW which is represented as TPG.
Once the packet arrives at the GW node, the GW does not
process the packet at the MAC. Since the MAC is externally
virtualised or deployed in a remote eDC, the delay imposed
by the virtualisation process TV R is added to the average
duration of the transmission. Once the packet is successfully
received at the eDC and processed for forwarding onto the IP
network, an acknowledgement (ACK) frame is generated in
which the duration of the ACK frame TACK is proportional to
the length of the ACK frame. The ACK frame is sent back to
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Fig. 1. Timing diagram of a CSMA/CA algorithm for uplink access with
GW-MAC virtualisation

the GW which approximately doubles the virtualisation delay.
The GW then sends the ACK to the device after an IFS period
denoted by TIFS which also doubles the propagation delay.
After receiving the ACK, the device waits for another IFS
period before it attempts to transmit the next packet which
doubles the IFS period.

The duration of a collision or an unsuccessful transmission
Tcol is defined in 11. With a collision, there is no activity
performed by the GW hence the activities of the GW are
not considered. This means that there is no ACK transmitted
back to the device. However, the device will still expect an
ACK frame until a TACKTO time out has reached. Therefore,
the duration of the collision is defined by the ACK time out
value, the duration of the packet transmission (header and
payload), the IFS period for the next transmission attempt
and the propagation delay.

Tcol = THDR + TPLD + TIFS + TACKTO + TPG. (11)

We now consider that there are multiple instances of the
virtualised GW-MAC deployed at a remote eDC. In this
case, the idea is that each instance of the GW-MAC serves
a group of devices that contend for channel access in a
single frequency channel. This means that the number of
virtual MAC instances is equal to the number of collision
domains. With this consideration, the throughput model can be
modified based on the number of virtual GW-MAC instances.
Another important consideration is that, when the number of
MAC instances increases, the traffic load on the virtualisation
process increases which means that the virtualisation delay
will increase. For convenience, we assume that the virtu-
alisation delay increases exponentially with the number of
MAC instances. This is because the virtualisation process
can be represented as a queueing system with traffic arrivals
based on a Poison distribution. Therefore this is likely to
produce a virtualisation delay that grows exponentially based
on the number of virtual GW-MAC instances. Therefore TV R
is modified such that it becomes T ∗

V R = (TV R)
nv where

nv is the number GW-MAC instances. The parameter T ∗
V R

is replaced with TV R in 10 to give S∗
v for a single colli-

sion domain. Considering all the assumptions, the virtualised
throughput SinsV R based on the number of GW-MAC instances
can be derived as the superposition of the throughput for each
collision domain as depicted in 12.

SinsV R =

nv∑

v=1

S∗
v (12)

IV. NUMERICAL COMPUTATION, RESULTS AND ANALYSIS

A. Experimental Setup

The initial parameters used for the numerical evaluation of
the model are shown in I and are based on the IEEE 802.11ah
standard for LS-IoT as summarised in [12] and [13]. The
computation of the model was performed using MATLAB.
For all the results obtained, the number of devices was varied
between 1 and 1200. A PHY layer channel rate of 130 Mbps
was used to obtain the transmission duration of the header
and payload which conforms with 64-QAM modulation and
2 Spatial streams in a 16 MHz channel bandwidth. A slot
duration of 500 µs was also used which corresponds to the
minimum restricted access window slot duration in the IEEE
802.11ah standard. The IFS duration was chosen such that
it is equal to the longest 802.11ah IFS duration of 264 µs
for basic channel access. The length of the header used was
16 bytes, corresponding to the maximum length of the short
MAC header for uplink access. The minimum and maximum
contention window values used are 15 and 1024 respectively
which gives 6 maximum BO stages.

TABLE I
MODEL EVALUATION PARAMETERS

Parameter Value
MAC header length 16 Bytes
ACK frame length 26 Bytes
IFS duration 264 µs
Propagation delay 1 µs
Slot duration 500 µs
ACK time out 300 µs
number of BO stages 6
Minimum Contention Window 15

To evaluate the extent of the effects of the GW-MAC virtu-
alisation, four different arbitrary values for the virtualisation
delay TV R were used to generate the results which are: 20ms,
5 ms, 200 us and 50 us. We also define four different types
of IoT traffic classes based on the length of the payload and
interarrival time of packets as shown in Table II. This is to
evaluate and verify the model based on the different traffic
arrival rates. The rate at which packets are generated by the
device for transmission in terms of bits per second can easily
be derived by dividing the payload length by the interarrival
time. The traffic classes are characterised by the type of IoT
applications which are: Industrial Automation (IA), Logistics
and Transportation (LT), Agricultural Monitoring (AM) and
Smart Metering (SM). As depicted by the values in Table II,
the IA application typically has more data to be transmitted at
relatively short intervals. This is followed by LT applications
which typically have shorter data payload and longer trans-
mission intervals than IA. AM applications also have a much
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shorter data payload and much longer transmission interval
than IA and LT. Lastly, SM applications are attributed to very
short data payload and very long transmission interval than
IA, LG and AM applications.

TABLE II
IOT DEVICE TRAFFIC ARRIVAL CHARACTERISATION

IoT Payload size Interarrival time
Application (bytes) (seconds)
IA 150 0.01
LT 100 0.1
AM 50 15
SM 20 60

B. Analysis of Results

At first glance one can observe the classical throughput
behaviour of a basic CSMA/CA random access scheme in
Fig. 2, Fig. 3 and Fig. 4. Thus, the throughput rises with the
increasing number of devices almost linearly until a certain
point where there is no longer an increase in the throughput.
This point is the maximum throughput of the system which is
the peak of the curve. The increase in throughput before the
peak is signified by a very low probability of collision hence
minimal packet losses. It can also be observed that the results
with the highest maximum throughput exhibit the steepest
decline in throughput after saturation. This is attributed to the
increased load on the network or the probability of a collision
as the number of devices increases. We now discuss the results
of the individual plots. We first analyse the throughput results
based on the different traffic characterisation to verify the
behaviour of the model.

In Fig. 2 the throughput for a single virtualised GW-MAC
instance is plotted against the number of devices for different
IoT traffic classes characterised by different traffic arrival rates
in the device. A virtualisation delay of 50 us corresponding
to the least virtualisation delay value in the set-up was used to
obtain the results. It can be observed that IA generally has the
highest throughput followed by LT, AM and SM. This is an
anticipated behaviour that is attributed to the differentiation
of traffic arrival rates. The IA traffic class has the highest
arrival rate as can be deduced in Table II. This, therefore,
increases the probability of having at least one packet arrival
in a slot for transmission. As a result, devices that generate the
IA traffic class will have more chances of transmission than
the other types yielding a maximum throughput value that is
higher than the other traffic classes. The same effect can be
said for behaviour seen with the LT, AM and SM traffic types.

We now discuss the effects of the virtualisation delay. The
results presented in Fig. 3 show the throughput for a single
virtualised GW-MAC instance which is plotted against the
number of devices. The payload size and the interarrival time
for the IA traffic class are used to obtain the result presented.
The throughput for the different virtualisation delay values is
also plotted and compared with the results obtained when the
virtualisation is not considered. It can be observed that when
there is no delay imposed due to virtualisation, the maximum
throughput versus the number of devices is higher than when

Fig. 2. Throughput results plotted against the number of devices for the
different IoT traffic classes

Fig. 3. Throughput results plotted against the number of devices for the
different GW-MAC virtualisation delay values.

the delay imposed due to virtualisation is considered. It can
also be observed that when the virtualisation delay is intro-
duced, the throughput drops as can be seen with results for
20ms, 5ms, 200 µs and 50 µs. Thus, the throughput reduces
as the virtualisation delay increases as can be seen from the
fact that the throughput is at its lowest and almost constant at
20 ms, which is the highest virtualisation delay considered.
These observations are expected because the average slot
transmission time is minimised due to the absence of the
virtualisation process by the GW-MAC hence more devices
can access the channel as a result of a reduced possibility
of finding the channel busy. In addition, the average slot
transmission is increased when the virtualisation delay is also
increased hence the probability of collision or finding a busy
channel is higher which results in much lower throughput.

In Fig. 4 the throughput results versus the number of
devices are presented and compared with three situations. The
first situation is when there is no virtualisation of the GW-
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Fig. 4. Throughput results plotted against the number of devices compared
with the absence of GW-MAC virtualisation, the presence of 1 GW-MAC
instance and 4 GW-MAC instances.

MAC, the second is when there is only one instance of the
GW-MAC virtualisation, and the third is when there are mul-
tiple instances of the virtualised GW-MAC. For both single
and multiple instances the highest virtualisation delay value of
20 ms is used to represent the worst-case scenario. It can be
observed in Fig. 4 that the throughput is lowest for the single
virtual instance but higher with no virtualisation. Note that this
is similar to the behaviour observed in Fig. 3. However, the
interest here is the comparison with the behaviour when there
are multiple instances. It is observed that with 4 instances,
the throughput is significantly higher as anticipated. This is
due to the consideration that each instance is served on a
separate collision domain represented as different channels,
and hence, the superposition of the throughput of all instances
increases the overall throughput. This suggests that to counter
the effects of the virtualisation delay as seen with the single
virtual instance and to significantly improve the throughput, it
will be necessary to employ a strategy to create multiple GW-
MAC instances where each instance is mapped to a group of
devices using different channels.

V. CONCLUSION

In this paper, a reference MAC scheduling throughput
model was presented and modified to evaluate the effects of
offloading the GW-MAC functions to a remote eDC in the
context of a non-saturated LS-IoT network. The virtualisation
delay was introduced as part of the average transmission time
in a given slot for a CSMA/CA MAC scheduling scheme
for M2M devices. The results obtained in the study conform
with the classical throughput behaviour of the CSMA/CA
scheduling scheme. The results further showed that for a
heterogeneous (IoT traffic classes) non-saturated network the
maximum throughput is highest for IA traffic classes and
drops for LT, AM and SM traffic class in that order. However,
the rate of reduction in throughput is highest for IA traffic due
to the increased traffic load on the network when compared to
the other traffic classes. In terms of the effect of virtualisation,

the results obtained suggest that the throughput is higher when
there is no GW-MAC virtualisation compared to when there
is one instance of a GW-MAC. However, it was shown that
creating more instances of the virtual GW-MAC significantly
improves the throughput under the condition that each GW-
MAC instance serves a group of devices in a separate channel.
Proposed future work will be to model the virtualisation delay
based on the different virtualisation processes involved to
ascertain a more accurate representation of the effects of the
GW-MAC virtualisation.
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Abstract—Increasing the turbine density in wind plants allow
for an increase in power density and increases accessibility to the
individual turbines due to the shorter distances between them. It
also has the capability to reduce length of interconnecting cables
depending on the communication architecture and topology
employed, resulting in reduced maintenance costs over the
duration of the wind plant lifetime. The resulting shorter inter-
turbine distances lead to increased wake interactions between
turbines that negatively affect the plant efficiency and increase
turbulence intensities at downstream turbines. In modern-day
wind plants, turbine-level control as well as plant-wide setpoint
optimization is needed to maximize plant power while minimiz-
ing loads on turbines to improve plant efficiency. In this study,
an axial-based plant-wide power maximization is carried out
using particle swarm optimization (PSO), a heuristic algorithm
and interior point optimizer (IPOPT), an exact solver. Results
suggest that applying either optimizers, impressive wind plant
power increments are possible with turbulence intensity levels
kept below 15%, for wind inflow conditions as low as 7 m/s.

Index Terms—Axial induction, wind power maximization,
plant-wide optimization, PSO, IPOPT.

I. INTRODUCTION

Wind plants allow more active electrical power to be gen-
erated from a given area by increasing the number of turbines
deployed within the area. This can reduce operation and
maintenance (O&M) costs [1] by reducing access constraints
to individual turbines and reducing length of interconnecting
cables. The drawback, however, is the resulting increased
aerodynamic interactions known as wakes between operating
turbines, which could negatively impact plant power produc-
tion [1] due to wake velocity deficits. These interactions also
has the capacity to increase the turbulence intensity levels at
individual turbines within the wind plant [2], making turbine
wake modeling a crucial objective to the reduction of power
losses and overall improvement of plant efficiency [3].

In the literature, analytical models such as the Park model
in [4] have shown simplicity yet exhibited effectiveness in
wake modeling, while also offering low computational costs
in wind plant power prediction. Experimental and numerical
models provide a better insight to turbine wake modeling,
attempting to capture more wake characteristics such as
wake meandering and wind shear and offering high-fidelity
solutions compared to analytical methods [3]. The problem,
however, is that they are slow and computationally expensive
compared to analytical models [5], [6]. Increasing turbulence

levels increase turbine fatigue loads and can affect plant
lifetime [6]. This induces a possible increase in capital costs
from turbine support structures. Studies have shown that
optimizing turbine set-points could provide better results than
completely shutting down individual turbines [6].

Many studies in the literature that employ static analytical
models apply both gradient-free and gradient-based methods
to obtain turbine set-points, based on a static thrust coefficient
(Ct) table. The sequential non-linear optimizer (SNOPT),
a gradient-based method that yields local optimal solutions
to constrained non-linear problems is used in [7], [8], The
authors in [9] employ sequential convex programming using
CVX, a MATLAB-based global optimization tool, for turbine
set-point optimization. Game theoretic methods are explored
in [10] for plant power optimization using each turbine’s axial
induction factor ai as the optimization variable. Heuristic
methods such binary PSO and genetic algorithms (GA) have
also been applied by [11] and [12] respectively to solve the
plant power maximization problem. In [11] the PSO is used
in a distributed architecture for plant power maximization
with turbine axial induction factor and yaw angle as the
optimization variables.

This study focuses on exploring the PSO, a heuristic
method, and IPOPT, an exact method available through the
GEKKO optimization suite [13] in a centralized architecture
for axial induction-based plant power maximization.

II. METHODOLOGY

In this study, an already existing analytical wake and
turbulence model are incorporated to predict power generation
at individual turbines in a wind plant. To account for multiple
wake effects on a single downstream turbine, the study applies
to the chosen single wake model, a superposition principle
based on the inter-turbine distances in the wind plant. A regu-
lar turbine deployment where turbines are statically positioned
within a fixed area following a regular hexagonal pattern
is employed. The focus of the optimization is to improve
overall wind plant power production by first increasing turbine
density while ensuring that the resulting increase in turbulence
intensity levels does not exceed 20% (TImax), and then ap-
plying optimization techniques to further maximize the wind
plant power production for wind inflow conditions considered.
Following a 12-bin wind rose, optimization is carried out
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for a single direction and for three inflow conditions; 7 m/s,
8m/s, and 10 m/s. Also, three inter-turbine distances; 4D,
5D, and 6D are studied and their optimized plant power
productions are compared to that of a 7D non-optimized
spacing. The study assumes that at a 7D inter-turbine distance
is large enough for wakes to sufficiently recover, hence, an
insignificant deficit downstream. Such inter-turbine distances
are regarded as conventional [14], needing no optimization.
Hence, any optimization effort for such spacing will only be
impacting negatively on both capital costs and O&M costs. By
nD, it is implied that the hexagonal sides on whose vertices
and centre turbines are deployed, are n rotor diameters long.

A. Wake Model

A continuous single wake model presented in [15]; an
extension to the familiar Park model [4], is employed to
ensure velocity continuity at the boundary of the wake zone.
The single wake model defined by [4] is derived using an
ambient-based methodology and multiple wakes are combined
using the root sum square superposition method. Due to the
close inter-turbine spacings studied, it was necessary to re-
define the single wake model as a rotor-based model while
retaining the root sum square method for combination of
multiple wakes. Assuming a uniform flow at each turbine’s
rotor plane, Equation (1) expresses the wake velocity at each
turbine in the wake zone of an extracting upstream turbine.

Ub,κ,j = Ufreeb,κ (1− Udef t
b,κ,i ) (1)

where Ufreeb,κ (also known as U∞) is the free wind inflow and
Udef t
b,κ,j is the total deficits suffered due to wakes from all the

upstream turbines, and is dependent on the affected turbine j,
time instance κ, and wind direction b, as given in (2).

Udef t
b,κ,i =

√√√√
T∑

i=1

[
2ab,κ,i

(1 + (
2αxb,κ,i
Di

))2
exp (− (ζ))

]2
(2)

where the term enclosed in brackets represents a single
wake velocity deficit, ai and Di is the upstream turbine(s)
axial induction factor(s) and rotor diameter(s) respectively.
The parameter α is the decay constant which determines how
fast the wake spreads and can be expressed in terms of the
roughness length zr l of the plant site and the considered
turbine’s hub height z0. The term ζ is given in (4) while
the divergence of the wake is then estimated from (5). The
parameters x in (2) and (4), and r in (4) are both distance
parameters (in meters) and represent the distance of turbine
j from each upstream turbine i ∈ T in the longitudinal and
perpendicular directions, respectively.

α =
0.5

ln z0
zr l

, (3)

ζ =
rb,κ,i

Di
2 + αxb,κ,i

, (4)

γ = 2 tan−1(α) . (5)

B. Turbulence Intensity Model

At such close deployments investigated, the study assumes
that the wake-generated turbulence presented by Frandsen’s
simplified WT model [16] and given in (6) is dominant,
encapsulating any ambient turbulence effects.

TIj =
σ0,wake
Uj

(6)

where σ0,wake is the representative standard deviation.

σ0,wake =

√√√√√√
U2
j(

1.5 + 0.8

(
xnorm√
Cthrustj

))2 + σ2
mean,0 (7)

where xnorm is the longitudinal distance between the
nearest upstream turbine i′ and turbine j normalised with the
rotor diameter Dj , and σmean,0 is the time-averaged value
of standard deviations for the wind plant site. The parameter
Cthrustj is the thrust coefficient of turbine j corresponding
to Uj , as opposed to U∞ proposed by the simplified WT
model. This is done to prevent its less conservative nature of
predicting TI, considering the close inter-turbine deployments.

C. Wind Plant and Turbine Characteristics

Turbines are deployed within a fixed dimension following
a hexagonal pattern. As part of a wider study that aims to
improve the annual energy production of a wind plant site
whose wind information is provided with a 12-bin wind rose,
a hexagonal deployment has been followed to deliberately cre-
ate bins of sufficiently large inter-turbine distance, enhancing
a no-optimization in these bins. Fig. 1 depicts a 12-bin wind
rose with sample hexagonal deployments.

Fig. 1. Hexagonal deployment on 12-bin wind directions. [17]
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With respect to Fig. 1, sufficiently large inter-turbine spac-
ing can be created for bins B, D, F, H, J, and I. As demon-
strated in Table I for the different inter-turbine distances
investigated, the 4D deployment would have an inter-turbine
spacing of approximately 6.92D which is very close to a 7D
inter-turbine spacing, hence, ignoring optimization in these
bin directions.

TABLE I
INTER-TURBINE DISTANCES IN ROTOR DIAMETERS

Deployment (D) Inter-turbine Distances (D)
Bin B = D = F = H = J = I

7 ≈ 12.12
6 ≈ 10.4
5 ≈ 8.66
4 ≈ 6.92

Figure 2 and Table II (values approximated to 3 d.p)
provide details about the turbine used for the investigation.
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Fig. 2. Power and Thrust Curve: Power (kW) and thrust coefficient (Ct)
versus wind speed (m/s) of the Bonus 300 kW MkIII wind turbine generator
with Uin = 3 m/s, Ur = 14 m/s, Uout = 25 m/s, D = 31m, and zhub =
30m, Cpmax = 0.5923 [18].

TABLE II
TURBINE AXIAL DATA (Uin TO Ur ).

U(m/s) 3 4 5 6 7 8
a 0.342 0.342 0.276 0.226 0.294 0.255
U(m/s) 9 10 11 12 13 14
a 0.226 0.192 0.168 0.15 0.126 0.109

D. Power Modeling

The power at a controlled turbine can be computed from
(8) according to the modeling in [19]. Wind plant power op-
timization is then obtained through a coordinated distribution
of control set-points across all the turbines in the plant.

P (U) =





0, if U < Uin
1

2
ρAU3Cp, if Uin ≤ U < Ur

1

2
ρAU3Cp

∗, if Ur ≤ U < Uout

0, if Uout ≤ U .

(8)

where Cp and Cp∗ are the power coefficients in the design and
optimized forms, respectively. Furthermore, Uin, Ur and Uout
are the cut-in, rated, and cut-out wind speeds, respectively.

Cp = 4a(1− a)2 (9)

III. MATHEMATICAL FORMULATION

Here, the study presents a formulation to effect a coor-
dinated and centralized control on wind turbines in a wind
plant using PSO and IPOPT, with the aim of finding optimal
set-points for each turbine in a major wake zone (MWZ)
that yields an improved overall plant power compared to a
counterpart non-optimized base case.

Consider an inflow into a fixed dimension wind plant as
shown in Fig. 3. Let N be a set of all turbines in the wind
plant,M⊆ N is a set of MWZs, m, and T is a set of turbines
in m. Because the area of the plant is fixed, values ofM and
N decrease as minimum deployment distance increases.
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Fig. 3. A regular hexagonal layout showing direction of inflow.

Consider a major wake zone m of T turbines with power
productions {Pi}i∈T and control settings {ai}i∈T that are
standing in the wake of each other, with a free-stream inflow
U∞ from the direction illustrated on Fig. 3. The optimization
variable considered in this study for plant power maximization
is the axial induction factor a, hence, an adjustment in a of
any i ∈ T in m, affects turbine i’s power production and those
of others in its downstream. Optimal settings of a ∀i ∈ T and
∀m ∈M, will thus produce a maximized plant power output
per instance of time. For simplicity, let each m be identified
by the number of the uppermost upstream turbine w.r.t the
wind inflow direction in Fig. 3.

The optimization problem can thus be formulated as:
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max
(Um,i,Pm,i)

M∑

m=1

T∑

i=1

βm,iU
3
m,i ∀i ∈M

s.t. am,i ≤ amax
0 < βm,iU

3
m,i ≤ Pmax

TI ≤ TImax

(10)

where U is given in Eqn (1) and β in Eqn (11)

βm,i =
ρACpm,i

2
(11)

Constraint 1 prevents the axial induction factor of each
turbine from exceeding the manufacturer’s maximum design
power coefficient (obtainable at Uin for the turbine model
studied). Constraint 2 ensures that no turbine power in the
plant exceeds that which it would generate at the mean free-
stream inflow U∞ and at the design axial induction factor
synonymous with that free-stream inflow, while also making
sure that all turbines in the plant generate power. Constraint
3 ensures that the turbulence intensity level at each turbine is
below a set maximum of 20% (TImax)

With the following parameters, 300 iteration runs were
conducted for each optimizer and results presented - IPOPT
(m.solver options = [’linear solver mumps’,’mu strategy
adaptive’,’max iter 1000’, ’tol 1.0e-5’ ]); PSO(Particles = 30,
c1 = 2, c2 = 2, wMax = 0.9, wMin = 0.2)

IV. RESULTS

Considering Fig. 3, all MWZs in the direction considered
contain the same number of turbines with equal separation
distances. Hence, results from a single MWZ are reported in
Figs. 4 - 7 to demonstrate the performance of both optimizers
in maximizing power and managing TI levels. Considering
a single MWZ (MWZ 5), results of wind speed, power, and
TI levels at each turbine are presented for all deployment
distances for a single wind inflow (i.e 7 m/s).

The base case operation depicts the normal behaviour
of the turbines with the investigated wake and turbulence
models. The optimized operation (PSO and IPOPT) shows
the turbine behaviour when a plant-wide coordinated control
is implemented.

Figures 4 - 7 show the performance of both optimizers
compared to the base case/non-optimized case, with an inflow
of 8 m/s. As seen, both optimizers show a similar degree of
power increment on the individual turbines and consequently,
MWZ and overall plant power, for all inter-turbine spacings
investigated. These power increments is accompanied with
significant decrements in turbulence intensity levels experi-
enced by each turbine in each MWZ.

For each of Figs. 8 - 10, it is also observed that overall plant
power increment for both optimizers decrease with increasing
deployment distance as expected, and this is consistent for all
wind inflows investigated. This justifies the popular choice to
not employ any optimization scheme on turbine set-points if
deployment distances are sufficiently large.
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speed.

It can also be observed from Figs. 11 - 14 that overall
power does not only change with inter-turbine distance, but
with varying wind inflow, decreasing as wind inflow increases.
At 7 m/s inflow, a plant power increase of approximately
37.4% is achieved with both optimizers for a 4D deployment,
reducing to 22.1% and 23.5% respectively for PSO and
IPOPT at 5D, respectively. A further decrease in overall
power increment to 9.89% and 3.95% is noticed with 6D and
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Fig. 11. Total plant power for all inflow conditions, for 4D deployment.
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7D deployments, respectively. These are shown graphically
on Fig. 8. These power increments and accompanying TI
decrements are summarized in Table III.
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TABLE III
MWZ POWER INCREMENTS AND AVERAGED TI DECREMENTS.

Scenario Power Change(%): Power Change(%): Max TI(%)
PSO IPOPT

7 m/s +37.4 +37.4 14.9
4D: 8 m/s +28.5 +28.5 13.3

10 m/s +6.31 +6.31 11.4
7 m/s +22.1 +23.5 13.9

5D: 8 m/s +9.34 +9.34 12.9
10 m/s +3.69 +3.69 10.9
7 m/s +9.89 +9.89 14.4

6D: 8 m/s -0.35 -0.35 12.5
10 m/s +0.05 +0.05 10.9
7 m/s +3.95 +3.95 13.5

7D: 8 m/s -7.25 -7.25 11.9
10 m/s -3.79 -11.3 10.7

V. DISCUSSION

The study demonstrates the ability of the PSO algorithm
and IPOPT solver to improve plant power, given a fixed area
of hexagonally deployed turbines. It is shown that plant power
increment is possible even for a 6D deployment. However,
with such a deployment (6D) the resulting annual energy
production of the plant may not be comparable with that of
the benchmark (non-optimized 7D scenario). The PSO being
stochastic in nature and the IPOPT although an exact method,
but mostly settling to a local minima, have shown capability
to improve plant power with the 4D and 5D scenarios.
From presented results, both algorithms offer comparable
solutions to the problem. However, the IPOPT solver (which
implements the interior point algorithm) converges faster and
would be a preferred option for real-time solutions, which is
the case in wind farm set-point optimization.

Furthermore, a close observation of Fig. 8 indicates that
the gains achieved from axial-based plant-wide optimization
using these optimizers would totally lose significance at wind
inflows above 10 m/s regardless of the inter-turbine spacing.
Although this is dependent on the turbine model(s) and other
factors such as ground surface roughness effects from the
plant site, it will be necessary to employ more sophisticated
exact solvers that specifically find global solutions.

VI. CONCLUSION

By considering three different mean wind inflows, the
study has demonstrated that increasing the mean wind inflow
reduces the gains that can be achieved with a combination of
turbine density increment and plant-wide optimization. It has
shown that impressive power increments are possible while
keeping turbulence intensity levels below 15% at a low wind
inflow of 7 m/s for the turbine and inter-turbine spacing
investigated. In future smart wind farms, hexagonal layouts
can be exploited to create a combination of close and sparse
inter-turbine distances, taking advantage of close spacings to
maximize power productions at low wind inflows, while also
exploiting the large spacings to conserve computational re-
sources and communication bandwidth by neither optimizing
nor disseminating turbine set-point updates across the smart
wind plant.
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Abstract—Crop loss and failure have devastating impacts on
a country’s economy and food security. Developing effective and
inexpensive systems to minimize crop loss has become essential.
Recently, multispectral imaging — in particular visible and
infrared imaging — have become popular for analyzing plants
and show potential for early identification of plant stress. We
created a directly comparable visible and infrared image dataset
for dehydration in spinach leaves. We created and compared
various models trained on both datasets and concluded that the
models trained on the infrared dataset outperformed all of those
trained on the visible dataset. In particular, the models trained
to identify early signs of dehydration yielded 45% difference in
accuracy, with the infrared model obtaining 70% accuracy and
the visible model obtaining 25% accuracy. Infrared imaging thus
shows promising potential for application in early plant stress
and disease identification.

Index Terms—Machine Vision, Image Classification, Infrared
Imaging, Image Database

I. INTRODUCTION

Crop loss and failure directly impact not only a country’s
economy but also a country’s food security, often to devastat-
ing effects. For example, the rice blast disease alone destroys,
per year, enough rice to feed the entire population of Italy [1].
This is a constant pressure placed on the agriculture sector that
only increases during plant epidemics which cause greatly
exaggerated losses.

Once discovered, infected plants must be removed, and in
the case of many plants such as grapes and vineyards, new
plants must be planted. These plants, in turn, take around
five years to reach full production. Essentially, any plant loss
that occurs often affects many years of food production. As
such, the importance of not only successfully detecting plant
diseases once they have appeared but to do so as early in
their development as possible is essential to minimize disease
spread and damage to crop production [2].

In recent years, with the development of and increase in
ease of access to new equipment and technology, the use
of spectroscopy in the early detection of plant diseases has
become notably popular. This is due to the increase in demand
for inexpensive, rapid and non-invasive applications for plant
disease detection and classification [3].

Visible and infrared spectroscopy has been extensively
studied and effectively applied to systems designed to de-

This study was funded by National Research Foundation (120654). This
work was undertaken in Distributed Multimedia CoE at Rhodes University.

termine the quality of agricultural products [4]. However,
a limited amount of the current literature focuses on its
use for, or application in, the detection of plant stress and
diseases [5, 6]. Furthermore, there is not much literature
determining its effectiveness in early disease detection.

This paper aims to show the difference in stress clas-
sification performance of a system using NIR image input
versus a system using visible image input. The stress chosen
was dehydration, and established dehydration classification
and early dehydration classification performances were also
compared.

II. MULTISPECTRAL IMAGING

The use of spectroscopy and multispectral imaging in early
detection of plant diseases has recently become notably popu-
lar due to its potential for inexpensive, rapid and non-invasive
application in plant disease detection and classification [3].

Spectroscopy is the study of electromagnetic (EM) waves
and their interaction with matter. Electromagnetic waves in-
clude the ultraviolet (UV), visible (VIS) and infrared (IR)
spectra [7], as shown in Figure 1 [8]. Multispectral imaging
is an analytical technique based on spectroscopy where im-
ages are captured within specific wavelength ranges across
the electromagnetic spectrum. The majority of multispectral
sensors for remote sensing capture visible (VIS) and near-
infrared (NIR) regions of the EM spectrum [9].

Fig. 1. Electromagnetic Spectrum

Due to their many advantages over other analytical tech-
niques, visible and infrared (VIS-IR) spectroscopy, with wave-
lengths of 400 - 100 000nm, are considered one of the most
promising and extensively accepted non-invasive techniques
used for plant analysis [5]. As such, current literature mainly
focuses on the use of VIS-IR for determining the quality of
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agricultural product [4] and does not effectively explore the
combination of computer vision and VIS-IR imaging for its
use in the detection of plant stress and diseases [5, 6].

A. Spectral Reflectance of Plants

Research has shown that there exists a relationship between
specific absorbance-reflectance patterns for the photoactive
pigments in a leaf, mainly chlorophylls and carotenoids, and
the physiological state of the leaf [10].

Both of these photoactive pigments play a vital role in
a plant’s ability to photosynthesize by working together to
absorb and convert the light energy that reaches the leaf [11].
Changes in chlorophyll concentration and proportions are
triggered by stress, ageing and other factors directly related to
the production rate of the plant [12]. Thus significant changes
in reflectance in the leaf due to stress caused by strain or
pathogens and diseases can be observed in both the visible
range of 380 - 750nm and the far-red range of 690 - 720nm,
with the far-red range indicating early infection before other
regions of the electromagnetic spectrum do [13].

Specific wavelength ranges sensitive to the stress experi-
enced by the plants depend on the specific combination of
diseases and plant species in question. Various plant species
and diseases are thus explored below.

B. Related Studies

Many studies have been conducted to determine the wave-
lengths that provide the most significant changes in leaf
reflectance when infected or under stress for various plant
species and diseases/stresses. The following studies all com-
pare the VIS and NIR ranges and smaller ranges found within
them.

Xu et al. [14] studied Leaf Miner damage on Tomato leaf
and found the NIR ranges of 800-1100nm and 1450-1900nm
provided the most useful data for infection severity.

Ausmus and Hilty [15] studied both the maize dwarf
mosaic virus and Helminthosporium maydis diseases and their
effect on the reflectance of corn leaves. They found that
infected and healthy leaves possessed similar reflectance in
the visible range of 400-750nm but significantly different
reflectance in the NIR range of 800-2600nm.

Malthus and Madeira [16] studied the reflectance properties
of field bean infected by the fungus Botrytis fabae over the
VIS-IR wavelength range of 400-1100nm. They found that
wavelengths around 800 nm had the greatest response to the
changes caused within the leaf by the fungus.

Bravo et al. [17] studied yellow rust on wheat plants and
found that using four wavebands from the VIS/NIR ranges
of the spectrum, namely 543 ± 10, 630 ± 10, 750 ± 10 and
861±10, they were able to obtain a 96% classification success
rate between the healthy and infected wheat plants.

Riedell and Blackmer [18] studied the effect of Russian
wheat aphids and greenbugs on the reflectance spectra of
wheat. They determined that the wavelengths most responsive

to the crop stress caused by these pests were 625-635nm and
680-695nm.

One limitation of the above-listed studies is that they use
specialized and expensive equipment to gather their data. The
equipment list includes mounted spectrographs, specialized
spectrometers etc.

This paper focuses on the wavelengths obtainable by more
affordable visible and infrared cameras and relies on machine
learning to make the final classifications. Due to the majority
of the compared literature selecting various wavelengths in
the far-red and NIR ranges, input covering both ranges will
be used in this research.

III. MACHINE LEARNING

Machine learning (ML) is a small subset of the field of
Artificial Intelligence and can be defined as the automated
learning done by a program to make predictions without
explicitly being programmed to make those predictions. This
is done through the use of learning algorithms which use
available data to create an estimation of some unknown
mapping between system inputs and outputs. This can be
used to generate future predictions based on the previously
observed samples. One of the most widely researched fields
of machine learning is supervised learning. Data samples
with both known inputs and known outputs are used during
supervised learning [19].

Traditional ML approaches require the application of fea-
ture extraction to the data prior to the model receiving it.
This focuses the model, allowing it to learn only the relevant
features by removing the confusion that unnecessary and
unrelated information introduces. The development of Deep
Learning (DL) has significantly decreased the need for a
model to rely on accurate feature extraction. Deep Learning
is a subfield of machine learning that is identifiable by its
use of at least more than 3 layers: an input layer, one or
more hidden layers and an output layer. A popular class of
deep machine learning algorithms is known as Convolutional
Neural Networks (CNN).

A CNN is a deep neural network algorithm that utilizes
convolutional layers [20]. Convolutional layers are considered
to be more specialized and efficient than fully connected
layers.

In a fully connected layer, each neuron within the layer is
connected to every neuron in the layer before. Each connec-
tion also has its own weight. This makes using fully connected
layers computationally expensive and memory heavy.

In contrast, in a convolutional layer, every neuron within
the layer is connected to only a few local neurons in the
previous layer. This proves to be very useful for spatial data
where features are locally clustered. It is also useful for
allowing CNN to prioritize notable features and ignore what
is unnecessary for categorizing the input. Thus other feature
extraction on input data is often not necessary. The same set
of weights are used for every neuron’s set of connections.
This is useful when features are equally likely to be found
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anywhere in the input. Hence why CNNs are a popular choice
for learning image datasets.

In general, a CNN architecture is comprised of a com-
bination of one or more convolutional, pooling and fully
connected layers. One of the most popular architectures for
image datasets is ResNet [21].

ResNet was proposed by He et al. [21]. They make use
of a deep residual learning framework in their architecture in
order to combat the degradation issue that arises with high
network depth. This is done by using ‘shortcut connections’
[22], or residual links, which allows connections to skip one
or more layers. In this case, these shortcut connections are
simple identity mappings where their outputs are added to
the outputs of the stacked layers. The system learns residual
functions without adding computational complexity and thus
makes the deep network easier to optimize and faster to
compute. A visual representation of the residual block found
in the ResNet architecture that uses a shortcut connection is
given in Figure 2 [21].

Fig. 2. The ResNet residual block.

He et al. [21] compare their proposed architecture to pop-
ular existing state-of-the-art architectures such as VGG-16,
GoogLeNet and PReLU-net. They performed the comparison
using the ImageNet 2012 classification dataset [23]. This
image dataset consists of 1000 classes and over 1.4 million
images. They used just over 1.2 million images for training,
50k for validation and 100k for testing. Comparing the top-
5 error rates of the models generated for each architec-
ture, ResNet obtained consistently lower error rates than the
other architectures considered. The top performing existing
architecture models obtained an error equal to the poorest
performing ResNet model. The ResNet models showed a trend
of decreasing error rate with increasing layer depth. The 152
layer ResNet model obtained the lowest error rate of 4.49%.

In this research, a ResNet model of 30 layers will be used.

IV. EXPERIMENTAL SETUP

The following section describes the structure and setup of
the experiments conducted.

A. Data Collection

The plant species chosen to collect data from was spinach.
This was chosen due to the plant’s ability to grow year-round,
allowing it to be flexible to the needs of the data collector,
its quick nature in developing and displaying symptoms and

stress and its ease at recovering when the stress is removed.
This allows for multiple opportunities to collect data from the
same plant.

The data was collected over a period of seven days, with
the plants receiving no water starting on day 1. This was to
initiate the process of dehydration in the plants. Images were
taken on day 1 to collect healthy plant images, day 5 to collect
images containing early signs of dehydration and day 7 for
images of established dehydration.

Two datasets were collected simultaneously: one using
infrared images and the other using visible images. The
infrared images were taken on a Canon EOS 800D with its
internal visible wavelength filter removed and an external NIR
filter added. The chosen NIR filter added was the Kolari
Vision K665. This filter allows for far-red light and NIR
wavelengths greater than 665 nm to reach the camera’s sensor.

For the visible images, a Canon EOD 700D was used with
no alterations made.

All images were taken outdoors using the sun as a natural
light source. They were taken with complex backgrounds of
soil, pots, walls and other unrelated plants. This was to assist
in duplicating the real-life input the system would receive
from an end user.

To allow the separate datasets to be as directly comparable
as possible, the following steps were followed:

• Both cameras were equipped with EFS 18-55mm lenses
set at 35mm zoom. This allowed for minimal differences
in focal distances and background blur between the
datasets.

• For each leaf image taken by the infrared camera, the
same leaf was photographed immediately after by the
visible camera. This enabled minimal changes in natural
light intensities present between the datasets.

• The angle to and distance from the leaf of the infrared
camera when taking the infrared image was immediately
duplicated as closely as possible by the visible camera.
This allowed for minimal differences in image composi-
tion, angle of light reflectance etc.

Example images from the infrared and visible datasets
are given in Fig. 3 and 4. They demonstrate the minimal
differences strived for between the datasets.

Fifty photos were taken with each camera on
days 1, 5 and 7. This created two balanced datasets of
150 photos each. For the various experiments listed in
Section IV-D, the datasets were divided as shown in Table I.

TABLE I
BREAKDOWN OF DATASETS USED

Dataset Name Days Total Images
Full Dataset 1, 5, 7 150
Identification Dataset 1, 7 100
Early Identification Dataset 1, 5 100
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Fig. 3. Image from the visible dataset

Fig. 4. Image from the infrared dataset

B. Measuring Model Performance

In the majority of plant classification research papers
available, classification accuracy was the chosen metric for
comparing the performance of the machine learning models
developed.

Accuracy is a measurement for the system’s overall cor-
rectness and is found by calculating the ratio between the
number of correctly classified samples and the total number
of input samples.

Accuracy =
number of correct classifications

total number of classifications attempted

This gives a true reflection of a given model’s overall
performance if the test data used is balanced.

C. Parameter Tuning

A hyperparameter optimizer developed by the Google team
called KerasTuner [24] was used to determine the best pa-
rameter values for the ResNet models created. The optimizer
used was Hyperband [25]. However, Hyperband is based on
the popular Random Search optimizer but with early stopping
and adaptive resource allocation to decrease the system’s
computational expense, thereby increasing the tuning speed of
the system. The chosen parameters for tuning were learning
rate and optimization algorithm.

D. Test Models

For each test model generated, the system first underwent
parameter tuning, followed by the retraining of the model with
the chosen parameters and finally testing on the test data.

Each dataset was split into three sections for this process:
training, validation, and test data. The training data was used
for parameter tuning, with the validation data used to evaluate
the comparative performance of each of the tuner’s models.
Validation loss was chosen as the value to be optimized
during training. Once the best combination of parameters was
determined on the validation data, a new model was trained
once again. This final model was tested on the unseen test
data to reflect the model’s unbiased performance accurately.
Furthermore, data contamination was avoided during data
augmentation as it was applied only to the training data
and not to the test data. A visible overview of the process
described above is shown in Fig. 5.

Fig. 5. Overview of system used to test the models.

A train:test split of 80:20 was used. The training data
includes the validation data used during tuning. Six models
were trained for the respective experiments listed below:

• Experiment 1 - Compare the performance of the models
trained and tuned on the infrared and visible full datasets

• Experiment 2 - Compare the performance of the models
trained and tuned on the infrared and visible identifica-
tion datasets

• Experiment 3 - Compare the performance of the models
trained and tuned on the infrared and visible early
identification Datasets

V. RESULTS AND DISCUSSION

A. Parameter Tuning

For the parameter tuning of each model, 20 trials and
100 epochs were used to find the best learning rate and
optimization algorithm. Learning rates of 1e−3 to 1e−8 were
explored. The optimization algorithms considered during tun-
ing were Adam and Stochastic Gradient Descent (SGD).
The parameters that produced the best models per dataset-
architecture pairing are given in Table II.

TABLE II
BEST PARAMETERS DETERMINED WITH KERAS TUNER

Dataset Best Parameters
Learning Rate Optimization

Full 1e−7 SGD
Infrared Identification 1e−3 SGD

Early Identification 1e−5 Adam
Full 1e−6 SGD

Visible Identification 1e−6 Adam
Early Identification 1e−7 Adam
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B. Experiment 1

Experiment 1 trains and tests the models produced on the
infrared and visible full datasets with the relevant parameters
determined in section V-A. The results are given in Table III.

TABLE III
PERFORMANCE OF MODELS TRAINED ON THE FULL DATASETS.

Dataset Training Testing
Loss Accuracy Loss Accuracy

Visible 1.1658 34.86% 1.5637 36.67%
Infrared 1.2014 40.37% 1.3735 40.00%

It can easily be deduced that neither model performed
well on the full dataset. However, comparatively speaking,
the model using infrared input performed slightly better than
the visible input model.

By inspection of the confusion matrix produced by the
Infrared model and given in Fig. 6, out of the 30 test
images, 25 were labelled as ‘Early Dehydration’. This shows
that the model does not discern the degree of dehydration
well. The ‘middle ground’ provided between the two classes
confuses the model’s overall classification. This would likely
be corrected by the use of a much larger dataset to train and
test on. However, to break down where the model struggles
on this small dataset being used, we need to compare the
model’s performance on classifying healthy and dehydrated
against healthy and early dehydration. This is done in Exper-
iments 2 and 3.

Fig. 6. Confusion Matrix of the Infrared Model

C. Experiment 2

Experiment 2 trains and tests the models produced on the
infrared and visible identification datasets with the relevant
parameters determined in section V-A. The results are given
in Table IV.

It is observed that both of the models perform well when
classifying healthy versus dehydrated leaves. This suggests
that the confusion encountered by both models in Experiment
1 were caused by uncertainty around the early identification

TABLE IV
PERFORMANCE OF MODELS TRAINED ON THE IDENTIFICATION

DATASETS.

Dataset Training Testing
Loss Accuracy Loss Accuracy

Visible 0.3282 81.08% 0.3577 80.00%
Infrared 0.116 95.95% 0.0718 95.00%

day (day 5) and that by removing that class, the models both
perform exceptionally better. The infrared model outperforms
the visible model by an impressive 15%.

D. Experiment 3

Experiment 3 trains and tests the models produced on
the infrared and visible early identification datasets with the
relevant parameters determined in section V-A. The results
are given in Table V.

TABLE V
PERFORMANCE OF MODELS TRAINED ON THE EARLY IDENTIFICATION

DATASETS.

Dataset Training Testing
Loss Accuracy Loss Accuracy

Visible 0.7142 54.17% 1.1818 25.00%
Infrared 0.2814 93.06% 1.5406 70.00%

Due to the poor performance of the models in Experiment
1, it was expected for both models to underperform when
conducting early identification. This expected poor perfor-
mance can be seen in the visible model’s accuracy of 25%.
What was interesting to note, and as was suggested in the
literature reviewed in Section II, the Infrared model performed
significantly better than the visible model with an accuracy
of 70%.

This implies that NIR imaging is ideal for when early iden-
tification is required and suggests the confusion in Experiment
1 falls between early and late dehydration and not in the
classification of dehydration as a whole. However, to make
a single system that works accurately for multiple stages of
dehydration, more data is required for training, or multiple
smaller systems need to be combined, i.e. run input through
the models from both Experiments 2 and 3, taking the most
‘dehydrated’ classification as the final classification.

VI. CONCLUSION

Overall, there was a stark difference between the various
models’ performances on the visible dataset. Visible input
can be concluded to be only viable for classification of
established dehydration and does not perform well whenever
early classification is introduced.

On the other hand, the various models produced on the
infrared dataset performed significantly better than the visible
models did with classifying both established and early dehy-
dration. It fell short when distinguishing between the stages
of dehydration but performed well when asked to classify the
dehydration regardless of its stage. This has lots of practical
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implications. Like dehydration, plant diseases also cause plant
stress and affect the chlorophyll levels inside the leaves, thus
provides a promising avenue for future infrared research.
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Abstract—This paper focusses on providing an overview of 

resource allocation in imperfect device-to-device (D2D) 

cooperation in LTE-Advanced Pro Systems. The various 

characteristics and interworking of D2D cooperation and 

resource allocation are discussed. The benefits of D2D 

cooperation are increased throughput, spectral efficiency, 

reduced latency and power efficiency. The resource allocation 

algorithm usually aims to improve one or more of these objectives, 

it can also aim to minimize interference and ensure fairness is 

achieved between cellular users and D2D pairs. A criterion is 

tabulated to evaluate the investigated algorithms to determine the 

most effective one. Seven resource allocation algorithms each with 

their specific objective were investigated and analysed based on 

the tabulated criteria. The algorithms investigated are simulated 

in LTE-Advanced (LTE-A) and LTE-Advanced Pro (LTE-A Pro) 

networks. The Weighted Efficiency Interference-Aware (WEIA) 

algorithm met most of the criterion requirements for effective 

resource allocation for D2D cooperation and was simulated in an 

LTE-A network.  Therefore, it is proposed for resource allocation 

in LTE-A Pro networks for imperfect D2D cooperation. 

 

Keywords— LTE-Advanced Pro, Resource Allocation, D2D. 

I. INTRODUCTION 

Research conducted by the 3rd Generation Partnership 

Project (3GPP) to improve Long Term Evolution (LTE) from 

Release 8 is presented in [1]-[3], and the milestones are the 

Release 12 of LTE-Advanced and the publishing of LTE-

Advanced Pro in Release 14 as 5G intermediary and termed 

4.5G. 4.5G is a more energy efficient and has flexible spectrum 

utilization than 4G. This is achieved through efficient 

bandwidth algorithms such as multicarrier load distribution 

technique that reduces signalling loading by differentiating 

handovers in idle and connected modes. Massive Carrier 

Aggregation (MCA) is used for flexible channel allocation and 

wider bandwidth control and together with massive MIMO 

(Multiple Input Multiple Output) these techniques improve 

4.5G data rates. 4.5G data rates will reach 3Gpbs, increased 

carrier bandwidth of 640MHz and reduced latency of 2ms. 

Like the previous LTE-Advanced, 4.5G is managed by the 

Software Defined Networks (SDN) and Self Organizing 

Networks (SOA) platforms, for agility and unified framework 

control. 

 

With Release 12 of LTE-Advanced came the concept of 

Device-to-Device (D2D) communication as presented in [4], 

[5]. D2D has become very popular due to it providing 

increased throughput and spectral efficiency. It can also save 

power in transmission from the base station due to the shorter 

range of communication. 

 

One of the objectives of 5G is to roll out Machine Type 

Communications (MTC) and Vehicle to Everything (V2X) 

communications. D2D communication in the LTE-A Pro 

network is the foundation upon which MTC and V2X will be 

enhanced.  

 

However, D2D communication is not without its challenges. 

In imperfect D2D the channel state is not always known by the 

base station due to it being bypassed in some cases. There is 

also limited bandwidth and power in cooperative links. If there 

is not an efficient method of allocating cellular resources, it can 

lead to network congestion and interference between the 

cellular users and the D2D pairs. To effectively enhance MTC 

and V2X communication, resource allocation needs to be 

optimized due the imperfect nature of the channel and 

limitations in bandwidth and power. This is what motivates the 

research conducted in this paper. 

 

This paper provides an insightful overview of D2D 

Cooperation and Resource Allocation in relation to D2D. A 

criterion is tabulated to evaluate resource allocation algorithms. 

Seven resource allocation algorithms are investigated and 

analysed using the criterion for D2D cooperation in imperfect 

conditions. The algorithms investigated are simulated in LTE-

A and LTE-A Pro. The rest of the paper is organized as follows. 

Section II describes D2D cooperation, Section III focuses on 

resource allocation techniques, algorithms and analysis of the 

most efficient investigated algorithm. Conclusions are drawn 

in Section IV. 

II. DEVICE-TO-DEVICE (D2D) COOPERATION 

D2D communication is defined in [6], [7] as the capability 

of mobile devices within proximity to one another to establish 

direct links of communication with or without the use of the 

base station (eNodeB). D2D communication offers 

improvement in energy efficiency, throughput, latency and 

enhances spectral efficiency as well as the overall system 

capacity. 

 

D2D can use licensed spectrum (Inband) or unlicensed 

spectrum (Outband). For Inband there are two types of 

communication, underlay and overlay as shown in Fig. 1. In 

underlay the links are set up using the cellular spectrum, 

whereas for overlay a dedicated portion of the available 

spectrum is used for D2D communication. Underlay has  
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Figure 1: Comparison of D2D types [7] 

 

interference between the D2D pairs and the cellular users (CUs) 

whereas overlay does not have interference but has no spectral 

efficiency gain. Outband experiences no interference with 

cellular users as Inband does, but it requires an additional radio 

interface (e.g., Wi-Fi Direct, ZigBee or Bluetooth) to perform 

the coordination.  

 

D2D communication can be used in the format of direct 

communication between UE controlled by the base station or 

by the devices themselves and it can also be used in the format 

of user equipment (UE) relaying information to another UE 

and can be controlled by either the base station or the devices 

themselves. In the case of relaying the aim is to improve the 

system performance within the last 10m of a cell site. 

 

The relaying of information from one device to the target 

device requires cooperation between devices, as shown in Fig. 

2. In this scenario UE1 is relaying information to UE3 as well 

as the target UE, UE2 is relaying information to UE3 and the 

target UE and UE3 is relaying its inputs from UE1 and UE2 to 

the target UE. 

 

D2D communication can be carried out in the uplink, 

downlink or in both. In the case of uplink D2D communication 

the base station experiences interference from the D2D users 

but can be managed using advanced digital signal processing 

at the base station. D2D users are also affected by CUs. When 

D2D communication is in the downlink the D2D users are 

affected by interference from CUs and D2D users also negative 

affect the CUs reception. Due to some regions implementing 

regulatory restrictions on the reuse of downlink resource most 

studies investigate uplink resource utilization for D2D 

communication. 

 

In cooperation the transmission is divided into two time 

slots. In the first time slot the base station transmits to both the 

target UE and the D2D relay user. If it is found that the 

cooperative link is beneficial then the D2D device uses a 

superposition coding scheme to transmit to the target UE in the 

second time slot. With the superposition coding scheme, the 

D2D users’ own signal (𝑥) and the signal for the target CU (𝑦) 

are linearly combined and then transmitted as 

 

             t =  ax + by          (1) 

 
Figure 2: D2D Cooperation [5] 

 

where 𝑎 and 𝑏 are constants and 𝑡 is the transmitted output. 

 

For cooperation to be beneficial to the target UE the 

achievable rate with cooperation must be greater than that of 

the achievable rate without cooperation. For it to be beneficial 

for the D2D user the power spent on transmitting the signal to 

the target UE must be minimized.  

 

Mobile devices in the D2D network use batteries which are 

limited power sources and must be preserved. Device transmit 

mode selection is presented in [8], [9] that is available via the 

eNodeB and on devices. D2D mode selection also preserves 

transmit power of the eNodeB when a cellular connection is 

handed over to a D2D link for cellular offloading. 

 

To ensure efficient resource allocation the number of relays 

and relay selection needs to be optimized. With base station 

cooperation the X2 interfaces between base stations, and the 

S1 interface between the base station and the core network  

make use of optical fibre or Gigabit Ethernet which provides 

enough bandwidth for transmission. 

 

With D2D cooperation the link is now wireless which has 

limited bandwidth and power capabilities. One of the key 

challenges with D2D cooperation underlay is radio resource 

allocation to ensure there is no interference with the cellular 

users. These factors are what we define as imperfect D2D 

communication 

III. RESOURCE ALLOCATION 

A. Overview 

Resource allocation algorithms are used to allocate 

throughput and power resources efficiently in D2D. For an 

optimised D2D network the UE are assumed to have 

capabilities of transmit mode selection and the eNodeB must 

control the transmission power of D2D links to meet the 

minimum interference for the minimum required quality of 

service (QoS). There are three types of resource allocations for 

D2D communications that have been researched: centralized, 

distributed and hybrid and these are defined in [6], [8]-[10]. 

 

Centralized: In this mode the radio resources are 

coordinated by the eNodeB (LTE base station) via UE1 request. 
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When the target UE requests D2D communication, the UE1 

sends a request to the eNodeB to set up a session. The Mobility 

Management Entity (MME) and Non-Access Stratum (NAS) 

configures the signalling parameters and setup up a D2D bearer 

to be used by UE1 and the target UE. The second alternative is 

when the Packet Data Network Gateway can identity two IP 

source addresses that share the same eNodeB, and if a D2D 

link provides higher data rate and UE1 has enough transmit 

power, then a seamless handover from the cellular uplink to 

D2D link takes place. 

 

Distributed: This an autonomous scenario applicable for 

broadcast of out of coverage UE. Resource pool for scheduling 

is pre-configured on the devices. UE1 shares the configured 

resources with the target UE during transmission. 

Hybrid: The eNodeB allocates the initial resource but the 

communication is carried by the UE. This mode allows for 

centralised control of the resources and interference but also 

reduces eNodeB signal overheads as it allows autonomous 

communication. 

 

The network model for a resource allocation methodology 

can be an instantaneous or statistical approach, and this is 

defined in [7]. The instantaneous approach makes use of link 

distances and channel gains to formulate the problem. This 

methodology assumes that the base station has all the channel 

state information for decision making. The decisions in terms 

of power and channel allocations and criteria for mode 

selection are made instantaneously based on the information at 

the base station. This methodology is mainly used for 

understanding the potential gains in network performance but 

comes with high overheads and computational complexity. 

The statistical methodology uses statistical information, 

assumed to be valid for longer time spans, on the distribution 

of users, channel gains and base stations. This methodology is 

also used for optimal decision making. 

 

Once the network model and the methodology is chosen the 

algorithm for resource scheduling is used to solve the problem. 

The model and the algorithm are usually then put through 

simulation in order to test and verify its validity. 

 

In [10] LTE networks use three resource scheduling 

algorithms which are Round Robin (RR), Maximum Rate (MR) 

and Proportional Fair (PF).RR schedules resource blocks to all 

users at the same time, and the result is users with poor Channel 

State Information (CSI) cannot receive and transmit. Transit 

power of the relay devices is also wasted. MR uses CSI 

strength as a priority criterion for recipients of resources. The 

result is also that users with poor CSI are at a disadvantage. PF 

is the algorithm that balances high throughput and fair 

allocation. This is achieved by computing the average latency 

between RR and MR and using the moving average throughput 

at the average latency for all the users. 

 

In this overview the following requirements are defined for 

the most effective algorithm as: 

• Spectral efficiency 

• Improves throughput 

• Minimizes overall interference 

• Minimizes transmission power 

• Improves latency 

• Fair resource allocation between CUs and D2D pairs 

• Complexity 

B. Algorithms 

There has been significant research into various resource 

allocation methods for imperfect D2D cooperation in LTE-A 

but not many specifically for LTE-A Pro. Seven resource 

allocation algorithms are investigated and documented as 

follows. 

 

A greedy heuristic scheduling algorithm is proposed for 

LTE-A in [10] The simulation parameters were a single 

hexagonal cell of 500 m, omni-directional single-input-single-

output antenna, and bandwidth of 10 MHz, the D2D receivers’ 

range was varied from 5 m up to 50 m in steps of 5m around 

the D2D transmitters. The access scheme for the uplink was 

Single Carrier-Frequency Division Multiple Access (SC-

FDMA) and downlink was Orthogonal Frequency Division 

Multiple Access (OFDM).  This algorithm makes use of 

knowledge of the channel gains between the CUs and the base 

station (eNodeB), as well as the interfering link gains between 

D2D users and the CUs and between eNodeB and D2D users 

to perform resource allocation for D2D pairs. For every sub-

frame, the CU that has a high channel quality indicator shares 

its resource blocks with the D2D pair which causes minimum 

interference to it. This algorithm demonstrated an increase in 

both throughput and spectral efficiency whilst maintaining 

QoS for the CU and D2D users. 

 

A second algorithm is also presented for LTE-A in [10] 

termed proportional fair. The simulation parameters were the 

same as the greedy heuristic scheduling algorithm except the 

bandwidth changed to 5 MHz and the D2D receivers’ range 

was varied from 10 m up to 100 m in steps of 10 m around the 

D2D transmitters. With this algorithm the scheduling of 

resources for CUs is performed at the base station and these 

resources are reused for the D2D users. The CUs get the 

minimum required rate to maintain their QoS. Maximum 

weight bipartite matching (MWBP) was used to allocate single 

as well as multiple resource blocks to D2D users. Excess 

signal-to-interference-plus-noise ratio (SINR) of CUs are used 

to allocate power to D2D pairs. A high throughput and fairness 

for D2D users was achieved. 

 

Similarly, [12] proposed a resource allocation method based 

on weighted efficiency interference-aware (WEIA) 

mechanism for LTE-A. The algorithm was evaluated by 

averaging 500 independent experiments. The main parameters 

were system area of 500 m, transmit distance of 50 m, 50 mW 

transmit power of CUs and sub-channel bandwidth of 100 kHz. 

A power control procedure is implemented to limit the 

interference from D2D users to a specified threshold. The 

transmit power of the D2D pairs are determined using a 

distributed power control method and the D2D pairs are 

assigned to clusters (user sets of resource blocks) based on the 

threshold of SINR. The weighted efficiency interference-

aware algorithm is used to optimize the matching of D2D pairs 

and resource blocks. With this algorithm each D2D pair is 

weighted based on the SINR to compete for the priority of 

resource blocks fairly. The simulated results show that the 
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SINR of CUs performs well when D2D pairs reuse the resource 

blocks. The system throughput increases as the number of D2D 

users increases. It outperformed the alternative schemes of 

interference-aware and random allocation in terms of 

throughput. 

 

In [5], a novel resource allocation algorithm is proposed.  

They aimed to maximize the LTE-A Pro systems achievable 

rate by using a three-step process. The first step is optimizing 

the artificial noise vector. The second step is to optimize the 

link resource allocation vector. The last step is to optimize the 

UE group and subcarrier. The simulation first analyses the 

influence of the cooperative link. The parameters used were: 2 

eNodeBs with 10 users uniformly placed around them. The 

antenna configuration for users was 2 and the moving speed of 

the users was set to 1 m/s. Other parameters were set to 

standard 3rd Generation Partnership Project, Technical Report 

36.942 which details the system scenarios for radio 

transmission and reception. The simulation results showed a 

comparison between the proposed algorithm with random 

allocation method, distance aware allocation and proportional 

fairness algorithm using a 20MHz cooperative link. The 

proposed algorithm showed a 7% gain in throughput when the 

cumulative distribution function (CDF) is 75% and 2% gain 

when the CDF is 50% over the distance aware allocation which 

had the second-best performance. In terms of spectrum 

efficiency, the proposed algorithm outperformed the distance 

aware algorithm. 

 

For link capacity below 4 Mbps the spectrum was 1 bit/Hz 

greater than the distance aware algorithm, for 4 Mbps they 

were equal, but above 4 Mbps the proposed algorithm was able 

to increase in spectral efficiency where the distance aware 

method plateaued. This was due to the compress and forward 

method employed as opposed to transmitting the original data. 

 

Another method of matching based two-timescale resource 

allocation is proposed for LTE-A Pro by [13]. The two-

timescale resource allocation was proposed in order to reduce 

overhead. The pairing between CUs and D2D users is 

determined at a long timescale and the cooperation policy to 

allocate transmission time for the D2D link and CU link is done 

at a short timescale. The CSI is used for the long timescale 

pairing and the instantaneous CSI is used for the short 

timescale transmission time. A matching game-based method 

is used to solve the two-timescale resource allocation problem 

and resulted in an optimal cooperation policy to characterize 

the long-term payoff for each potential pairing of CU and D2D. 

For their simulation, they considered the scenario where the 

eNodeB is deployed in the cell centre with the radius of the cell 

set to 500 m. The CUs are distributed uniformly at the cell edge 

and the D2D pairs are uniformly distributed in the area with a 

distance of 200 m to 400 m from the eNodeB. The noise power 

was set to -100 dBm, transmit power of the CU and D2D 

transmitters was 20 mW, the distance of the D2D link was 

uniformly distributed in between 10 and 30 m. The sum rate of 

D2D pairs versus the number of D2D pairs is evaluated in 

comparison with other schemes and the performance is near 

the optimal performance scheme. Their proposed scheme also 

had very similar outage percentages as the optimal scheme. 

 

A game theory approach is considered in [4] for resource 

allocation in LTE-A. In the system model employed the CUs 

require permission form a single base station for transmission. 

The D2D pairs also need to request permission from the base 

station. A payment method is used for resource allocation, 

where the base station determines the price for resource 

parameters with the goal of optimizing efficiency as its profit. 

The UEs can accept or decline the service based on the base 

stations price. This study also examines the scenario of when 

the channel quality is unknown as is the case in imperfect 

conditions. In this scenario the UEs are allowed to lie about 

their channel quality, hence the base station does not know 

their exact channel qualities. A linear search algorithm is used 

to find the optimal profit by comparing the base station profit 

with each possible device. In this simulation they used a. For 

their simulation the efficiency of the system was analysed by 

comparing the performance between the optimal situation and 

the scenario under Unknown Quality Base Station-centric 

game.  In this simulation they used the satisfactory weighting 

factor of 1000, a cost weighting factor of 5, 19 cells with 150 

UEs and 75 D2D pairs in the central cell. They also account for 

inter-cell interference by using calculated values for 

𝑆𝐼𝑁𝑅𝑐𝑒𝑙𝑙𝑢𝑙𝑎𝑟 = 19.5361 𝑑𝐵  and 𝜎𝑆𝐼𝑁𝑅 = 10 𝑑𝐵.  From the 

simulation results the system efficiency is very close to that of 

the perfect condition scenario where the channel state 

information is known. 

 

The hybrid scheme, [14], resource allocation algorithm 

combined the centralised interference mitigation and 

distributed power allocation algorithms. This is also a three-

step process that reduced the interference and transmit power 

in an LTE-A. The CU interference in the downlink is cancelled 

using multi-cell cooperation techniques. Then the D2D pair 

interference is reduced by controlling the transmit power of the 

channel. Lastly the power distribution is modelled on game 

theory to achieve optimised power for the UE. The simulation 

parameters used were: the cell radius is 1000 m, the intercell 

distance is 1800 m, the maximum D2D transmission distance 

is 50 m, the maximum transmission power of CUs is the same 

as D2D pairs, i.e. 200 mW (23 dBm), the constant circuit 

power is 100 mW (20 dBm), and the thermal noise power is 

10−7 W, the number of cells is 6, the number of CUs and D2D 

pairs in each cell is 10 and the power amplifier efficiency is 

35%. The simulated results showed that energy efficiency 

performance increased by 71% for CUs and 65% for D2D pairs 

when QoS requirement was 0.7 bits/s/Hz. The simulation also 

measured the infeasibility ratio (how infeasible it is to achieve 

the QoS requirement) against the QoS requirement. The hybrid 

scheme achieved an infeasibility ratio of almost zero for all the 

QoS requirements set, which indicates it is very feasible. 

C. Analysis 

From the schemes that were investigated, each had their own 

specific objectives. From the resource allocation methods 

investigated the greedy heuristic algorithm focussed most on 

increasing throughput and spectral efficiency and whilst the 

QoS of the CUs is maintained, the algorithm is unfairly 

focussed on the D2D users. 

 

The proportional fair algorithm can potentially be used with 

any cellular resource allocation scheme and can adapt to time  
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TABLE I 

COMPARISON OF ALGORITHMS 

Algorithm 
Spectral 

Efficiency 
Interference Throughput Transmit Power Latency 

Fair 

Distribution 
Complexity 

Greedy Increased Minimised Increased N/A N/A Unfair Medium 

Proportional Fair Increased N/A Increased Controlled N/A Fair High 

WEIA Increased Minimised Increased Controlled N/A Fair Low 

Novel 3-Step Increased N/A Maximised N/A N/A N/A Low  

2 Timescale Increased N/A Near optimal N/A Reduced Fair Low 

Game Theory Increased Considered N/A N/A N/A Fair Low 

Hybrid Scheme Increased Minimised N/A Controlled N/A N/A High 

and location varying channels. It can achieve a very high 

throughput increase from the existing LTE throughput and 

good fairness between CUs and D2D users. The simulations 

were performed using an LTE-A model and not necessarily an 

LTE-A Pro but could possibly provide similar results. 

 

The WEIA method is simulated for an LTE-A, but much 

fewer D2D pairs are introduced into the simulated network. 

WEIA shows a promising increase in throughout of the system 

as the D2D pairs increase. It is also stable over various 

parameters of channel states and users. It can increase spectral 

efficiency, minimise interference and control the transmit 

power whilst ensuring the resource allocation is fair. 

 

The matching based two-timescale resource allocation looks 

at reducing the overhead incurred for pairing CUs and D2D 

pairs in a short timescale, which is applicable to LTE-A and 

LTE-A Pro network. This scheme does not look at the overall 

network throughput but instead the sum rate of D2D pairs 

which was found close to optimal performance. 

 

The novel 3-step resource allocation method is simulated in 

LTE-A Pro system and is the closest to the focus of this paper, 

as it also factors in the limited capacity of the cooperative link 

as found in real scenarios. It shows an increase in spectral 

capacity for link capacity over 4Mbps and a 7% gain in 

throughput. 

 

The game theory approach for LTE-A takes into 

consideration the imperfect D2D communication scenario of 

when the channel conditions are not always known. It can 

nearly match the resource utilization efficiency of that where 

the channel state is known and is able to allocate resources 

fairly.  

 

Lastly, the hybrid scheme can increase spectral efficiency 

while minimising interference and transmit power in an LTE-

A network. 

 

From the analysis a comparison between each algorithm and 

the defined requirements for the most effective algorithm is 

tabulated in Table I. Complexity of the algorithms was 

determined based on the computation processing to be 

performed by the eNodeB. The WEIA algorithm meets the 

highest amount of the requirements for effective resource 

allocation for D2D cooperation. For future improvements it 

should be simulated in LTE-A Pro and 5G networks and aim 

to decrease latency. 

 

IV. CONCLUSION 

The paper presents an overview of resource allocation in an 

imperfect D2D cooperation. D2D communication can provide 

increased throughput, spectral efficiency, reduced latency and 

power efficiency. The challenges of D2D are that the channel 

state is not always known by the base station and there is 

limited bandwidth and power in cooperative links. If there is 

no efficient method of allocating cellular resources, it can lead 

to network congestion and interference between the cellular 

users and the D2D pairs. Seven resource allocation algorithms, 

each with their own specific performance objectives, were 

investigated and analysed on a tabulated criterion. The most 

effective algorithm was found to be the Weighted Efficiency 

Interference-Aware as it meets six out of seven of the criteria. 

It was simulated in an LTE-A network and is the proposed 

algorithm for resource allocation in an LTE-A Pro network in 

imperfect D2D coordination. For future work it should be 

optimized to decrease latency in LTE-A Pro and 5G network. 
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Abstract—Schrödinger equation (SE) can be cast in differen-
tial form. For solving real problems, the differential equation
needs to be discretised and solved numerically. Although the
standard finite difference method (SFDM) is relatively straight-
forward to implement, both the boundary element method
(BEM) and finite element method (FEM) are more tractable in
discretising uneven geometry. The shortcoming of SFDM, BEM,
and FEM is that they neither preserve nor conserve some of the
features of the original operator which is remedied to ensure
these features are well-taken care of by employing conservative
finite difference method (CFDM). The CFDM as applied to
the Schrödinger equation, for the first time, promises to have
opened up avenues for further research in the field of small-
scale (nano) photonic and plasmonic device applications for
future networks.Hence, thhe CFDM provides a straightforward-
to-execute approach for a big class of real-life challenges in
biomedical engineering, science-based problem, computational
engineering and telecommunications engineering. Hence, by
construction, the CFDM preserves and conserves the proper-
ties such as energy, different other laws, frequency-dependent
dielectric function, susceptibility, refractive index of electronic,
photonic, and plasmonic devices that work “logically” instead of
a geometrically rectangular grid-system. This scheme is premised
on a support operator originally designed by Favorskii et al. In
this present study, we demonstrate the application of CFDM
to electromagnetic field challenges in photonic and plasmonic
devices. Furthermore, this work examines the optical properties
of metallic materials of a one-and two-dimensional geometry.
To this end, the Schrödinger equation is employed and solved
numerically using CFDM.

Index Terms—Schrödinger equation, CFDM, Discretisation,
Photonics, Plasmonic

I. INTRODUCTION

The extreme reduction of photonic, nanophotonic, plas-
monic and electronic devices in recent times needs the incor-
poration of energy occurrences (phenomena) in modelling and
simulation procedures. This study aims to create a stage for
the numerical solution as applied to electromagnetic-inspired
problems in photonic and small-scale plasmonic devices. The
fundamental of this work is the application of conservative
finite difference method (CFDM) to compute optical proper-
ties such as frequency-dependent dielectric function employed

in nanophotonics and nanoplasmonic fields of study with
quantum-based models for these properties.

Furthermore, it has been studied in the literature [1] in
which Maxwell’s equation (ME) can be modelled in differen-
tial or, differently, diverse corresponding integral forms [2].
In this regard, the CFDM scheme has been employed ana-
lytically to demonstrate its significance to provide solutions
to surface acoustic wave (SAW) but the issue of numerical
solution has not been examined to our best of knowledge .
To solve realistic or real problems, the integral or differential
equation for ME must be discretised and solved same way
for the Schrödinger equation (SE). Although the standard
finite difference method better known as finite difference
method (SFDM) [3], [4] is relatively and reasonably easy to
realise. The FEM and BEM are more tractable in discretising
unpredictable or rough geometry than SFDM. Then, numerous
questions emerge such as: Is it feasible to merge the straight-
forwardness of SFDM execution with the tractableness of
BEM or FEM? What happens regarding the conservativeness
of basic features in the primary continuum paradigm after the
discretisation process must have taken place? Additionally, to
be more specific, to what extent or degree can the gradient,
divergence , curl, conservation of energy and so forth be
preserved or kept in distinct variant of the original continuum
problem?

Similarly, it is our desire and goal to understand how the
solidity, lustiness, robustness and ruggedness of the numerical
solutions without impacting or undermining the flexibility
and straightforwardness of the discrete scheme. Thus, the
CFDM offers compelling and definite answers to the afore-
stated questions and more importantly, a straightforward-to-
execute scheme for a big class of practical challenges or real-
life cases especially computational engineering, biomedical
engineering, and bio-inspired research. In addition, adequate
application of CFDM preserves the hermiticity of Hermitian
operators after being discretised. This capability of designing
and developing conservative numerical scheme is outstanding
feature, which has not been duly appreciated in computational
community, partially owing to its comparatively cumbersome
implementation. It relies on the method of support-operators
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initially developed and designed [5], [6]. CFDM employs
the integral relationships which include operators and their
corresponding adjoints. Hence, to utilise the CFDM for pho-
tonic and plasmonic problems, it is necessary to construct
adjoint operators of different operators that emerge from
the governing equations using Schrödinger equation [5], [6].
In the present study, it is demonstrated that the CFDM
technique is an ideal and good candidate to proffer solutions
to well-posed small-scale photonic and plasmonic problems
by computing specifically the frequency-dependent dielectric
function based on quantum models such as Drude, Lorentz,
and so on [7]–[10].

In [7], [8], the aims were to go beyond solving simple and
complex boundary value problem. Alternatively, the following
objectives were implemented: 1) Introduction of Sinc func-
tions has been applied to ensure numerical well-posedness
of the computation and robustness; 2) Derivation of closed
form expressions derived in detail for frequency-dependent
dielectric function and matrix elements; 3) The calculations
of eigenpair of the underlying canonical and associated per-
turbed quantum system are calculated and employed for the
computation of dielectric function; and 4) Galerkin scheme
employed to dicretise the boundary value problem.

In this work, we adopt the CFDM to further solve this
similar problem with a different scheme. Nevertheless, a
considerable effort has been initiated to make the current
work self-reliant and self-sufficient. In spite of the fact that
most formulae in this paper have been derived in closed-form,
inconveniently. To facilitate the discussion and understanding,
appropriate ideas, explanations and references have been cited
in this work.

The contributions of this paper are as follows:

• A conservative finite difference method is designed,
formulated and applied to solve photonic- and plasmonic-
based real life problem using numerical techniques.

• A customised scheme is developed to solve any regu-
lar and irregular geometries of interest to compute the
optical properties of the materials used in small-scale
plasmonic devices.

• Numerical results are presented which evaluate the per-
formance of the method (CFDM) employed and com-
pared with the SFDM in this study.

II. THEORY OF SCHRÖDINGER EQUATION

Numerical modelling and simulation of quantum
mechanical-based devices remains ongoing issue in the
field of photonics, electronics, and plasmonics as the
miniaturisation of devices continues unabatedly. One of the
underlying problems in this procedure is to calculate the
intial states for the simulation. To this end, the solutions of
the time-dependent Schrödinger equation must be obtained
[7],

HΨ(r, t) = i~
∂

∂t
Ψ(r, t), (1)

here,Ψ(r, t), ~, H , and i represent the time-dependent eigen-
state, reduced planck constant, Hamiltonian operator, and the

Fig. 1. CFDM Discretisation geometry

imaginary unit, respectively. Further, the solutions to the time-
independent Schrödinger equation are expressed as

Hψ(r) = Eψ(r), (2)

where ψ, E, and r denote the time-independent eigenfunction,
the energy, and the position vector comprising all the coordi-
nates in such a way that r = (x1,x2, · · · ), respectively.

A. Discretisation of 1-D Boundary Value Problem Applying
CFDM

To typify the utilisation of CFDM, consider the 1-D
Schrödinger equation with vanishing potential energy term,
V (x); i.e., (2) can be recast as

− ~2

2m
∇2ψ(x) = − ~2

2m

d2

dx2
ψ(x) = Eψ(x), (3)

where m, ~, and ψ(x) represent the mass of the particle,
planck constant, and wavefunction of the particle, respec-
tively.

𝝍
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Fig. 2. The grid used for the implementation of the SFDM and CFDM
subject to Dirichlet boundary conditions

Furthermore, to discretise this ordinary differential equation
(ODE), the following steps must be taken into consideration.
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To emphasise some of the outstanding characteristics of
CFDM, the expression for ∂/∂y will be provided [6].

• Construct an expression for the first-order derivative
using trapezoidal rule for Green’s formula for x-axis or
y-axis, as the case may be; ∂ψ∂x =

∮
c
ψ ∂y

A , ∂ψ∂y = −
∮
c
ψ ∂x

A
• Obtaining the second-order derivative, it requires four

first-order derivatives or can be expressed in terms
of first-order of another variable; i.e., ∂2ψ/∂x2 =
∂2ψ/∂x2 = ∂φ/∂x, where ∂ψ/∂x = φ.

By applying these steps alongside the concept of CFDM
support-operators as proposed by Favorskii et al. to discretise
(3), it gives

d2

dx2
ψ(x) ∼= (Dxψ)n − (Dxψ)n−1

0.5(xn+1 − xn)− 0.5(xn − xn−1)
, (4)

where (Dxψ)n refers to the discrete derivative of ψ with
respect to x, and evaluated at the nth grid point or cell-centre.
Moreover, the ∼= shows that the expression at the right-hand
side is a discrete representation for the differential form at the
left-hand side. It is expeditious that the Schrödinger equation
corresponding to the interior point n becomes

−(
ψn+1 − ψn
xn+1 − xn

−ψn − ψn−1
xn − xn−1

) =
2mE [(0.5(xn+1 − xn−1)]

~2
ψn

(5)
This equation is logical and well-founded for general non-
uniform grids. In this paper, a uniform grid has been assumed
to simplify the discussion. Letting k1 = 1/(xn+1−xn), k2 =
1/(xn − xn−1) and ω̄ = ~2/(2mδx), and simplifying

ω̄[−k2ψn−1 + (k1 + k2)ψn − k1ψn+1] = Eψn (6)

with Ē = E/ω̄ = η, and considering the equation associated
with all interior points, we obtain the eigenvalue matrix
equation as

L̄ψ = ηψ. (7)

The matrix entries from L̄ are non-dimensional. Next, the
scheme CFDM is tested to ascertain the veracity of (5) with
internal nodes of the uniform grid system ranging from 5 to
10 for demonstration purpose for this study. In 1-D case, the
generating matrix for CFDM agrees with the SFDM but not
shown here because of paucity of space.

B. Problem of the Study

As a result of incomplete numerical schemes for modelling
and simulation of photonic, nanophotonic, nanoplasmonic and
plasmonic applications and specifically pocket-size devices
owing to scaling of solid state devices from macroscopic to
nanoscopic region, there is a critical demand for examination
of different models appropriate in this area of study. In
this paper, attempts are being made towards handling this
research gap by employing novel numerical scheme, the
Conservative Finite Difference Method to the modelling and
simulation of frequency-dependent dielectric function in pho-
tonic, nanophotonic and pocket-size device application for the
next generation. Consider the two-dimensional Schrödinger
equation

− i~∂ψ(x, y)

∂t
= − ~2

2m

[
∂2ψ(x, y)

∂x2
+
∂2ψ(x, y)

∂y2

]

2mE

~2
ψ(x, y) = −∇2ψ(x, y)

Ẽψ(x, y) = −∇2ψ(x, y)

Ãψ(x, y) = λψ(x, y)





.

(8)
For the range in consideration, the geometry of study is: x-
axis and y-axis are given as [0, a] and [0, b], respectively.
The boundary conditions using Dirichlet for ψ(x, y) = ψ
are stated explicitly as: ψ(x = 0, y) = 0 =⇒ ψ(0) =
0, ψ(x = a, y) = 0, ψ(0) = 0, ψ(x, y = 0) = 0 =⇒
ψ(0) = 0, ψ(x, y = b) = 0, ψ(0) = 0 . For both the interior
and external geometries as shown in Fig. 2, these Dirichlet
boundary conditions hold. For simplicity, we assume that the
potential cage (energy) is zero i.e., V (x, y) = 0, then, it gives

− i~∂ψ(x, y)

∂t
= − ~2

2m

[
∂2ψ(x, y)

∂x2
+
∂2ψ(x, y)

∂y2

]
. (9)

The expression in (9) represents the two-dimensional (2-
D)space for the BVP which will be discretised using CFDM
and resulting compactly as

− ~2

2m
∇2ψ(x, y) = − ~2

2m

d2

dx2
ψ(x, y) = Eψ(x, y) (10)

Upon applying CFDM, it gives

Ẽψi,jV ni,j =
yi−1,j − yi,j−1

2

{
(ψi,j − ψi−1,j−1)(yi−1,j − yi,j−1)− (ψi−1,j − ψi,j−1)(yi,j − yi−1,j−1)

2V ci−1,j−1

}

−
(
yi,j+1 − yi+1,j

2

){
(ψi+1,j+1 − ψi,j)(yi,j+1 − yi+1,j)− (ψi,j+1 − ψi+1,j)(yi+1,j+1 − yi,j)

2V ci,j

}

−
(
yi+1,j − yi,j−1

2

){
(ψi+1,j − ψi,j−1)(yi,j − yi+1,j−1)− (ψi,j − ψi+1,j−1)(yi+1,j − yi,j−1)

2V ci,j−1

}

+
yi,j+1 − yi−1,j

2

{
(ψi,j+1 − ψi−1,j)(yi−1,j+1 − yi,j)− (ψi−1,j+1 − ψi,j)(yi,j+1 − yi−1,j)

2V ci−1,j

}
(11)

+
xi−1,j − xi,j−1

2

{
(ψi,j − ψi−1,j−1)(xi−1,j − xi,j−1)− (ψi−1,j − ψi,j−1)(xi,j − xi−1,j−1)

2V ci−1,j−1

}

−
(
xi,j+1 − xi+1,j

2

){
(ψi+1,j+1 − ψi,j)(xi,j+1 − xi+1,j)− (ψi,j+1 − ψi+1,j)(xi+1,j+1 − xi,j)

2V ci,j

}

−
(
xi+1,j − xi,j−1

2

){
(ψi+1,j − ψi,j−1)(xi,j − xi+1,j−1)− (ψi,j − ψi+1,j−1)(xi+1,j − xi,j−1)

2V ci,j−1

}
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+
xi,j+1 − xi−1,j

2

{
(ψi,j+1 − ψi−1,j)(xi−1,j+1 − xi,j)− (ψi−1,j+1 − ψi,j)(xi,j+1 − xi−1,j)

2V ci−1,j

}

The notational explanation regarding the details of (11) can
be found in [8] for further reading and insight. Equation (11)
can be compactly represented in an eigenvalue problem as,

HΨ = EΨ. (12)

The algorithm 1 shows the generation of matrix H to compute
eigenpair using SFDM approach.

Algorithm 1 Generation of matrix H for Eigenpair for SFDM
2-D case

1: Set ∆x = Xf/(M + 1), ∆y = Yf/(M + 1)
2: Set H←M ×M
3: H1,1,H1,1 ← 2/∆x2, 2/∆y2

4: H1,2,H1,2 ← −1/∆x2,−1/∆y2

5: for i, j ← 2 to M − 1 do
6: Hii−1,Hjj−1 ← −1/∆x2,−1/∆y2

7: Hii,Hjj ← 2/∆x2, 2/∆y2

8: Hii+1,Hjj+1 ← −1/∆x2,−1/∆y2

9: Update the H
10: end for
11: HMM−1,HMM−1 ← −1/∆x2,−1/∆y2

12: HMM−1,HMM−1 ← 2/∆x2, 2/∆y2

13: return H

C. The Quantum-based models employed in Photonics and
Plasmonics

Further effects of size can be obtained by modifications
in the frequency-dependent dielectric function of the metallic
material itself. Considering the structure of the Drude model
dispersion relation in [7], [9], [10],

ε(ω) = ε∞ −
ω2
p

ω2 − iγω , (13)

where wp, γ, and w denote plasma frequency of the particle,
damping constant and operating frequency, respectively. The
desired modifications can be implemented. For metallic par-
ticles in which their size is lower than 100Å, scattering of
the particles away from the surface of the particle allows the
contribution to the overall damping constant be modelled as
[9], [10]

γ = γbulk +
vF
L
, (14)

here, γ, vF , and L denote the damping constant which is the
inverse of the lifetime of the particle, Fermi velocity of the
particle, and the length of the particle that depends on the
particle’s size, respectively.

Finally, the frequency-dependent dielectric function of an
electron in metallic nano-particle (photonic or plasmonic
device) can be computed using the eigenpairs obtained in (11),
subject to the effect of electromagnetic wave, with direction
of polarization being in z-axis, and, the frequency ω [7], [9],
[10],

ε(ω) = ε∞ +
ω2
p

N

∑

i

∑

f

sif (Fi − Ff )

ω2
if − ω2 − iωγif

, (15)

with the terms ε∞, sif , ωif , γif , (Fi − Ff ), and N being
interband effect, oscillator strength of initial to final states
of the particle, change in frequency as a result of different
state, damping factor for change of state and Fermi-Dirac
probability distribution characterising the initial to final states
of the particle, respectively. The concept is explained rigor-
ously in [7], [8]. The flowchart of the process employed in
the numerical simulation and implementation of CFDM is
depicted in Fig. 3.

Generation of grid-system
based on the nature of the

Problem Dimension (Figs. 1
and 2

Discretize the SE using CFDM 
using Eq. (9) and resulting to

(11)

Enforce Dirichlet Boundary
conditions in Section II(B)

Compute the eigenpair using
(8)

Calculate the Oscillator
strength using change in state

frequency

Compute the Optical properties
of the materials such as

Dielectric function

Stop 

Start

Fig. 3. The flowchart of the process employed in the numerical simulation
and implementation of CFDM scheme

III. RESULTS AND DISCUSSION

In the section, the numerical results for both the SFDM
and CFDM are presented. The numerical solutions using
the SFDM and CFDM with and without holes have been
achieved and depicted in Figs. 4 and 5 .The following
values are employed for simulating the frequency-dependent
dielectric function for a gold (Au) metallic structure. The
length, Fermi velocity, plasma frequency, Fermi frequency,
and damping and bulk constant are given as L = 30×10−9m,
VF = 1.39 × 106m/s, 1.36 × 1010rad/s, γbulk = 0.016eV ,
respectively. The values of a and b are assumed to be 5
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Fig. 4. Comparison of proposed scheme CFDM with SFDM: Dielectric
function

in nm. Owing to the paucity of space in this paper, the
results of punctured system are presented. Figures 4 and 5
present results of geometries with internal holes. The results
show the real-and imaginary parts of frequency-dependent
dielectric function, and refractive index for CFDM with a
factor approximately ten times that of SFDM. This reveals
the conservative nature of CFDM as against the SFDM
after going through the discretisation process. The discrete
solution is highly oscillating as depicted in Figs. 4 and 5.
The performance of CFDM is superior to SFDM, as expected
owing to its conservativeness. Furthermore, the numerical
comparison has been successfully made between the SFDM
and CFDM in this paper and both schemes have employed
with and without an internal puncture (These results are no
presented here). The model employed (Figs. 1 and 2) consists
of a uniform grid along both x- and y-axes for simplicity. A
grid of N -by-N points is applied. This geometry has been
chosen to demonstrate the differences between the methods
without unreal overstatement; improved differences can easily
be achieved by using a more robust scheme. The numerical
equations were solved on an ACER computer system with
core i7, 20G RAM, 1 Terabyte of Hard drives, 250 GB Solid-
state drive (SSD). The computation was nearly the same for
the 1-D system in terms of setting up the system matrix , apart
from the few cases that have to do with the computation of
coefficients using both methods. However, the difference is
appreciable and conspicuous in the case of 2-D, as shown in
Figs. (4- 5). As expected, the higher the number of grid points
or equivalently, the smaller the mesh size, the smoother the
resulting data (curves).

Fig. 5. Comparison of proposed scheme CFDM with SFDM: Refractive
index

IV. CONCLUSION

Using the Conservative Finite Difference Method con-
cept, Schrödinger equation and rectangular grid system with
Dirichlet boundary conditions imposed on the 1-and 2-D
photonic and plasmonic geometry, has been modelled, de-
veloped and simulated using quantum-based models such
as Drude, Lorentz for the computational analysis of optical
properties such as frequency-dependent dielectric function.
The numerical scheme and solutions essential using CFDM
based on impingement of electromagnetic wave on the surface
of the metallic device in modern miniaturised photonic-and
plasmonic based devices have been constructed, simulated
and their behavioural optical properties such as frequency-
dependent dielectric function, susceptibility have been dis-
cussed in great detail. In this study, CFDM has been employed
to solve a well-posed Boundary value problem with Dirichlet
Boundary conditions for photonic and plasmonic devices.
The underlying physics here is the use of quantum-inspired
models such as Drude and Lorentz to examine some of the
optical phenomena features of the materials at nano scale.
Notwithstanding, further details have not been expounded
expressly in this paper due to paucity of space. It should
be stated that the origin of this employed scheme in this
work, has been in existence for awhile yet to be applied in
nanophotonic and plasmonic research areas with quantum-
based model which are the future making it first time such
scheme will be utilised in computational community.
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Abstract—Internet systems in developing regions experience
various performance challenges due to inadequate infrastruc-
ture and resources. In this study, we conduct measurements
using Speedchecker and perfSONAR to determine network
performance when accessing the South African Research and
Education Network (SANReN) from within the network and
from outside the network. Our analysis finds that SANReN has
performance challenge in and around Port Elizabeth (PE), as
universities in these cities experienced the highest delays and
page load times. We find that PE uses circuitous routes for
traffic flows to Johannesburg and Pretoria, causing high delays
and high page load times.

Index Terms—NRENs, Active Measurements, Delay, Page
Load Time

I. INTRODUCTION

Network scalability, reliability, performance, and quality of
experience (QoE) are among the most common issues faced
by network administrators [1], [2]. These issues are amplified
in the context of developing regions such as Africa, with many
ISPs having low inter-connectivity between each other, result-
ing in high round-trip times (RTT) [3]. In addition, Chetty et
al. [3] showed that South African broadband users regularly
do not achieve the bandwidth speeds that are expected on
their respective internet connections. The Covid-19 pandemic
added extra stress on the networks, resulting in an increase
in latencies as well as a decrease in video streaming quality
as perceived by Facebook users [4]. Previous research on
Africa’s National Research and Education Networks (NRENs)
showed that over 75% of traffic between African universities
used primarily circuitous routes [5]. In this study, we focus
on exploring performance issues faced by the South African
National Research Network (SANReN). We employ active
network measurements to investigate performance challenges
and factors that impact performance for users of the network.

The main contribution of the study is to find the perfor-
mance issues within SANReN and evaluate the reasons. We
carry out network performance tests to analyse the quality
of service (QoS) when accessing zero-rated websites hosted
in SANReN. More specifically, active measurements focus
on performance disparities when accessing these educational
websites from different locations and networks in South
Africa. Active measurements also focus on the performance of
accessing these educational websites from within SANReN,
compared to accessing them from outside the network. One
of the key metrics used for the comparison is page load
time (PLT) – which is the average time taken from the time
the user enters the URL in the browser, until the page is

completely loaded. The other metrics used are end-to-end
packet delay, and throughput. The location of web servers,
inter-connection between network operators and SANReN,
and consequently, the network paths followed by packets
from source to destination are among the factors that are
investigated.

II. BACKGROUND AND RELATED WORK

A. SANReN

SANReN is the South African nation-wide network that
supplies universities, science councils, science projects such
as the Square Kilometre Array (SKA), and various other
projects and institutions with broadband internet connectivity
[6]. It is operated by the Tertiary Education and Research
Network of South Africa (TENET) [7], and primarily funded
by the Department of Science and Technology (DST) [8].
Figure 1 shows the topology of SANReN, a nation-wide
network that spans across multiple universities around South
Africa. Most universities are connected via either 100 Gbps,
10 Gbps, or 1 Gbps links across the land, supplied by
telecommunication companies such as Telkom, Neotel, and
DFA. There are multiple 10 Gbps undersea cables supplied by
West Africa Cable System (WACS), SEACOM, and Eastern
Africa Submarine Cable System (EASSy) that link univer-
sities via London and Amsterdam [6]. Universities within
close proximity are linked wirelessly or share a metropolitan
network.

Fig. 1. SANReN backbone map [6].
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B. Active Measurements

Active network measurements consists of injecting packets
to assess network performance in terms of delay, packet loss
and bandwidth capacity [9], [10], [11], [12]. Our study carries
out the active measurements using existing tools, leveraging
the advantages of both Speedchecker [13] and perfSONAR
[14] to target specific source and destination combinations.

PerfSONAR is a global network measurement framework
that operates within NRENs. PerfSONAR has dedicated tests
for delay (ping), page load time, traceroute, and throughput.
PerfSONAR includes tools such as Bandwidth Test Controller
(BWCTL) [15], One-Way Ping (OWAMP) [16], and Network
Diagnostic Tool (NDT) [17], and these allow perfSONAR
to conduct tests for specific types of traffic such as bulk
data transfer and video transfer. A big data study done by
Zurawski et al. [18] shows the potential of perfSONAR in
applying it to determine the source of congestion between
Brown University (in the United States) and the Large Hadron
Collider at the European Organization for Nuclear Research
(CERN). Another project making use of perfSONAR for
network monitoring is the US ATLAS [19], [20].

Speedchecker [13] is a global network measurement in
which software probes are installed on end-user devices,
including home routers, PCs, and wireless devices. The
Speedchecker platform exposes an API that allows one to
issue measurements such as ping, traceroute, and HTTP GET.
The measurements can be launched from specific locations
(countries and cities), and this allows measurement of internet
quality of service from the vantage point of those locations.
Recent studies [21], [22] have used Speedchecker to study
Africa’s internet infrastructure. Chavula et al. [22] studied the
effects of cross-border infrastructure and logical interconnec-
tions on intra-country and cross-border latency in Africa. They
conducted Speedchecker ICMP pings between countries using
Speedchecker and applied a community detection algorithm
to group countries based on round trip times (RTTs) between
countries. The study was expanded in Formoso et al. [21] who
carried out a large-scale mapping of inter-country delays in
Africa. Their analysis further revealed clusters of countries
with lower delay interconnectivity among themselves. Arnold
et al. [23] conducted a study using Speedchecker to measure
the impact of a private WAN on cloud performance.

III. METHODOLOGY

We used two platforms to conduct active performance
measurements: Speedchecker [13] and perfSONAR [14]. We
undertook a 2-week active measurements study, runnting test
both from within SANReN (internal performance) and from
outside SANReN (external performance).

A. Network Delay and Page Load Time

Network delay is one of the key metrics used to assess
network performance because it directly impacts user experi-
ence. In this study, we conduct delay (ping) tests to various

zero-rated websites1 that are hosted within SANReN. We also
conduct Page load time (PLT) test to measure the total time
it takes to load a page from when the user enters the URL
in a browser. PLT is a key metric in finding the QoS of
websites because it shows the network performance when
actual data is requested by an end-user [24]. We load the same
websites from different cities, both within and from outside
SANReN. This is done to observe the performance from
different locations, and compare performance from outside
SANReN and from within [25].

We also conduct traceroute tests to the websites and use
the results to explain the delays and PLTs. We attempt to find
gaps in the network and identify congestion prone paths. The
traceroute also helps to identify if the routes that are used
are circuitous. The dependent variable for these tests is the
number of IP hops it takes to travel from each source to the
specified destination. We only consider successful traceroutes
as being the ones that reach the target websites’ ASNs. We
use MaxMind’s ASN database [26] to lookup the ASN of
each target website, as well as the last IP hop reached by a
traceroute.

B. Throughput

Throughput tells us how fast the network transfers data
between two points [27], [28]. For external tests, we calculate
throughput from the page load time tests by using the total
number of bytes downloaded for each test. We define through-
put for these tests as the number of total downloaded bytes
(TDB) divided by the result of total page load time minus
time-to-first-byte (TTFB), i.e.: Throughput = TDB

PLT−TTFB .
For the internal tests, we use Iperf3 [29] to measure the
throughput.

We run tests from Cape Town, Johannesburg, Durban,
Port Elizabeth, and Pretoria to websites at the universities
as listed in Table I. The universities were chosen because
they are seven of the biggest universities in South Africa
and are spread out across the country. The websites that we
used as destinations are zero-rated websites from each of the
universities, and their locations were checked using IP-API
[30] and IPWHOIS [31].

TABLE I
DESTINATION UNIVERSITIES USED IN THIS STUDY.

Abbreviation Name Location
UCT University of Cape Town Cape Town
UWC University of the Western Cape Cape Town
WITS University of the Witwatersrand,

Johannesburg
Johannesburg

UJ University of Johannesburg Johannesburg
DUT Durban University of Technology Durban
UNISA University of South Africa Pretoria
NMU Nelson Mandela University Port Elizabeth

We ran daily tests for two weeks between each city and
university. In order to comply with Speedchecker’s fair-usage
policy, we limited our tests to 14 per day per destination

1South African Zero-rated Content: https://docs.google.com/spreadsheets/
d/1d3HciexwZQndqHULEILwk g4F1RRwUMlQjVVPc80BsI/edit?usp=
sharing
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university. Tests were conducted in the morning (9AM),
afternoon (3PM), and night (9PM) to get a measure of the
network performance.

IV. RESULTS

We group our active measurement results by experiment
type and split them into external Speedchecker experiments
conducted from outside of SANReN, and internal perfSONAR
experiments conducted from within SANReN. We present the
data as box plots and show the distribution of data for each
city and each university. We use scatter plots to display the
relationship between page load time and delay. We also show
the number of IP hops taken by the traceroute to reach each
destination from the source cities. After presenting the internal
and external results, we present a comparison thereof.

A. Packet Delay Results

1) Packet Delay from Outside of SANReN: Figure 2
presents a box plot of the delay from the five cities that were
used as sources for testing. The cities with the lowest median
delays to universities are Johannesburg with a median packet
delay of 29ms, and Pretoria with a median delay of 35ms.
Durban had a median delay of 47ms, Cape Town: 48ms, and
PE: 53ms. In terms of the destination websites, WITS (which
is within Johannesburg) had the lowest median delay: 37ms,
followed by UNISA (in Pretoria) at 37.5ms. NMU, which
is located in Port Elizabeth, had the highest median delay
of 57ms, followed by UCT and UWC with 46ms and 43ms
respectively. Both UCT and UWC are located in Cape Town.
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Fig. 2. External delay by destination university.

Overall, the delays appear to be in line with the distances
between the universities and cities. For example, the delay
from Durban to Cape Town universities was higher than the
delay from Durban to universities in Johannesburg, Pretoria,
and Durban. The median delay from Durban to UWC is 56
ms and Durban to UCT is 57 ms. Delay between Durban
and the universities in Johannesburg, Pretoria and Durban is
lower, with Durban to UJ: 40 ms, Durban to UNISA: 40 ms,
Durban to WITS: 38.5 ms, and Durban to DUT: 30.5 ms.

2) Packet Delay from within SANReN: Results from the
internal delay tests are presented in Figure 3. Here again we
see that the delays follow the distance pattern. For example,
the median delay from Cape Town to DUT is 27.05 ms, and

from Durban to UCT and UWC, the median delays were
26.82ms and 27.35ms respectively.
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Fig. 3. Internal delay by destination university.

There is higher delay from Port Elizabeth (PE) to UJ and
WITS, with median delays of 25.47 ms and 25.26 ms re-
spectively. We also observe higher delays from Johannesburg
to NMU (25.42ms). Similarly, we see relatively high delays
between Pretoria to NMU (Port Elizabeth) of 26.24ms. In
comparison, we see relatively lower median delays of 10ms
between Cape Town and PE (and vice-versa).

3) External vs Internal Packet Delay: We combined and
compared the results from the external and internal delay
experiments. Figure 4 shows the overall delay to each uni-
versity. We observe, as expected, that the internal tests have
lower delays when targeting each of the universities. We also
observe that NMU has the highest median delay from both
external and internal sources, while WITS has the lowest
median delay from both external and internal sources. UJ has
the biggest IQR (53) and the highest value for the maximum
delay from external sources (154 ms). The biggest difference
between external and internal median is experienced by NMU
with the difference being 36.4 ms (57 ms - 20.6 ms).
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Fig. 4. External vs internal delay by destination university.

B. Page Load Delay Results

1) Page Load Delay from outside SANReN: Results from
the page load time tests conducted by Speedchecker (external
vantage points) to SANReN-based websites are presented
below. In Figure 5, we observe that results are similar for
four of the source cities, with again PE being the outlier. PE
experiences higher PLTs for SANReN websites than the rest
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of the cities, with a median PLT of 1727 ms. In contrast,
Johannesburg had the lowest median PLT of 315ms, followed
by Durban with 472ms, Cape Town with 496ms, and Pretoria
with 534ms.
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Fig. 5. External page load times by destination university.

In terms of target websites, NMU (again Port Elizabeth)
has the highest PLTs with an overall median of 899ms from
all cities. In comparison, DUT, UWC, and UCT have median
PLTs of 594.5ms, 527ms, and 516ms respectively. WITS,
UNISA, and UJ had the lowest overall median PLTs of 387ms,
404ms, and 426ms respectively. When focusing on specific
pairs of source city and target university, we see that although
NMU resides in Port Elizabeth, the highest median PLT of
any source and target pair is experienced when trying to reach
NMU from Port Elizabeth, with 2112.91 ms. Moreover, PE
has an overall IQR of 1244.5, showing that the PLTs are
inconsistent to all the universities targeted. For comparison,
Cape Town has an IQR of 322, Durban: 312, Johannesburg:
193, and Pretoria 526.

nm
u uct wits

un
isa uj uw

c du
t

University

0

500

1000

1500

2000

2500

3000

3500

Pa
ge

 lo
ad

 ti
m

e 
(m

s)

CPT (source)
Page load time

by University (dest)

nm
u uct wits

un
isa uj uw

c du
t

University

Pa
ge

 lo
ad

 ti
m

e 
(m

s)

DBN (source)
Page load time

by University (dest)

nm
u uct wits

un
isa uj uw

c du
t

University

Pa
ge

 lo
ad

 ti
m

e 
(m

s)

JHB (source)
Page load time

by University (dest)

nm
u uct wits

un
isa uj uw

c du
t

University

Pa
ge

 lo
ad

 ti
m

e 
(m

s)

PE (source)
Page load time

by University (dest)

nm
u uct wits

un
isa uj uw

c du
t

University

Pa
ge

 lo
ad

 ti
m

e 
(m

s)

PTA (source)
Page load time

by University (dest)

Fig. 6. Internal page load time by destination university.

2) Page Load Delay from within SANReN: Figure 6
presents the results for page load times from within SANReN.
We see that NMU and DUT have the highest median PLTs
across all the source cities, with NMU having a PLT of
329.75 ms and DUT having a PLT of 341.82 ms. The rest
of the universities experience lower PLTs, with UCT having
an overall median PLT of 300.8 ms, UWC: 275.48 ms, UJ:
223.11 ms, UNISA: 215.68, and WITS: 179.55 ms. The next
highest median PLT to DUT is 362.75 from Port Elizabeth.

3) External vs Internal Page Load Delay: We combine
the results from our external and internal page load time
experiments and present them in Figure 7. We observe that

parts of the external and internal quartiles for NMU, DUT,
and UWC overlapping. We see high page load times to
universities even from within the cities in which they are
located, indicating possibility of congestion in the paths used
to transfer data.
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Fig. 7. External vs internal page load time by destination university.

More specifically, we see a difference of 569.25 ms when
comparing the external and internal median PLTs to NMU, a
difference of 252.68 ms when comparing DUT’s external and
internal PLTs, and a difference of 251.52 ms when comparing
UWC. We observe a difference of 215.2 ms between UCT’s
median PLTs, 207.45 ms between WITS’, 188.32 ms between
UNISA’s, and 202.89 ms between UJ’s median PLTs. With the
exception of WITS, all the universities have a difference of
over 200 ms between their external and internal PLTs.

4) External and Internal Page Load Delay vs Packet De-
lay: We combined and compared the results from our external
and internal page load time experiments. Figure 8 shows the
overall results compared to one another. We notice that high
delays are common when using external sources, with 20.53%
of the data points having delays higher than 75 ms. We also
observe that the page load times are similar for a large number
of tests, with 93% of internal tests having PLTs under 1000
ms, whereas only 77.42% of external tests have PLTs under
1000 ms. This suggests that delay from external sources could
be improved, and that throughput in the network is sufficient
as page load times from inside the network are similar to that
of external sources.
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Fig. 8. External and internal page load time vs delay.
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C. Traceroute Results

We conducted traceroute tests from the source cities to each
target website, and we make the following observations. The
highest median number of hops among the target universities
when using PE as the source is 17 from PE to NMU. We
observe that the overall median number of hops to universities
from PE is 14. We observe that from our external experiments,
DUT is the university with the biggest difference between
external and internal median values, with external tests taking
14 hops and internal tests taking 6 hops. NMU’s internal and
external results have a big difference in their median values as
well, with the internal and external tests taking 8 and 15 hops
respectively. PE is the only city where the university with the
highest median number of hops is located in the source city
itself. Figure 9 presents a comparison of number of hops to
each university.
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We observe that, for the external tests, the highest number
of hops of any source and target pair is 17 from PE to NMU.
For the internal tests, the highest number of hops for a source
and target pair is 11 from PE to UNISA and from Pretoria to
UWC.

D. Throughput Results

It has to be noted that the internal (perfSONAR) throughput
measurements reflect the capacity of the core SANReN infras-
tructure, whereas the external results reflect the throughput
when SANReN resources are accessed from outside the
SANReN. Figure 10 shows the comparison between the sets
of measurements. For throughput measurements conducted
from outside SANReN (using Speedchecker), we observe Jo-
hannesburg has the highest overall median throughput with a
value of 0.01404Gbps, with the highest values being 0.02206
Gbps from Johannesburg to DUT. PE experiences the lowest
throughput with an overall median value of 0.00234, with the
lowest being from PE to UJ at 0.00104Gbps.

Internal throughput tests conducted using perfSONAR from
within SANReN show inter-university median throughput val-
ues between 4.91Gbpss and 8.005 Gbps. The lowest through-
put was from Durban to UCT at 4.91Gbps. However, Durban
experienced the highest overall median throughput of 8.005
Gbps, followed by Pretoria with 7.64 Gbps, Johannesburg
with 7.55 Gbps, and PE with 7.53 Gbps.
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Fig. 10. External vs internal throughput by destination university.

V. DISCUSSION

This study has focused on evaluating network quality of
service (QoS) when accessing content hosted in SANReN. We
conducted active measurements to study disparities between
internal and external access to SANReN, especially when
accessing zero-rated educational websites. A key metrics for
our comparison was page load time, which is used to represent
user’s quality of experience when accessing the network. Our
results show the difference in the nature of network paths
followed by packets from source to destination, and that this
is an important factor differentiating delay and page load times
between internal and external access. We observe that other
ISPs take more circuitous routes to different universities in
the SANReN, with 11 as the median number of hops from
other ISPs (South Africa based) to SANReN. In comparison,
internal SANReN paths have a median is hop count of 6,
which is just about 1/3 of number of hops for external
access. This indicates sub-optimal interconnection between
SANReN and other ISPs in South Africa. This is likely to be
a result of the interconnections happening in only one or two
locations, and thus traffic being forced to follow circuitous
routes through these locations.

The observed performance differences also appear to be
different depending on location. For example, the delay to
reach a website hosted by NMU from outside of SANReN
(57ms) is 35.71% higher compared to the overall median
for reaching universities from outside of SANReN (42ms).
For the external tests, the overall median delay from PE
to the universities tested is 53ms, which is 26.19% higher
than the median of all the source cities combined (42ms).
For internal delays, PE’s delays are 107.59% higher than the
overall median. We also see that the delay when targeting
NMU is 71.81% higher than the overall median. These high
delays seem to be due to circuitous routing, as traceroute
analysis shows traffic from Port Elizabeth to Johannesburg
travelling via Cape Town, which means that the paths to
Johannesburg via East London and Bloemfontein are ignored.
Our results also show that PE has higher page load times.
The external results when accessing NMU produced a median
page load time of 1727 ms, compared to the overall median
from cities at 491ms.

The impact of this sub-optimal interconnection is also
observed in the differences in median latencies measured from
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within and from outside SANReN. We observe median latency
difference of up to 36 ms between measurements taken from
external and internal sources.

We observe a big difference between page load times
when accessing webservers from within SANReN compared
to accessing them from other ISPs, with the differences being
over 500 ms. We observe that the page load times are in
general higher for external sources, with up to 23% of external
tests having PLTs of over 1000 ms, whereas only 7% of
internal tests had PLTs over 1000 ms. This suggests that
delay from external sources could be improved through better
interconnection with other ISPs.

VI. CONCLUSION

In this study, we focused on evaluating the internal and
external performance differences for SANReN by using active
measurements. Our measurements showed a big difference
between delays experienced when accessing SANReN web-
servers from within the network compared to accessing them
from other ISPs. Our analysis shows that the high delays
and higher page load times experienced outside the SANReN
are caused by traffic flowing via circuitous routes, using
Cape Town as an interconnection point. This is problematic
considering that Cape Town is located far from the rest of the
cities in the network, and thus, introduces delays.

For future work, we will expand the number of cities
and universities tested. We will also explore and experiment
with traffic engineering solutions that could be employed in
SANReN.
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Abstract— The need for novel digital health applications and 

services has prompted the re-evaluation of Africa’s mobile 

network infrastructure. The introduction of the fifth generation 

and beyond networks allows researchers to leverage digital health 

applications to solve the most pressing health challenges on the 

continent. This growth in innovations calls for the need for a 

launchpad platform for such technologies. This paper argues the 

need for Africa to have its own 5G and beyond digital health 

testbeds. The paper further proposes the design of a testbed that 

uses readily available open-source technologies in its 

implementation. The layers of the communication systems in 

relevant domains, namely: the data acquisition, access network, 

core network and data retrieval domains, are presented. A 

proposal for managing the security and privacy aspects of 

medical data through Blockchain and X-Road technologies is also 

outlined.  In closing, the paper discusses the potential of deploying 

5G-powered private networks in hospitals.   

 

Keywords— 5G, B5G, Core Network, Testbed, Digital Health 

I. INTRODUCTION AND MOTIVATION 

Digital Health, which implies using communications 

technologies in healthcare, incorporates personalised and 

participatory healthcare models [1].  Transmission of medical 

data using mobile networks for health monitoring, well-being 

practices and preventive care expands the organisation and 

delivery of health-related services and activities beyond 

professional healthcare organisations. Africa’s healthcare 

systems can be strengthened by integrating robust digital 

health applications, including electronic health (eHealth), 

mobile health (mHealth), telehealth and telemedicine. These 

solutions offer the potential to positively transform healthcare 

delivery [2], particularly in Africa, where there is a great need 

to enhance access to health information and distribution of 

routine, emergency health and diagnostic services [3].   

The Coronavirus disease 2019 (COVID-19) pandemic has 

prompted an exploration of novel tools to mitigate some of the 

devastating effects of the disease on communities. As a result, 

attention has turned to the search for options to provide 

possible healthcare solutions using digital health applications 

in this time of unprecedented health crisis [4]. As a result, 

several digital health applications have successfully been 

implemented in Africa during the current pandemic, 

specifically focusing on telehealth and mHealth technologies 

[5]. For example, the South African government rapidly 

implemented the COVID-19 Alert SA App, which tracks 

people who tested positive for COVID-19 and those who had 

some contact with COVID-19 positive persons [6].  

A. Challenges in Africa’s Healthcare Systems 

Africa’s population continues to grow and is currently 

estimated to be about 1.369 billion people, with an annual 

growth rate of more than 2.5% [7]. Apart from having a low 

doctor-to-patient ratio, Africa is characterised by weak health 

systems, poor preparedness for health emergencies, poor road 

networks, poor quality of care and an overall inadequacy of 

drug supply, and hence continues to face serious challenges in 

providing good healthcare services to its people [8], [9]. 

However, many of these challenges can be solved using digital 

health applications.  

Deployment of digital health applications and services has 

been a challenge because of several factors. Lack of proper 

training and documentation, lack of proper alignment to need, 

and inadequate mobile telecommunications infrastructure are 

some of the notable challenges encountered in implementing 

digital health technologies [10]. However, it is believed that 

5G and Beyond 5G (B5G) technologies will solve the problem 

of inadequate mobile telecommunications infrastructure, 

enabling a new health ecosystem that connects Africa’s 

healthcare systems accurately, efficiently, conveniently, and 

cost-effectively [11]. 

B. The Need for Digital Health Solutions for Africa’s 

Healthcare Challenges 

The Universal Health Coverage (UHC) stipulates the need 

for all nations to reach the targets as set in the Sustainable 

Development Goals (SDGs) of 2015 [12]. African countries 

have become good candidates for adopting digital health 

technologies in their health systems to reach up to one billion 

more people as set in UHC [13].  According to the United 

Nations Sustainable Development Goal (UNSDG) number 3, 

universal health coverage can reduce poverty [14]. The 

indicator in section 3.8.1 of the goal describes coverage of 

essential health as the average coverage of essential healthcare 

services like reproductive, maternal, newborn and child health, 

infectious diseases, non-communicable diseases, and service 

capacity and access, among the general populace and the most 

disadvantaged population [15]. Furthermore, the Global 
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Strategy on Digital Health 2020-2025 report by the World 

Health Organization (WHO) shows that the use and scaling of 

digital health solutions can revolutionise access to health 

among people worldwide. Moreover, digital health 

applications can help achieve higher health standards and 

access services to promote and protect health and well-being 

[15]. This section presents some ideas and suggestions on how 

digital health applications would solve some pressing issues in 

African healthcare systems. 

Digital health interventions allow health systems to share 

and disseminate vital health information to the masses 

irrespective of geographical limitations. For example, by using 

mobile phone Short Message Service (SMS) applications, 

health content on COVID-19 has been disseminated via mobile 

SMS by different telecommunication companies and partners 

supporting the ministries of health in Africa [10].  The SMSs 

contained important information on different thematic areas, 

including awareness, prevention, testing, tracking, vaccination, 

and treatment. In addition, patients have been given a chance 

to consult with healthcare providers using telehealth remotely.  

Digital health applications also have the potential to 

facilitate communication between workers in Africa’s health 

systems. This channel of communication enables lower-level 

workers to expand their range of tasks and take on tasks that 

would previously be assigned to higher-level workers [17] by 

using virtual reality (VR) applications and video conferencing. 

A typical example can be a nurse performing a high-level 

diagnosis or treatment procedure on a patient at a remote health 

centre by following instructions from a doctor located at the 

district or referral hospital [16]. In this way, health workers 

working in rural and remote areas can appreciate the efficiency 

of digital health technologies in offering services through the 

applications. The technologies also present a better way of 

sharing vital medical and statistical data between remote sites 

and central or district offices. Health systems can share such 

important data with researchers, accelerating response to 

outbreaks and ailments [17]. 

However, to date, the possibility of such technologies is 

precluded on the African continent because of poor quality of 

coverage and inadequate data speeds capacities of the 2G, 3G 

and 4G [18]. This challenge is why African countries need to 

invest in mobile telecommunications infrastructure by 

embracing technologies like 5G (B5G). The deployment of 5G 

(B5G) systems and platforms for healthcare in hospitals and 

clinics will provide a route for improved healthcare provision.  

From findings, 5G (B5G) networks provide a better 

opportunity to develop innovative solutions in the health sector. 

This opportunity is because 5G networks have ultra-low 

latency, are more reliable, have massive capacity, increased 

availability, and provide a more uniform user experience to 

more users [19]. Research shows that 5G networks have 

considerable high data transmission rates and provides 

dedicated channels for processing and delivering relevant 

biomedical data rates of up to 20Gbps [20]. In addition, small 

cell-based 5G networks operating in millimetre wave 

(mmWave) frequencies are energy-efficient and cost-effective 

compared with traditional base stations [21], [22]. This factor 

shows how 5G will be easier to deploy even in rural and remote 

areas. The sixth-generation (6G) wireless communication 

networks are expected to support many medical equipment and 

devices with ultra-low latency requirements [23]. These B5G 

networks will integrate the terrestrial, aerial, and maritime 

communications into robust networks which would be more 

reliable, fast and agile. Furthermore, these networks will deal 

with delays in accessing and transmitting data through digital 

health applications even in network congestion [28], enabling 

a better quality of service (QoS) and improved user experience 

in using the applications. 

C. The Need for a 5G (B5G) Digital Health Testbeds in 

Africa 

Healthcare challenges in Africa are unique, and solving 

them will require embracing the emerging technologies 

outlined above. The availability of 5G (B5G) testbeds will 

accelerate the design and development of digital health 

interventions that will use today and in future networks. The 

testbeds will also facilitate improved beta testing before actual 

deployments of such interventions and increase the probability 

of successful implementations. Testbeds also provide a good 

launchpad for notable scaling up of interventions by replicating 

workable models of deployment and technology support [24].  

This paper investigates the design and implementation of a 

secure 5G (B5G) digital health testbed to evaluate and validate 

digital health applications and services. The testbed is currently 

being implemented in the Faculty of Health Sciences at the 

University of Cape Town, South Africa.  The project uses 

open-source tools and applicable standards to develop a cost-

effective, flexible and scalable 5G (B5G) digital health testbed. 

The rest of the paper is organised as follows: Section II reviews 

related work and literature. Section III narrates the 

methodology to be used; Section IV presents a summary of the 

proposed solution; Section V discusses the expected outcomes 

of the testbed research, and Section VI concludes the paper and 

discusses future work. 

II. RELATED WORK 

Research has shown that there are no 5G and B5G health 

testbeds in Africa. However, in recent years, several digital 

health testbeds have been implemented globally. In this 

research, three testbeds have been identified and analysed in 

their implementation architecture, use cases, and security and 

privacy features. The United Kingdom (UK), through the 

Department for Digital, Culture, Media & Sport of the National 

Health Service (NHS), funded various 5G digital health testbed 

implementations under the 5G Testbeds and Trials Programme 

(5GTT) project [25]. Three of such implementations under the 

UK5G project were the Liverpool 5G testbed [26], the West 

Mercia Rural 5G [27] and the West Midlands 5G [28]. 

However, from the UK5G project, only the Liverpool 5G 

testbed is reviewed due to its uniqueness in using low-cost 

open-source 5G network architectures, artificial intelligence, 

VR and IoT. 

The Liverpool 5G project is a consortium of public sector 

health and social care suppliers, the NHS, university 
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researchers at the University of Liverpool, the City Council, 

organisations, SMEs and a leading UK 5G technology vendor, 

Blu Wireless. The testbed has been established as a private 5G 

small cell mesh network in the Kensington area of Liverpool. 

It combines the City’s closed-circuit television (CCTV) fibre 

assets and street furniture, Blu Wireless’s tailored 60GHz mm-

Wave technology, WiFi and a low-power long-range wide-area 

network protocol (LoRaWAN) as illustrated in Fig. 1 below. 

The use cases implemented on the testbed are safe house, 

PAMAN, Push-to-Talk (PTT), VR headsets in palliative care, 

telehealth in a box and chromatic sensors [26]. The 

applications use the concepts of IoT, VR, video conferencing, 

AI and ML, which necessitated the need for high data rates 

achievable in 5G networks. Thus, the Liverpool 5G testbed is 

an example of a multi-application platform-based digital health 

testbed. 

 

 

 

 

 

 

 

The second testbed reviewed is the 5G-Smart Diabetes 

testbed. This testbed was developed by researchers from 

Huazhong University of Science and Technology, the 

University of Oulu and the Korea Advanced Institute of 

Science and Technology. It combines state-of-the-art 

technologies such as wearable blood glucose monitoring 

devices, AI, ML, and big data to generate comprehensive 

sensing and analysis for patients who have diabetes [29]. 

Their implementation architecture is divided into layers, 

namely: the sensing layer, personalised diagnosis layer and 

data sharing layer. Furthermore, they developed a cloud 

platform using their data centre at their EPIC lab. All the 

collected data sets are offloaded to the cloud platform via the 

interface of the smart app. In addition, the results of the 

analyses and treatments are fed back through the app. To 

evaluate the performance of the testbed, Decision Tree, 

Support Vector Machine (SVM) and Artificial Neural 

Networks (ANN) machine learning algorithms are used [29]. 

The 5G-Smart Diabetes is an example of an application-

specific use-case-based testbed. 

The third testbed was developed by researchers at the Oulu 

University in the OuluHealth Labs. Using technologies such as 

health data management, efficient and ethical utilisation of AI, 

ML and 5G, they developed new predictive analytics for 

preventive medicine [30]. Their digital health testbed is 

integrated into the existing open 5G network through 

standardised architecture connected with test devices [31]. 

Their 5G New Radio (5G NR) network is 3GPP compliant, 

operating at 3.5GHz with a maximum of 100MHz bandwidth. 

It is envisaged that the non-standalone 5GNR supported by 

Long-Term Evolution (LTE) base station functions will later 

run in standalone mode [34]. Some of the projects being 

supported using the backbone 5G network at Oulu are 

DigiHealth, Nordic Arctic Co-creation Platform (NACCOP), 

Virtual Hospital 2.0, medical and dentistry digital learning 

(MEDigi), inDemand and HIPPA [32]. To tackle security and 

privacy issues, Oulu University launched a Secure-Connect 

project through the Centre for Wireless Communications to 

study the impact of 5G technologies in security and privacy 

[33]. 

A. Identified Research Gaps in the Related Work 

Literature is not clear on how Liverpool 5G, 5G-Smart 

Diabetes and Oulu 5GTN testbeds leverage AI and ML in 

making the testbed core networks intelligent. Of the three, only 

Oulu 5GTN showcases some level of automation and 

monitoring of network traffic using NFV service-based slicing 

[34]. Furthermore, the three testbeds mentioned above did not 

showcase any notable use of X-Road, Blockchain, AI, and ML 

in tackling security and privacy issues. Blockchain can be used 

to establish secure, immutable and decentralised shared 

resources. 

B. Suggested Solutions Proposed by Other Researchers  

J. Kaur et al. (2021) propose Deep Learning (DL) for use on 

5G&B5G networks because of its capabilities in achieving 

learning from scenarios that are more close to humans [20]. 

Using deep learning methods of AI and ML can solve the 

uncertainty, time variations, and complexity of a secure 5G 

(B5G) digital health network [35]. MedBlock is an example of 

an AI-enabled and Blockchain-driven medical healthcare 

system developed to secure Electronic Health Records (EHRs) 

of COVID-19 patients [36]. 

III. THE PROPOSED INTELLIGENT SECURE 5G AND 

BEYOND DIGITAL HEALTH TESTBED 

The proposed research activities will be carried out in four 

stages. The first stage will involve designing and implementing 

a 5G campus network system in the Faculty of Health Sciences. 

The access network will consist of WiFi access points, 

Ethernet and 4G small cell base stations, which provide an 

interface for medical devices to share data with the core 

network. The digital health testbed network will be allocated 

its virtual network resources on the core network. Using 

Mobile Edge Computing (MEC) technology to improve 

applications’ performance on the testbed, the network 

resources will be allocated as EDGE nodes for easy access and 

integration [37].   

AI and ML algorithms will be programmed using PyCharm 

[38], Google’s Colab and a library called TensorFlow [39] to 

automate the service instantiation of containers on the testbed. 

The MEC system, comprised of the virtual data processing and 

virtual storage machines (VMs), will be implemented in the 

same unit and connected to the 5G core system using network 

 

Figure 1: Liverpool 5G Testbed Network Deployment [35] 
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adapter methods in the VirtualBox. Software-defined 

networking (SDN) will be used to decouple the control plane 

and the data plane of the testbed for better optimisation [40]. 

Once successfully installed, the end-to-end performance of the 

network infrastructure will be evaluated using Iperf [41], [42] 

and Wireshark [43], both open-source software tools used to 

validate network performance characteristics, i.e., latency, 

throughput and jitter. Two virtual machines will be installed to 

emulate online servers for data storage and processing. In 

addition, two Android phones and a laptop will be used as data 

retrieval devices. 

The second stage will involve identifying and integrating 

digital health applications services that will act as preliminary 

use cases to test the testbed’s performance. Five concepts have 

been targeted for the preliminary evaluation of the testbed. 

These are in areas of the internet of medical things (IOMT), 

augmented/virtual reality (AR/VR), image processing, 

tuberculin skin testing (TST) and tele-ultrasound.  

The third stage of this project will involve designing and 

implementation the security framework. The Blockchain 

network will be implemented using Ethereum Blockchain 

technology, with the Blockchain smart contracts being 

implemented in the Solidity programming language [44]. The 

interplanetary file system will emulate the decentralised file 

storage in Blockchain, which is also characteristic in connected 

health systems when setting up storage servers on the testbed 

[45]. A blockchain client will be implemented in all Android 

devices to allow secure communication with the Blockchain 

system. The X-Road system will be implemented using open-

source software provided under the MIT licence, with technical 

support available online from the Nordic Institute of 

Interoperability Solutions, an organisation supporting 

international X-Road deployments, with whom the authors are 

collaborating. This stage will also involve integrating the 

security framework onto the 5G network infrastructure. The 

network and medical devices secured using Blockchain and X-

Road will be connected to the network.  

The fourth stage will involve full integration of system units 

and run-time assessment of all the installed applications and 

services. Then, further evaluation of the testbed’s ability to 

allow secure exchange of health data between mobiles devices 

and a server will be carried out to validate its security and 

privacy capacities. 

IV. PROPOSED ARCHITECTURE FOR 

IMPLEMENTATION 

The proposed testbed network will be comprised of four 

main domains, as shown in Fig. 2 below. 

1) Data Acquisition Domain: This domain is where 

medical devices will be installed. These devices will collect 

patient health information and act as a point of entry of data 

into the digital health testbed. Other mobile applications that 

are used to capture data will also be used in this domain. 

2) Access Network Domain: In this domain, access is 

given to the devices to share data with the core network 

infrastructure for processing storage and retrieval. Here, WiFi 

access points will be installed to connect WiFi-enabled 

equipment and devices for data transmission to and from the 

core network. An LTE Evolved Node B based small cell base 

station will also be installed. Ethernet connections to 

computers and Ethernet-enabled equipment will also be 

provided by installing a hub switch to extend the ethernet 

capability of the network. 

3) Core Network Domain: The core network will be the 

hub of all data transactions. This domain is where the 5G core 

Virtual Machine (VM) will be installed. The VMs will be 

comprised of the Mobility Management Entity (MME), Home 

Subscriber Server (HSS), Policy and Charging Rules Function 

(PCRF), Serving Gateway Control Plane (SGWC), Serving 

Gateway User Plane (SGWU), Packet Gateway Control Plane/ 

Session Management Function (PGWC/SMF) and the Packet 

Gateway User Plane/ User Plane Function (PGWU/UPF). Data 

processing and storage facilities, applications and services will 

be implemented using virtualisation (VMs) and 

containerisation (containers). 

4) Data Retrieval Domain: This is where monitoring 

services and applications will be implemented. Computer, 

web-based, and smartphone (Android & IOS) applications will 

be installed on PC and mobile phones connected to the core 

network through the access network. 

V. EXPECTED OUTCOMES 

The research outcomes include a working testbed platform 

for the validation of digital health applications developed at 

UCT. The testbed will be open and accessible for other 

universities from South Africa and other African countries for 

their researchers to perform trials of their digital health 

applications. The testbed will become a very important 

blueprint in modelling the emerging concept of 5G-connected 

hospitals [50] in Africa through replication.  

The testbed will also work as a catalyst for fast-tracking 

translation of research results in digital health applications to 

deployable commercial products and solutions. The testbed 

will be equipped with all the parametric capabilities to mimic 

the deployment environments. The applications will be tested 

using selected medical devices, mobile phones, computers, and 

servers connected to the testbed. The testbed will provide a 

 
 

Figure 2: A proposed generic 5G-enbaled health network showing different 

system domains.  
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practical modelled environment for testing, reducing the 

failure rate during deployment while in service. As a result, 

these well-matured digital health applications will bring a 

tremendous positive impact on healthcare service delivery. 

The testbed architecture will also become a blueprint in 

installing 5G (B5G) private networks or 5G campus networks, 

facilitating the introduction of local 5G-powered hospitals in 

Africa [46]. The 5G architecture will comprise of such unique 

technical features of 5G/6G such as the New Radio (NR) 

interface, 5G core (5GC) network, network slicing as well as 

the use of AI and ML in 5G (B5G) networks. 

VI. CONCLUSIONS AND FUTURE WORK 

This paper proposes the design, development and evaluation 

of an intelligent, secure 5G (B5G) digital health testbed used 

as a centre of research for digital health interventions in Africa. 

The paper advocates for the need for Africa to have its digital 

health testbed that provides a platform of collaboration and 

continual research in the subject matter. The proposed testbed 

will meet the intended outcomes and help improve the testing 

and delivery of digital health applications in 5G (B5G) 

networks in Africa. 
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Abstract—A framework was developed to address limitations
associated with existing techniques for analysing sequences.
This work deals with the steps followed to select suitable
datasets characterised by discrete irregular sequential patterns.
To identify, select, explore and evaluate which datasets from
various sources extracted from more than 400 research articles,
an interquartile range method for outlier calculation and a qual-
itative Billauer’s algorithm was adapted to provide periodical
peak detection in such datasets. The developed framework was
then tested using the most appropriate datasets. The research
concluded that the financial market-daily currency exchange
domain is the most suitable kind of data set for the evaluation
of the designed deep learning framework, as it provides high
levels of discrete irregular patterns.

Index Terms—Sequential analysis artefacts, deep learning
framework for irregular sequential analysis, sequential pre-
diction environment, enhanced deep learning framework, and
irregular sequential patterned dataset.

I. INTRODUCTION

The current technological transformation, named the fourth
industrial revolution (4IR) [1] has positively transformed
society by its: abundance of data; enhanced connectivity;
industrial and workplace automation; autonomous and intelli-
gent agents; artificial intelligence (AI) solutions; the Internet
of things (IoT) technologies, etc. [2]. Every other industrial
revolution, produced a different type of cutting-edge technol-
ogy which had its own challenges. Institutions and individuals
are investing in a considerable amount of resources such
as capital, human talent, infrastructure, hardware platforms,
environments and software tools to remain competitive and
sustainable. It is important to note that research within 4IR,
is assisting science to improve the lives of people. This can be
validated by how researchers such as Geoffrey Hinton, Yoshua
Bengio, Ian Goodfellow, Andrew Ng, etc., have leveraged
developments for the advancement of AI [3].

The underlying challenges associated with existing deep
learning frameworks for the analysis of discrete irregular
patterned complex sequences were identified [4]. Specific con-
cerns raised were: performance robustness; transparency of
the methodology; literature consistency; internal and external
architectural design and configuration issues. Inconsistencies
and discord in the literature highlight some of the challenges
associated with existing approaches to the analysis of irreg-
ular sequences and makes it possible to address them. It
was suggested that addressing these challenges might lead
to a systematic, accurate, stable, explainable and repeatable
deep learning framework for the analysis of these types of
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Fig. 1. SeLFISA framework dataset selection process

datasets. The explainability of any system is determined by
the ability to present and explain its underlying features in
a way that can be understood [5]. The relationship between
data and deep learning solutions has become important for
the development of better artefacts for analysis [6]. Current
interest in innovative developments in the field of AI is often
driven by large scale data. Data is both a push and a pull
factor for the development of AI technologies, which are
producing and consuming an unprecedented abundance of
data. For example data is produced by financial markets, social
media, astronomy, weather, traffic, surveillance, etc. [7]. There
is an emerging trend that datasets are characterised by a high
level of irregularities as a result of incompleteness, extreme
randomised patterns and noise [8]. Dealing with such massive
datasets remains challenging.

This paper builds towards a framework named the Sys-
tematic enhanced deep Learning Framework for Irregular
Sequential Analysis (SeLFISA) for the analysis of these kinds
of datasets. The framework will be a combination of ar-
chitectures, algorithms and models aimed at predicting the
future behaviour of complex sequences. The intention is to
produce an explainable and straightforward framework as
part of a solution within the 4IR space. The initial step of
such a framework involves selecting suitable and appropriate
datasets, which is the focus of this paper. The dataset selection
process of the intended SeLFISA framework is shown in
Fig. 1. As such, the aim of this research is to address
the question: How should such a dataset be identified to
evaluate the SeLFISA framework? A design science research
methodology guided the research.
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Referring to the process in Fig. 1, a class of datasets with
irregular patterns were identified as a key stage of developing
better deep learning artefacts for sequential analysis. Seventy
three sequential datasets from eight domains of different
sources were extracted from 400 research articles, by means
of a systematic literature review process [4]. Datasets, charac-
terised with the most irregular patterns, were then identified
for the evaluation of the deep learning framework. The daily
financial market currency exchange domain provided high
levels of discrete irregular patterned environments and the
Pound to Dollar exchange rate was used for the evaluation.

II. MATERIALS AND METHODS

The implementation process of the SeLFISA framework
illustrated in Fig. 1 involves detailed activities at each step to
create a systematic, and repeatable way of analysing irregular
discrete patterns in sequential environments.

The two steps in the framework shown in Fig. 1 were:

Step 1—Identify existing sequential datasets, analysis arte-
facts, and an evaluation mechanism using the systematic liter-
ature review process (SLR): This stage creates an initial node
that receives input from the SLR guided by reporting items
for systematic reviews and meta-analyses (PRISMA) [9].
Artefacts in the form of algorithms and models provide hints
to guide the choice of implementation approaches, datasets
and performance evaluation techniques. This stage focuses on
trying to find initial answers to the following questions:

1) Which datasets are sequential in nature with irregular
characteristics?

2) Which artefacts in the form of algorithms and models
have been applied elsewhere to analyse such datasets?

3) How were those artefacts evaluated in terms of deter-
mining their performance?

This step also creates a precondition for implementing the
SeLFISA framework by ensuring that it produces repeatable
and reliable output.

Failure to satisfy the initial condition will not only affect
the entire development process of better artefacts to analyse
such datasets but will negatively affect substantiation of the
results.

Step 2—Select, explore and evaluate candidate require-
ments: Here identified datasets, classical algorithms for ir-
regular sequential analysis, and evaluation mechanisms were
loaded into a database of records. This was done to imple-
ment an ecosystem comprising high performance computing
resources coupled with specific software libraries and tools.
An analysis that considered different dimensions had to be
made and applied to add insights into eradicating elements
of inconsistency and ambiguity that may affect future imple-
mentation steps and procedures. Once this analysis was done,
a selection process commenced based on the following:

1) Datasets—Select a dataset with most irregular patterns.
Determine the number of irregular patterns of datasets by
combining both descriptive numerical and visualization

approaches. Check the levels of irregularity of selected
datasets by considering the following:

a) Box and whisker plot: apply statistical descriptive anal-
ysis of irregular patterns on all datasets by considering
the interquartile range (IQR) outlier calculation [10].
This approach illustrates the minimum and maximum
values of any dataset. The first, second and third
quartiles Q1, Q2 and Q3 of the data are shown in the
in the box plot. The difference between the minimum
and maximum provides the range of values within
the dataset. Finally, the difference between Q3 and
Q1 provides an inter-quartile range (IQR) given by
Equation (1):

IQR = Q3−Q1 (1)

Outliers in irregular patterns can easily be detected as
those data points that are either one and a half times
IQR below Q1 or above Q3, i.e. :

Below = Q1− 1.5× IQR (2)

Above = Q3 + 1.5× IQR (3)

b) Billauer’s algorithm is used to validate outcomes of
the box and whisker plot results and to detect local
maxima and minima in a signal [11]. It provides a
graphical visualization analysis of peaks to measure
the degree of irregularity of the original data envi-
ronment. The algorithm is then customised to provide
irregular-pattern peak period detection (IPPD) which
detects discrete peak values by searching for values
that are surrounded by lower or larger values for max-
ima and minima across the y-axis and corresponding
x-axis. A look-ahead value for determining the look-
ahead distance for a potential peak needs to be a set
as a specific value to provide a maximum number of
discrete peaks.

c) Further exploratory data analytics then needs to be
conducted for insights into how variables of the chosen
sequential dataset are connected to each other. Data
description, data pre-processing, data munching, data
cleaning, and exploratory data analysis all are executed
under this umbrella procedure to understand a dataset
in detail.

2) Artefacts—Candidate artefacts were then selected, based
on their intrinsic design, application, context and ve-
racity. At this stage, attention has to be focused on
topical issues associated with common, debatable and
contradicting issues highlighted by different authors.
Attention was also paid to the search space through
variable clipping.

3) Evaluation—Evaluation allowed for the development of
a narrow list of multidimensional performance criteria.
This was done to find the best metrics for each criterion
that captures the requirements of the sequential analysis
challenge. The multidimensional criteria encompass a
basket of factors covering complexity accuracy, effi-
ciency, stability, straightforwardness, explainability and
repeatability.
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TABLE I
A SUMMARY OF IDENTIFIED SEQUENTIAL DATASETS, ANALYSIS

ARTEFACTS, AND EVALUATION MECHANISMS

Sequential Models
and Architectures

Sequential Datasets Evaluation Techniques

≥ 34 architectures ≥ 73 datasets from
8 domains of different
sources.

6 evaluation techniques

See Section VI for Annexure 1 Results.pdf in GitHub.

III. RESULTS

A summary of the results for these implementation steps
is given below:

Step 1—The identification of existing sequential datasets,
analysis artefacts, and evaluation criteria. This step is an
extension of the systematic literature review work [4] which
reviewed over 400 research articles from year 2015 to
2020 and narrowed them to the 33 most relevant articles.
A summary of identified sequential models, architecture,
datasets and evaluation techniques is shown in Table I.

Step 2—The selection, exploration and the evaluation of
candidate requirements

i Datasets—At this stage, all datasets identified were col-
lected into a bank of datasets—see Section VI Annexure
2-Datasets Models in GitHub. A hybrid high-end com-
putational processing environment was provided by the
South African Centre for High Performance Comput-
ing which provides NVIDIA GeForce MX130 graphical
processing units (GPUs) and random access memory
ranging between 20–210 GB, 10 TB HDD; a CUDA
toolkit for GPU deployment; Anaconda distribution soft-
ware with Python and Jupyter Notebook, and the Keras,
TensorFlow, Pandas and other libraries.
This dual mathematical and visualisation approach iden-
tified a dataset of financial daily exchange data between
the GB Pound and the US Dollar from 1990 to 2016 [12]
with the highest number of irregular patterns, i.e. 639
from 6135 daily records. The financial daily exchange
data between the Japanese Yen and the US Dollar from
the same period has around 24 irregular patterns from
5000 daily records.
Applying Billauer’s algorithm produced irregular pat-
terns peak period detection (IPPD) visualisation analysis
of the daily exchange data between the GB Pound and
the US Dollar. See Fig. 2. The financial daily exchange
rate data between the GB Pound and the US Dollar
became our primary candidate dataset for the SeLFISA
framework evaluation, and the daily exchange rate data
between the Japanese Yen and the US Dollar became
the elected validation dataset to test performance stability
and consistency.

ii Algorithms—The experimental process identified 12 im-
plementable or executable algorithms for sequential anal-
ysis from different authors which became the candidate
artefacts. The selection process considered a combination

Fig. 2. IPPD visualisation analysis of daily exchange data between the GB
Pound and the US Dollar from 1990 to 2016 [12]

of architecture uniqueness and referenced performance
properties. Some of these algorithms were based on gated
recurrent neural networks (RNN), autoencoders, con-
volutional neural networks, bidirectional mechanisms,
attention mechanisms, ensemble techniques, deep and
vanilla architectures.
Specific architectural design features of these 12 selected
algorithms were: the gated LSTM architecture sug-
gested [13], [14] and [15]; the bidirectional mechanism
combined with both LSTMs and GRUs influenced [16];
the attention mechanism combined with gated neural
networks [17]; deep convolutional neural network (CNN)
ensemble with LSTM and an attention mechanism [18]; a
GRU [19] autoencoders combined with LSTM [20] and
finally a deep gated recurrent neural network architec-
tures made up of both GRU and LSTM [21].

iii Evaluation—The following factors were considered as
potential performance evaluation criteria with specific
metrics: complexity measure through the total number
of built parameters of every architecture, accuracy con-
sidered a mean absolute error (MAE) which is robust in
environments associated with discrete irregular patterns
when measuring the average magnitude of the errors in
a set of predictions, without considering their direction.
Mean squared error (MSE) provided an accuracy per-
formance measure of the variance of the residuals and
a quadratic scoring rule of root mean squared error
(RMSE) which gives a relatively high weight to large
errors. The R2 measures how well the independent vari-
ables in the linear regression model predict the dependent
variable. The lower the value of MAE, MSE and RMSE
the more favourable the performance accuracy of the
implemented model. Higher R2 values indicate better
performance.
Efficiency was measured as a ratio of execution time and
the total number of parameters—whilst explainability
and repeatability were identified qualitatively.

IV. DISCUSSION

There is still not much agreement on how to solve the
challenges posed by the analysis of irregular sequential
datasets [4]. Contrary to existing frameworks—which are
skewed towards probabilistic randomization or ad-hoc design
approaches, which are prone to accuracy, stability, explainabil-
ity and repeatability deficiencies—the SeLFISA framework
aims at addressing these deficiencies [22]. To test the devel-
oped framework, appropriate datasets had to be identified.
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A. Datasets

This paper has shown that analysing discrete irregular
patterns or behaviour in sequential environments is more
centred on a framework approach beyond just an architecture-
or an algorithm- or a model-approach. The framework pro-
vides guidance for developing a robust analysis artefact. The
suggested SeLFISA framework has proved to be useful—
as it integrates outputs and outcomes from a wide range of
research approaches to provide a systematic way to address
performance, robustness, literature inconsistencies, straight-
forwardness and design limitations associated with existing
sequential analysis techniques. Iterative steps of the SeLFISA
framework deliver an explainable and understandable way of
determining the levels of irregularity of such datasets. It ap-
plied Billauer’s algorithm and mathematical and interquartile
range outlier calculations to select, explore and evaluate a
variety of sequential datasets [11]. The daily exchange rate
data between the GB Pound and the US Dollar has been
identified as a dataset which is very suitable for learning
because of high irregularity [12]. The daily exchange between
the Japanese Yen and the US Dollar data can then be used as
a validation dataset.

B. Algorithms

On the other hand, models and algorithms designed through
gated sequential architectures in the form of LSTMs and
GRUs have been widely used in such analysis environ-
ments [13], [14], [15]. Thus the guidance from the SeLFISA
framework will influence the development of deep learning
with artefacts that may demonstrate better performance over
these suggested gated models.

C. Evaluation

This framework is useful when evaluating performance
criteria with specific metrics for a particular analysis artefact.
SelFISA provides a multidimensional perspective for examin-
ing critical design aspects and properties of chosen artefacts.

V. CONCLUSION AND FUTURE RECOMMENDATIONS

The SelFISA framework was developed to address limita-
tions associated with existing sequential analysis techniques.
The identification, selection, exploration and evaluation of
datasets characterised by irregular discrete sequential char-
acteristics using the SeLFISA framework provides a starting
point towards the design of better performing, straightforward,
explainable and understandable deep learning analysis arte-
facts. It creates a consistent shareable technical and literature
platform which consists of a knowledge bank of implemented
irregular sequential analysis frameworks, datasets, algorithms
and literature.

A literature bank of financial sequential datasets with
varying complexity was created. This provides a source to the
solution of existing literature inconsistencies and deficiencies
in explaining the performance of deep learning artefacts for
modelling irregular sequential behaviour see Section VI.

It is recommended to further develop the SeLFISA frame-
work to create a consistent shareable technical and literature
platform. The framework will consist of a knowledge bank
of implemented irregular sequential analysis frameworks,
datasets, algorithms and literature.

VI. ANNEXURES

The annexures of results and datasets can be found on
GitHub: https://github.com/Dandajena/SATNAC 2021 Paper.
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Abstract—The mobile networking industry has proposed the
adoption of network function virtualisation in the various com-
ponents of the core network, including the Gi-LAN which houses
a large set of network functions. However, virtualisation intro-
duces performance cost or additional processes that degrade the
performance of the resultant network functions. In this work we
consider the network stack for the most common virtualisation
technology, Linux. We model the Linux networking stack based
on the detailed analysis and monitoring of the performance of the
various processes that occur in the network stack as the packets
are forwarded to the network functions for processing. Based
on the resultant model, we suggest and evaluate approaches
for reducing the performance cost or avoiding unnecessary
processes, in the context of Gi-LAN network functions.

Index Terms—performance, profiling, networking, VNF, Vir-
tual Network Function, Linux, eBPF, extended Berkeley Packet
Filter, bpftrace

I. INTRODUCTION

The recent growth in mobile networking traffic and the
preceded diversity of the traffic coupled with the high Capital
Expenditure (CAPEX) in the telecommunication industry
have promoted the re-engineering of the current and future
communication technologies [1]. Among these re-engineering
efforts is the migration from expensive hardware-based com-
munication Network Functions (NF) to software based NF
deployed on cheaper standard off-the-shelf hardware/servers.
Migrating to flexible software-based NF entails running the
NF on virtualised platforms. Virtualisation often degrades the
performance of the resultant Virtual Network Function (VNF).
However, in order to serve this increased growth in network
traffic whilst solving for the lower CAPEX, the re-engineered
virtualised platforms need to either maintain or improve the
performance of the current and emerging communication
networks. This entails a deep dive and understanding of the
networking of the most common virtualisation technology, the
Linux kernel.

The kernel’s primary function is to enable the sharing of
the hardware resources. This results in the virtualisation of
each hardware resource so that it can be accessed by multiple
competing processes in execution. The networking consists
of the network drivers and the network stack. The network
drivers are responsible for moving the packets from the
Network Interface Controller (NIC) hardware to the kernel,
and the network stack allows the sharing of the NIC hardware

resources by maintaining multiple per connection queues and
per-NIC queues. To maintain memory isolation between the
queues and to absorb the different processing speeds the data
is copied across the NIC queues and connections queues. The
resultant virtualisation of hardware resources up for com-
peting access; the multi-queue per NIC and per connection
approach; the data copies and the context separation between
the processes mentioned earlier and VNF form a complex
system that affects the performance of the deployed VNF.
In order to lessen performance degradation, it is valuable
to identify the key sources of reduced performance, e.g.,
via profiling of the performance of the various processes
mentioned above. Such quantification needs to be drawn
down first. The results allow to put an extended focus on
either improving these processes or adapting them to the
context of operation. This can be particularly important in
the telecommunication industry where some of these generic
networking processes can be omitted or modified resulting in
overall improvement.

The profiling of the above functions means tracing the
processes inside the kernel. There are a several tracing tools
with different levels of observability of the underlying kernel.
In order to get a good performance profiling, the tools need
to offer high observability. This study will use the observ-
ability capability offered by the extended Berkeley Packet
Filter (eBPF) to the Linux kernel. The eBPF allows safely
executing untrusted user-defined eBPF programs inside the
kernel. These programs can be written to collect metrics and
can be attached to different points in the kernel. The possible
attachment points to collect metrics are: i) Kernel functions
with kprobes, ii) userspace functions with uprobe, iii) system
calls with seccomp, and iv) tracepoints. The high observability
feature becomes particularly important in the performance
profiling as most of the kernel processes mentioned in the
earlier paragraph are kernel functions with kprobes and/or
tracepoints as we will illustrate in the later sections.

This study gives a detailed analysis of the networking of
the recent Linux kernel version 5.4. We detail the receive
path of the network traffic/packets and state the various kernel
functions and processes applied to the network traffic/packets,
from the point it is received on the NIC hardware to the
destined application. Thereafter we profile the performance
of these functions and processes using our custom eBPF
programs that we attach to the kprobes and tracepoints of
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these functions and processes. We define performance using
the metrics frequency and time taken to execute each of the
kernel functions and processes. These metrics are collected
by our eBPF programs. We collect the metrics at different
network bandwidths whilst the CPU is operating at full load.
Lastly, this study presents the performance profiling of the
networking of the Linux kernel version 5.4 and recommen-
dation on processes that can be improved or omitted in the
context of the telecommunication industry applications like,
Firewalls etc.

The following section gives a detailed analysis and models
the receive path of the Linux kernel networking based on
the study and reference of the Linux source code. There-
after Section III introduces eBPF tracing and the different
attachment points used in this study. The next is Section IV,
which describes the set-up for collecting the metrics, i.e.,
traffic generation and the System Under Test (SUT). Section
V then presents and discusses the collected performance
profile. Lastly, Section VI gives recommendations and offers
conclusions on the study.

II. RELATED WORKS

Performance profiling of the Linux kernel has been an
ongoing methodology for understanding the Linux kernel for
years. This methodology has been enabled by the various
tracing tools that were developed over the years, which
including SystemTap [2], top, iostat and vmstat [3] among
many other tools. On top of these tools, the profiling can also
be derived from reading and monitoring the statistics collected
into system files by the kernel. For example, reading and
monitoring the /proc/interrupts can help us see how the
number and rate of hardware interrupts change as packets ar-
rive. However, these tools generally have limited observability
of the Linux kernel. They cannot trace some parts of the Linux
kernel, limiting the effectiveness of the performance profiling
methodology. In addition, Linux will process a fair number of
packets in the context of whatever is running in the CPU when
Software Interrupt Request (SoftIRQ) is handled. Therefore,
in most cases, system accounting will attribute those CPU
cycles to the process that was running at that moment. For
example, top can report that a process is using 99+% CPU
while maybe 60% of that time is spent process packets. Only
when there is more work for New API (NAPI) and the work
is deferred to another SoftIRQ cycle that the system becomes
more transparent and processes the packets under the context
of SoftIRQ [4].

The authors in [5] describe the networking receive path
of the Linux kernel version 2.6. The NIC and Device Driver
Processing are modelled as a token bucket algorithm and the
rest modelled as queuing processes. The authors look at the
key factors that affect Linux systems’ network performance
correlating it to the models. During this process, the tracing
is limited to the number of used packet descriptors and the
transmit and receive rates of the system. Limited information
is provided regarding the performance of the various functions
and processes identified during the analysis of the networking
receive path of the Linux kernel.

Another study by Joe Damato [6] considers the receive path
of the Linux kernel version 3.13.0 and Intel’s igb network
driver. In addition to giving a detailed description of the
functions and processes that occur as a packet transvers
through the receive path, the author states the system files
that can be monitored for performance profiling. Although the
author provides more observability of the Linux kernel than
the previous study, the observability can still be improved.
Additionally, the author only gives a description and does not
present any results.

In this study, we analyse the Linux kernel version 5.4 and
Intel’s i40e network driver. We use the eBPF programs for
tracing, which we attach to the Kernel functions’ kprobes
and tracepoints to collect metrics for performance profiling.
The eBPF programs can be attached to monitor most kernel
functions (through kprobes and tracepoints) hence allow for
better observability as compared to other tools and methods
mentioned earlier. Additionally, because we author these
eBPF programs, we control the metrics we collect, and how
we collect them. There are various ways of writing the eBPF
programs [7]. Another important attribute is that by using
eBPF programs, we can obtain the time that has been spent
on a particular packet processing function and that we do not
need to rely on the context the CPU is running under. From the
eBPF programs, we can also tell in which program’s context
the packet processing is occurring.

In this study, we make use of bpftrace to write our eBPF
programs. Bpftrace was created by Alastair Robertson. It
uses LLVM [8] as a backend to compile scripts to BPF-
bytecode and makes use of BPF Compiler Collection (BCC)
for interacting with the Linux BPF system, as well as existing
Linux tracing capabilities: kprobes, uprobes, and tracepoints
[7]. We use bpftrace because it makes writing eBPF tracing
programs easier and is well suited for short scripts and ad-hoc
investigations [7]. These benefits fit the scope of our work.

III. LINUX NETWORKING STACK

The Linux networking stack on packet ingress carries the
packet through various functions in order to deliver it to the
destination application. This process can generally be dived
into three parts:

• Packet is read from the NIC and put into kernel buffers
for further processing (NIC and Device Driver Process-
ing).

• The packet goes through protocol processing and is
delivered to the destination socket (Packet Protocol Pro-
cessing).

• The application listening on the destination socket re-
ceives the packet (Application Processing).

During these processes, the packets are applied to different
functions defined across the networking stack, which either
drop the packet or continue with processing. Fig 1 depicts
the network stack, from packet arriving on the NIC and being
delivered to the destination socket being read by the intended
application. These processes are described in detail in the
following subsections.
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Fig. 1: Linux Networking Subsystem: Packet Receiving Process [5], from receiving by network interface card (NIC) to passing
the received data to Network Application, via various stages in the kernel. DMA stands for direct memory access. SoftIrq
stands for soft interrupt request. SOCK RVC denotes socket receive. SYS CALL points to system call(s).

A. NIC and Device Driver Processing

This is the initial part of the network stack for processing
network packets. The network packets are received by the
NIC and transferred into kernel buffer network data structure
(struct sk_buff) for further processing up the network stack.
The process is managed and controlled by the NIC and device
driver. Packets are first transferred from the NIC using Direct
Memory Access (DMA) into a DMA-able region on the
Random Access Memory (RAM). The memory region for
receiving the packets is a ring, rx_ring, divided into buffers,
rx_buffer, referenced by packet descriptors. The rx_ring is
allocated D buffers and the respective packet descriptors of
each buffer, δ, where the received packets are transferred to.
The number of packet descriptors, D, is a design parameter of
the NIC and driver. To be able to receive packets, the packet
descriptors should be in a ready state, meaning they should be
initialised and pre-allocated. When a packet is received (rx),
it is transferred into the packet descriptors with a ready state,
and if none of the packet descriptors are in ready state, the
packet is dropped. Once in the rx_buffer, the packet is copied
across to the sk_buff in the kernel. The packet descriptors are
refilled as the used rx_buffer is read during NAPI poll and
prepared for reuse/recycle. Therefore, the packets are dropped
when rx_buffer are not cleaned out timely.

The process described above is triggered by a hardware
Interrupt Request (IRQ), raised to let the system know that
there is a packet in the rx_ring. The IRQ is processed by
an interrupt handler which does minimal work and leaves the
rest of the packet reception to a SoftIRQ handler.

Hardware interrupts tend to be expensive in terms of central
processing unit (CPU) usage. The NAPI was designed to miti-
gate this by allowing the driver to go into polling mode instead
of being hardware interrupted on every packet. The interrupt is
only raised when NAPI [9] needs bootstrap, i.e., when it’s not
enabled. In this case, napi_schedule is called, which wakes
up the NAPI subsystem to read packets from DMA’d memory
region. During this step, further IRQ is disabled to allow
the NAPI subsystem to process packets without interruption
from the device. The NAPI function napi_schedule then
raises a SoftIRQ (NET_RX_SOFTIRQ), which run the registered
SoftIRQ handler (net_rx_action) to poll the packets using
the device driver’s NAPI poll function. Before finally copying

the packets into sk_buff, early packet processing functions
can be applied to the packet using eXpress Data Path (XDP).
These are user-defined dynamically loaded hook functions.

To detail the above process, we look at the source
code for the device driver from intel i40e. The IRQ
is handled by the function i40e_intr shown in Listing
1. The function handles the different types of interrupts
(Legacy/MSI/MSI-X) and ultimately enables NAPI using the
function napi_schedule_irqoff an alias for napi_schedule

as can be seen in Listing 2. The handler and the NAPI
do minimal work and triggers SoftIRQ to do the heavy
lifting as shown in Listing 2. The triggered SoftIRQ then
runs the handler function net_rx_action, which uses NAPI
to read packets. If the network packets are not exhausted,
another SoftIRQ is raised. The effective poll function called
by net_rx_action is i40e_napi_poll and is defined by the
device driver shown in Listing 3. This function, as shown,
reads the packets from the rx_ring and ensures that the
budget (i.e., the number of packets read in a single poll) is not
exceeded. From the code, we can see that the packets can be
polled using zero copy (i40e_clean_rx_irq_zc), allowing for
early actions to be performed on the packet without copying
it into sk_buff. Alternatively, early actions can be performed
on the packet after copying it into the kernel.

When zero copy is enabled, the driver runs the XDP
hook function(s) without copying the packets to an xdp_buff.
XDP functions can return four types of responses, XDP_PASS,
XDP_DROP, XDP_TX, XDP_REDIRECT, XDP_ABORTED. As shown in
the Listing 5, the sk_buff is only created when the XDP re-
turns XDP_PASS, saving packet processing time and overheads
for certain packets. Once that is done, the napi_gro_receive

function is called to perform Generic Receive Offloading
(GRO). If zero copy is not enabled in (please refer to Listing
6), the driver starts by creating and copying the packet to an
xdp_buff. It then runs the XDP function and, depending on
the response, it can either create a sk_buff (build/construct)
or continue to the next packet in the rx_ring. When the
XDP action is XDP_PASS, after creating the sk_buff, the
napi_gro_receive function is called to perform GRO. This
polling process is repeated until either the budget has been
finished or there are no more packets. When the polling
process is done, napi_complete_done is called, which passes
that packet for protocol processing as detailed in the next
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Fig. 2: Linux Receive Packet Processing Flow, with details around bufferisation and related functions NIC refers to the network
interface card. DMA stands for direct memory access. SoftIRQ stands for soft interrupt request.

subsection. This packet flow, along with the packet flow
processing described in the next subsection, is depicted in
Figure 2.

B. Packet Protocol Processing

This processing follows after the packet has been copied
into the sk_buff. The network packets in the sk_buff are
delivered to packet taps devices or the protocol layer before
queuing the packet data to a socket sock. This packet protocol
processing can be initiated by SoftIRQ when interrupts, IRQ,
are enabled through the function netif_receive_skb (see
Listing 8). It can also be initiated when napi_poll completes
through napi_complete_done (see Listing 7). The first case
happens when the scheduler has preempted the NAPI poll
function has been preempted by the scheduler before passing
all the packets (sk_buff) up the networking stack. During this
process, for each IP packet that is dequeued from the rx_ring.

The steps start by checking if Receive Packet Steering
(RPS) is enabled and enqueues the sk_buff on another CPU
where RPS is enabled. We will focus on the case when
RPS is not enabled. In this case, if the system is having a
generic XDP function(s) defined, the XDP hook functions
are applied to the packet, and the packet is either dropped
or continued up the stack, depending on the action returned
by the XDP function. The XDP functions here run after
the packets have been copied and to sk_buff. Thereafter, if
required, the packet is delivered to the tap device. Following
this, if CONFIG_NET_INGRESS is enabled, Linux traffic control
(TC) classification and actions are applied to the packet. This
function can be defined using eBPF or Linux tc command.

Right after, netfilter ingress functions are applied to the
packet as well. If the packets are not dropped by TC or
netfilter, the packet is delivered to the protocol layer by calling
deliver_skb. This process is shown by the extracted code
shown in Listing 8.

The protocol functions to call depend on the packet type.
In our case, we will consider IP protocol, which is thereby
called by deliver_skb through pt_recv->func, which calls
ip_rcv. The Listing 9 shows the processing functions for
the IP protocol. The function ip_rcv_core does the heavy
lifting, in processing and is called from within the ip_rcv

entry function. The receive function is ended with a call to
ip_rcv_finish, which is executed through a Netfilter hook
function. If netfilter doesn’t drop the packet, the process
continues in ip_rcv_finish. This continues the processing,
depending on the destination of the packet. If the packet’s
destination is the local system, dst_entry calls the ip

_local_deliver function, which calls the network transport
function depending on the type of the packet. Like earlier, this
function is called from a Netfilter hook (NF_HOOK); therefore,
it’s only called if the packet is not dropped by Netfilter. The
register network transport functions can be seen from the
Listing 10.

We will consider the UDP transport protocol. As shown
from the Listing 10, the handler function for UDP is udp_rcv

and it relies on __udp4_lib_rcv to do the heavy lift-
ing. The Listing 11 with function __udp4_lib_rcv shows
that is the destination socket was predetermined the packet
is delivered to that socket; otherwise, the destination
socket is looked up first. The process subsequently calls
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udp_queue_rcv_one_skb which first applies socket level eBPF
program through sk_filter_trim_cap. If the socket level
eBPF called in __udp_queue_rcv_skb doesn’t drop the packet,
__skb_queue_tail is called, which will put the packet on the
receiving socket. The processing listening on the socket is
then notified that the packet is now available.

IV. EXPERIMENT SET UP

In order to collect our results, we set up two servers,
Server 1 and Server 2, on the same subnet, both running
Linux kernel version 5.4. Server 1 serves as our System Under
Test (SUT) and Server 2 serves as our traffic generator. We
generate the traffic using IPerf [10]. As mentioned earlier in
Section II, Linux processes packets in the context of whatever
program is in the CPU when IRQ is handled. We use two
different approaches to this problem. First, we use of eBPF
programs, which provide better observability, by monitoring
specific packet processing functions. Second, we infer the
networking overhead using openssl speed, which is a well-
known workload that reports how much CPU access it gets.
We pin the openssl speed to a particular CPU, and we use
NIC traffic steering to send all traffic from IPerf to the CPU
running openssl speed. Additionally, in our eBPF programs,
we also collect metrics for the CPU that openssl speed is
pinned on. The CPU will be same CPU IPerf packets are
being processed on. We collect context switching overhead
which we measure across all CPUs.

In our eBPF programs, we collect the following metrics:

• total packet poll time: this is the amount of time spent
getting the packets from the rx_ring to an skb_buff.
This is measured from the time net_rx_action is called
to poll packets, to when napi_complete_done is called,
which is called when the budget has finished or there are
no more packets.

• skb-ip prep time: this is the time taken to prepare the
skb_buff created earlier for processing to the IP proto-
col. This is measured from when napi_complete_done

is called to when netif_receive_skb is invoked.
• total IP processing time this is the time taken to

apply IP protocol-based functions to the skb_buff/packet
plus the time taken to execute functions that decide
where the packets are to be delivered. Just before the
process starts, the following hooks can be applied in
the following order: i) generic XDP, ii) tc, iii) net-
filter ingress. When the hooks functions are defined,
the time the take to execute affects the total IP pro-
cessing time. The textbftotal IP processing time is
recorded from when netif_receive_skb is called to
when ip_local_deliver is invoked.

• total total IP to transport protocol time protocol time:
this the time taken from the moment the packet is set to
be delivered locally until the transport protocol to use
has been established. In our experiment, this is from the
instance ip_local_deliver was called, to when udp_rcv

has been invoked.
• total ip processing: is the sum of the times above.

• cs time: this is the total amount of time taken processing
context switching across all the CPUs

• total packet processing time: this is the CPU time
that has been from the openssl speed due to packet
processing. This includes both the receive and transmit
path of the networking.

We assume and approximate the receive and transmit path
to be asynchronous. We then verify the results from the eBPF
programs (first approach) with the results inferred from the
openssl speed (second approach). The first approach gives
the CPU time taken by the receive path processes. The is
reported by total IP processing. The second approach gives
the CPU time taken by both the receive and transmit path
processes. This is reported by (total packet processing time).
Therefore, the total IP processing CPU time reported by the
eBPF programs should be approximately half of the CPU time
reported by openssl speed, total packet processing time.

V. RESULTS AND DISCUSSION

We run our experiment as described in the earlier section.
The summary results from the experiment can be shown in
Figure 3. From the results in Figure 3, we can see that the
processing of IP packets to their respective transport protocol,
UDP in this case, takes the most time. This is an example
of a packet processing that can be omitted for certain use
cases in the core network. For example, consider NF like
firewalls which can be deployed in core network. These NF
(applications) may not require a continued session as they
block the initial packets of a TCP or UDP session and
therefore can do without this part.

Fig. 3: Linux networking performance profile

Another observation is the total packet poll time goes
down as the bandwidth increases. This may be because, under
high bandwidth, most packets are processed in a single NAPI
poll as part of the same budget. Therefore, the NAPI poll
function is not called many times. This means that the virtual
deployments should be on a path with a network bandwidth
above a certain amount, in this case, 800 Mbits per second.

The total IP processing time and the total IP to transport
protocol time increase linearly with the increase in network
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bandwidth. This observation can be used to approximate
the CPU time of those processes under different network
bandwidth, enabling better VNF deployment decisions as well
as hardware resources provisioning decisions.

An additional observation that does not show up in Figure
3 explicitly is how context switching overhead increases as
the bandwidth increases. We show these results in Figure 4.
The context switching can be seen to take a lower overhead.
However, since it increases linearly, context switching can, at
a certain bandwidth, account for a significant part of the CPU
cost of networking in the Linux kernel.

Fig. 4: Linux networking context switching

VI. CONCLUSION

In this study, we considered the migration to virtual
network function in the telecommunication industry, i.e.,
deploying NF on virtualised platforms, using the Linux
kernel. However, virtualisation degrades the performance of
the resultant network functions. We considered the need to
maintain or improve the virtual deployments’ performance
to serve the growing traffic. To address this need, we at-
tempt to quantify the performance degradations in various
parts of the networking of the Linux kernel. We adopted
performance profiling, reading and understanding the source
code. Related works that used performance profiling, have
had limited visibility/observability of the underlying functions
and processes of the Linux networking. In our study, we used
eBPF programs that we attach to Kernel function kprobes or
tracepoints. We write these programs to collect metrics, which
we then use for performance profiling. We also make use of
inferred performance profiling, where we run a user program
and compare its CPU time before and after network traffic.
We then use these results to verify the results obtained from
our eBPF programs.

Based on our results, we identify processes that take the
most time and the processes that can be omitted or modified
in the context of the telecommunication industry. In our future
work, we plan to attempt to model performance profiling
mathematically to approximate the CPU time of networking at
different loads across different parts of the Linux networking.
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Abstract—Traditional compute clusters are very expensive,
require a lot of power and take up a lot of space, and as
such are only available to large research groups and industry.
Clusters consisting of single-board computers, however, are more
affordable for smaller companies and even individuals to own.

Using the Parallella single-board computer option, this re-
search seeks to ascertain to what extent a cluster comprising
these single-board computers can be useful for high-performance
computing. For the cluster, four Parallella nodes were set up
with relevant frameworks and libraries, while a Raspberry Pi
controller node, external to the cluster, was set up to perform
supporting functions for the cluster including DHCP, NFS and
NAT. For benchmarking, a sequential matrix multiplication
program was adapted to use Open MPI, and this was executed
on the cluster, with a slightly different version run on a single
Epiphany node and also an i-5 Intel processor for comparison.
The results showed a 1.5× to 2.5× speedup on the 4-node cluster
relative to the single-node, but the standard modern CPU had
a 4× speedup relative to the cluster.

Index Terms—High performance computing, Clusters

I. INTRODUCTION

Traditional computer clusters, consisting of a number of
computers connected in parallel such that they act as a single
computing resource, are widely used because they come at
a much lower cost than a single computer of comparable
performance. Using a cluster also removes the reliance on a
single computing resource. These clusters are extremely use-
ful for parallelisable workflows such as weather forecasting.
However, as traditional computer clusters are very expensive,
require a lot of power and take up a lot of space, they are
available only to large research groups and industry.

Single-board computers, a functionally complete computer
built onto a single circuit board, can be used as an alternative
to traditional computers and come at a significantly cheaper
cost and power draw. Clusters consisting of these single-board
computers are more affordable for smaller companies and
even individuals to own.

Using the alternative Parallella single-board computer
(SBC) option discussed above, this research set out to ascer-
tain to what extent a cluster comprising these single-board
computers can be useful for high-performance computing.
Specifically, the following sub-objectives were considered:

• to determine whether four Parallella boards could be
combined to form a small computer cluster,

• to find a suitable software framework for the Parallella
cluster,

• to ascertain the capabilities of the cluster by running HPC
benchmarks, and

• to ascertain the limitations of the cluster.

The rest of this paper includes a section on related work as
well as two background sections covering high performance
computing in general and the specifications of the Parallella.
Section 5 introduces the methodology and design overview of
the cluster, Section 6 takes a more detailed look at the imple-
mentation of this, and Section 7 introduces the benchmarks
that were run and discusses the results of these. Finally, in
Section 8, the research is summarised and a breakdown of
the extent to which the objectives were achieved is given.

II. RELATED WORK

There have been many different projects in which Rasp-
berry Pis have been used. One such project, by Coutier et
al. [1], was a cluster consisting of 24 Raspberry Pi 2 nodes
which were designed to research the detailed per-node power
measurement. This cluster was capable of over 15 GFLOPs
of performance. Another project, by Cox et al. [2], involved
setting up a cluster consisting of 64 Raspberry Pis (original
variant). The purpose of this cluster, dubbed Iridis-Pi, was
for implementing educational applications to teach high per-
formance computing and data handling for complex problems.
This cluster was able to deliver a peak performance of 1.14
GFLOPS with its memory capacity limiting the addressable
problem size.

Richie et al. [3] explored the use of MPI for programming
a single Parallella node and tested the bandwidth and perfor-
mance of the Epiphany architecture using several benchmarks,
including matrix multiplication and a 2D FFT. Their results
showed that the Parallella node achieved 33% and 13% of
the theoretical peak, respectively, whilst executing these two
benchmarks. The authors in [4] compared two SBC clusters
to assist in password cracking. The first cluster consisting
of an 8-node (i.e. 128-core) Parallella SBC was shown to
outperform the second cluster, consisting of 32 Raspberry Pi
2 (4-core) processors, while cracking 5000 commonly used
weak passwords. Both clusters were able to outperform a
quad-core Intel i7 CPU.

III. HIGH PERFORMANCE COMPUTING

High performance computing (HPC) is a term that is used
to refer to the computing environment in which “supercom-
puters and computer clusters [are utilised] to address complex
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Fig. 1. Physical layout of cluster and how it all ‘fits together’

computational requirements, support applications [that have]
significant processing time requirements, or require process-
ing of significant amounts of data” [5, p. 37].

Traditional HPC systems come in the form of specialised
supercomputers that utilise multiprocessors and custom mem-
ory architectures which have been heavily optimised for nu-
merical calculations [5]. To receive the performance benefits
of supercomputers, special parallel programming techniques
must be used. Although traditional supercomputers are ex-
tremely powerful, they come at a great expense in the form
of the initial purchase price, hardware maintenance costs and
operational costs (electricity) and therefore, over the years
the popularity of cluster computers has grown. These cluster
computers are far more flexible because they can consist of
many average consumer-grade computers while still reaching
very high levels of performance, parallelism and scalability.
Determining the effectiveness of these systems is not simple.
Many factors may affect this, including the application for
which it will be used, the specific algorithm, the scale of the
problem, the specific high- or low-level language used to im-
plement the program and how it is implemented, the depth and
effectiveness of the optimisations done by the developer of the
specific program as well as by the compiler itself, the specific
operating system used, the architecture of the computer and
the hardware characteristics of the computing resource [6].
Benchmarks seek to simplify matters by providing metrics
that give an idea of how well the system performs, though
careful consideration must be given as to which benchmarks
to use for them to be effective in determining the best system
for a particular use [7]. The results of a benchmark, however,
should not be treated as a measure of the total performance of
a system (unless considerable analysis has shown a correlation
of the benchmark to the workload of interest), but rather as a
reference point for further evaluations.

IV. PARALLELLA

The Parallella is an SBC equipped with a 32-bit Zynq-
Z7010 dual-core ARM A9 processor that handles all basic
operations, 1 Gb of DDR3 RAM, gigabit Ethernet and, most
importantly, a 16-core Epiphany Co-processor [8]. The co-
processor has an efficient general-purpose instruction set and

excels in compute-intensive applications. The co-processor’s
memory space is mapped into the Zynq (host processor)
memory space. This allows for data and resources to be shared
between the CPUs via this shared memory. The co-processor
consists of 16 superscalar floating-point RISC CPUs, known
as eCores, with peak theoretical performance of 2 GFLOPS
each [9].

V. METHODOLOGY & DESIGN OVERVIEW

The cluster consists of four Parallella nodes with a separate
Raspberry Pi controller node that fulfils services required by
the cluster itself. The physical setup of the cluster, as seen in
Figure 1, includes:

• Conductive spacers used to stack the nodes on top of one
another for portability and power delivery.

• A non-conductive mat for the cluster to rest atop (nec-
essary because of the conductive spacers used to power
it).

• A switch to provide a communication route among the
nodes and between the nodes and the Pi.

• 2 x 140mm case fans in a push-pull configuration (one
fan is pushing air onto the cluster and one is pulling it
away) for greater cooling.

• A desktop power supply used, in conjunction with the
conductive spacers, to power the cluster and the fans.

• A Raspberry Pi 3 B+ used to perform various services
needed by the cluster.

• Four Parallella worker nodes.

The conductive spacers and modified Molex cable used to
power the cluster were completed by Kruger [10].

A. Controller Node

The Raspberry Pi fulfils the following primary services
required by the cluster: dynamic host configuration protocol
(DHCP), network file system (NFS), and network address
translation (NAT). DHCP is used to provide IP addresses to
the nodes so that they may communicate with one another and
the Raspberry Pi. NFS is used to provide a shared directory
through which the Pi and nodes can all access the same files
and will be used by Open MPI to send the exact same copy
of code to each of the nodes. NAT is used to provide Internet
access to the Parallellas (via the Raspberry Pi’s onboard
wifi) whilst still allowing them to exist on their own closed
network through the switch they are connected to. Internet
speed and access are of secondary importance to the cluster’s
function (as it is only used to download various packages
and frameworks, after which it is not needed), and thus it is
not detrimental to use NAT on the Pi to provide the cluster
with access to the Internet. The provision of these services is
discussed in greater detail in Section VI.

B. Worker Nodes

The Parallella nodes were installed with an OS called
Parabuntu [11]. This OS is based on Ubuntu 15.04 and is the
stable version of Parabuntu. Parabuntu was chosen because of
its integrated support with the Parallella through the Epiphany
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SDK (ESDK) which comes pre-installed alongside other
useful libraries and frameworks such as COPRTHR, and Open
MPI [9]. The nodes also had to be able to remotely access
one another and had to be remotely accessible from another
device (the Pi) as they are not equipped with any video output.
Besides this and some other basic system software, the nodes
were also set up as NFS clients so that they could access the
shared storage created by the Pi.

The cluster made use of frameworks & libraries to paral-
lelise its programs; this was done at the cluster-level (whereby
the workload and data are split equally among the nodes)
and node-level (whereby the workload given to each node
is split further through the use of the Parallella’s Epiphany
co-processor). For cluster-level parallelisation, Open MPI, an
MPI implementation, was used due to its popularity and thus
widespread support for it which is particularly important due
to the relatively poor software support and documentation for
the Parallellas. For node-level parallelisation, the Epiphany
SDK (included with Parabuntu), was used in to allow the
offloading of work onto the Epiphany’s cores. In conjunction
with the base Epiphany SDK, the Epiphany Bulk-synchronous
parallel (EBSP) library can be used which allows the BSP
model to be used with the Epiphany [12].

VI. SOFTWARE CONFIGURATION

A. Setup of the Controller Node

Since the Raspberry Pi would be running multiple servers,
a static IP for its Ethernet interface (eth0) had to be set up.
To achieve this, the netplan configuration file (/etc/netplan/50-
cloud-init.yaml) was edited to disable DHCP for eth0 and to
set up the static IP to which the Raspberry Pi will receive on
boot up.

To set up the DHCP server, dhcpd was installed. This
daemon reads the /etc/dhcp/dhcpd.conf config file on startup
and uses the IP pool given in that file to automatically
provide IP addresses on the selected interface (in this case the
/etc/default/isc-dhcp-server config file was edited to provide
DHCP services only on the eth0 interface). The dhcpd.conf
file was edited to provide IP addresses in the range of
10.0.1.120 to 10.0.1.150, but was also later set up to provide
fixed addresses (outside of the regular DHCP range) to each
of the Parallella nodes as this made it easier to work with the
cluster and allowed for entries to be made into the /etc/hosts
file which can be used to translate hostnames or domain names
provided into IP addresses (such as using the hostname node1
instead of the IP address of that node).

To set up the NAT service, the Pi was first connected to
the internet through its onboard wifi using the /etc/netplan/50-
cloud-init.yaml file which allows takes in various details
about the network(s) you are connecting to and uses that to
automatically connect to the wireless network(s) specified in
the file). Next the /etc/sysctl.conf file was edited to allowing
the forwarding of IpV4 packets and the Iptables package was
downloaded to dictate how the packets are filtered. Next,
several Iptables commands were used to forward any traffic
received from the Parallella nodes on the eth0 interface to the

wlan0 interface and to direct traffic intended for Parallella
nodes from the wlan0 to the eth0 interface.

To set up the NFS server, the nfs-kernel-server package was
installed and the /etc/exports file was edited to allow access
to the folder to be shared to the nodes and the details and
permission they would have. All nodes were given read/write
access that is synchronised (nodes have to take turns when
accessing files within the shared folder).

B. Setup of the worker nodes

To remotely access the Parallella nodes, secure shell (SSH)
was set up. This allows for the remote execution of commands
on the nodes. For ease-of-use passwordless SSH was set up
through the use of public/private keys which uses a known
public key to encrypt the connection and a secret private key
to decrypt on the other end. The key pair is generated through
the use of the following command, run on the device that will
be remotely accessing the Pi:
ssh-keygen -t rsa and then the keys are copied to the
remote server (in this case the Pi) using the command:
ssh-copy-id parallella@node<1 to 4>
Thereafter, the same is done for the root user. Doing this
allows any node to access any other node in the cluster (which
is useful for OpenMPI).

To enable access to the shared files on the NFS server, the
nfs-common package was downloaded. Next, the
showmount -e nfs-server
command was run on a Parallella node to check that the export
list for the NFS server was set up correctly. After confirming
that the export list is correct, the /etc/fstab file was edited to
allow the NFS folder to automatically mount on boot:
10.0.1.100:/shared /shared nfs auto 0 0

VII. BENCHMARKING & RESULTS

Preliminary cluster test results are given in this section.

A. NetPIPE

Network Protocol Independent Performance Evaluator
(NetPIPE) is a package that makes use of varying sized
messages to obtain a measure of the performance of a network
[13]. It does this by sending increasingly larger messages
between two processes within a system or between two
nodes across a network. For small messages, the overhead
involved in setting up the communication is greater than the
latency involved in sending the message (thus the transmission
of small messages is latency bound). For larger messages,
the overhead in setting up the communication becomes an
insignificant factor and the transmission of the message be-
comes limited by the bandwidth available (the bandwidth
available is determined by the PCI bus, network card link,
or network switch depending on the method used to send the
message). NetPIPE can be used to test a variety of systems
including Open MPI and the transmission control protocol
(TCP).
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NetPIPE can be used to test a variety of systems including
Open MPI and TCP. NetPIPE TCP tests the network intercon-
nect speeds by sending messages between two nodes on the
network. One node is set up to be a receiver and another is
set up to be a transmitter. The transmitter then makes use of
TCP to send varying sized messages (as mentioned above) to
the receiver. This process is repeated numerous times to get a
good measure of the network bandwidth available. In the case
of the Parallella cluster, the maximum bandwidth available is
100 Mbps due to limitations in the Ethernet switch used.

NetPIPE Open MPI makes use of the Open MPI interface
to send messages between two specified nodes or processes
again with messages of varying sizes. This test, which was
used to determine whether Open MPI had been configured
correctly, was run by invoking the following command:
mpirun --hostfile machinefile -np 2
NPopenmpi
In this case, machinefile contained the IP address
of two nodes only. For smaller messages, it is expected
that smaller transmission rates will be attained due to the
overhead involved in sending messages via Open MPI. Larger
messages, on the other hand, are bound by the interface
being used (in this case transmissions cannot exceed 100
Mbps).

B. Matrix Multiplication Benchmark

A basic matrix multiplication example program (also re-
ferred to as Matmul), using the EBSP library, was adapted to
give a measure of the performance of the cluster. The original
example program was included with the EBSP library files
[12]. This program takes as input two square matrices, A &
B, with dimensions Rows×Columns and performs the dot
product, the result of which is stored in the output matrix, C.

At its base, the host program consists of setting up various
data streams, necessary because the matrices used are too
large for the local memory of the Epiphany. These data
streams make use of the much larger (and much slower)
external memory [14]. A downstream contains data that
is needed by an eCore. In the case of this program, the A
and B matrices were first split up into 16 times 16 smaller
blocks and then the streams for A & B were filled with the
data from this smaller blocks of the A & B matrices. These
streams are used to copy the data onto the eCores.

There are various mechanisms and arguments that can be
used to optimise this dataflow, such as the double buffer
argument, which makes use of the DMA channels available
on the Parallella to process two streams simultaneously.
This process, however, takes up twice as much memory as
when processing the streams sequentially. On the host, an
upstream was also created, which allows the results that
are calculated on the eCores to be sent back to the host on
the Parallella.

1) Adapting the example program: The first change made
to the original example code was to create a build script
to compile the program on the actual cluster. This build
script was created by adapting a build script from a Parallella

example program. Secondly, a basic run script that called
the compiled version was created (this was found to be
particularly useful at a later stage once the Open MPI calls had
been made). Next, numerous changes to the code were needed
to make it suitable to benchmark the cluster. Firstly, a timer
was added to get some measure of the cluster’s performance
versus a single node’s performance. This was implemented
using the Sys/time library.

To get the program running with Open MPI, it first had to
be altered to work with non-square matrices. In the original
program, the data that was split up and sent off to the eCores
was N × N dimensional data. Originally it was intended to
adjust the underlying logic to work with N ×M dimensional
matrices, but due to time constraints, this was not possible.
Instead, the program was altered such that the initial A and B
matrices were of N×M and M×N dimensions, respectively,
with the resultant C matrix having dimensions N ×N . This
meant that when the data is split up by Open MPI, both A
and B will be of M ×M dimensions and thus will be square
matrices that will have no issue working with the underlying
logic.

First, the basic Open MPI commands, such as MPI Init
and MPI Comm rank were added to the code. Next matrix
A was split up using the MPI Scatter function which takes as
parameters the array to be scattered, how many elements to
scatter and another array to store said elements. The elements
of matrix A are then scattered row-wise such that each node
ends up with a quarter of the rows of A (where the first node
has the first quarter and the last node has the last quarter). A
copy of matrix B was sent to all the nodes as each portion
of matrix A will require the entirety of matrix B, and thus
to calculate a full partial solution on a node, a portion of
matrix A and the entirety of matrix B are needed. Matrix B
was copied using the MPI Bcast function which utilises the
head node to send an exact copy of the array given to all
the nodes. Finally, after the nodes had calculated the partial
C solutions, these then had to be compiled into a single C
matrix. The MPI Gather function is essentially the inverse of
the MPI Scatter function. It was used to gather up the partial
C matrices present on each of the nodes into a single C matrix
on the head node.

Finally, the program then performed the matrix multiplica-
tion sequentially on the head node and compared these results
with the C matrix calculated by the cluster. This was used to
confirm that the cluster was performing the calculations and
gathering the data correctly.

2) Limitations of Matmul: Ideally, the code would be
altered so that the underlying logic for the eCores works with
non-square matrices (instead of altering the program such that
it takes in non-square matrices and splits these up into square
matrices to be split up further for the with the existing code for
the eCores). This would allow for a more optimised solution
with less of a reliance on EBSP streams and thus memory
usage and communication overhead. This would also enable
the cluster to run much larger matrices, which would likely
result in a larger speedup relative to a single-node.
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TABLE I
RESULTS OF MATMUL PROGRAM EXECUTED ON A SINGLE EPIPHANY NODE, THE 4-NODE CLUSTER, AND A SINGLE CPU CORE

Matrix dimensions Single-node time Cluster time Standard CPU time Speedup of cluster
(rows x columns) (s) (s) (s) relative to single-node

256 x 64 3.24766 1.2780 0.01125 2.5412
512 x 128 4.00465 1.8332 0.09500 2.1845
768 x 192 5.71325 3.1861 0.33733 1.7932
1024 x 256 8.78199 5.63615 0.81733 1.5582
1280 x 320 13.44266 9.34067 1.54567 1.4392
1344 x 336 n/a 10.48012 1.76500 n/a
1408 x 352 n/a 11.89527 2.02033 n/a
1472 x 368 n/a 13.23628 3.30752 n/a

Fig. 2. NetPIPE benchmark results

In its current state, the program works but the speedup is
not optimal and there is a lot of communication overhead
involved (first at the cluster-level and then again at the
Epiphany-level with all the data streams).

C. Benchmark Results

1) NetPIPE Results: The results of executing NetPIPE
Open MPI and NetPIPE TCP can be seen in Figure 2. (Note
that the NetPIPE benchmark gave the throughput (in Mbps)
for many different sized messages, but the graph shows only
a few of these message sizes with the throughput attained for
that particular message.) NetPIPE TCP & Open MPI tend to
have similar throughput, with TCP usually being marginally
higher than Open MPI. These results are expected as Open
MPI, in a cluster setup, is ultimately limited by the bandwidth
of the interconnect selected, and thus will, never exceed 100
Mbps (the bandwidth limitations of this particular cluster
setup). Since both TCP and Open MPI (in a cluster setup)
make use of the network, they should return similar results.

2) Matmul Results: The results of executing the matrix
multiplication program are given in Table I and Figure 3.

To obtain these results, different matrix sizes were run
on three different platform configurations: a single Epiphany
node of the cluster (henceforth referred to as the single-node
platform), the 4-node cluster itself (henceforth referred to as
the cluster platform), and a single core of a 9th generation
Intel i5-processor (henceforth referred to as a standard CPU

platform). The timings were obtained by averaging the results
of 5 runs per configuration. The program executed on the stan-
dard CPU was an altered version (for sequential execution)
of the Matmul program run on the cluster.

The single-node version of the program consisted of similar
code to the cluster version, albeit without the Open MPI
calls. The data was also split up on this version so that all
the eCores on the Epiphany could assist in performing the
necessary calculations, however, due to memory limitations of
the single-node, the partial results calculated on the Epiphany
were not compiled back into a complete solution to save on
memory usage. The single-node was also unable to compute
matrix sizes above (1280 x 320) due to memory limitations.

These results show a marginal speedup for the cluster
relative to a single-node. The speedup is quite small, however,
as the cluster would ultimately only see big speedups for
larger matrix sizes but due to memory limitations, the single-
node cannot compute programs with matrices larger than
1280×320. The cluster is also ultimately limited by memory
for this program since the matrix sizes are too large for the
Parallella’s shared memory, and thus the much slower main
memory (of which each node is only equipped with 1 Gb)
must be used.

For early entries in the table, the speedup of the cluster
(relative to a single-node) is quite high compared to later
entries in the table, this is due to the overhead involved
in setting up the BSP environment and the streams for the
Epiphany (the single-node version of the program requires
more streams as the entirety of the data has to be used).

The standard CPU performed matrix multiplication using
a single core and for a 1472 × 368 matrix saw a 4× speedup
relative to the cluster.

To put these results into context, the laptop consisted of
a 9th generation i5 CPU which had a base clock of 2.4
GHz (with a boost clock of 4.1 GHz) and 16 Gb of DDR4
memory running at 2667 MHz, compared to the Epiphany
co-processor running at 500 MHz (with a peak of 600 MHz)
and 1 Gb of DDR3 memory (the exact speed of this memory
is unfortunately not specified by Adapteva, but is likely to
be significantly lower than that of the laptop as it is using
the DDR3 standard). This means that a cluster would need to
consist of closer to 8 nodes to compare to that of a modern
CPU due to the communication overheads involved at the
cluster-level whereby data will be split up and sent through
the use of a parallel framework (such as Open MPI) and then
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Fig. 3. Matmul benchmark results

again the node-level, whereby data will be split up further
and sent to the Epiphany for processing. The size of the
computation also plays a part in the weaker performance of
the cluster compared with that of the CPU as shown by the
decreasing slowdown from the smallest matrix dimensions
(19× slowdown) to the largest (4× slowdown).

VIII. CONCLUSION

The research began with a review of available literature,
through which important decisions were made regarding the
methodology to be used, including which parallel frameworks
to employ. Following this, a Parallella node was set up with
an operating system and configured to run as intended (this
included changes to configuration files to allow installation
of packages, and the installation of the SSH package). This
image was then cloned to the rest of the boards, with the only
difference being the hostname of each node and a slightly
different SSH list). Next, the Raspberry Pi was set up and
configured with an NFS and DHCP server to provide shared
file storage and IP addresses to the nodes, and NAT to provide
Internet to the cluster. Finally, the nodes were set up with
the EBSP library and a Matrix multiplication program was
adapted for use as a benchmark. The results from this program
were used to draw some conclusions on the capabilities and
limitations of the 4-node Parallella cluster.

The first objective namely, to determine whether four
Parallella boards could be combined to form a small com-
puter cluster, was achieved by connecting all the components
together and then testing that these components could talk
to each other and access the shared storage and memory.
This was tested using NetPIPE TCP which confirmed that
the nodes could communicate with one another.

The second objective of finding a suitable software frame-
work for the Parallella cluster was achieved through the
use of Open MPI and the EBSP library which allowed a
parallel benchmark to be run that showed a speedup relative
to execution on a single Epiphany node.

The third objective related to ascertaining the capabilities of
the cluster. This was not achieved as typical HPC benchmarks

were not run due to limited time. Moreover, the cluster
consisted of only 4 nodes and thus, its performance was
nowhere near HPC-levels of performance as reiterated by
Richie et al. [3] who state: “The raw performance of currently
available Epiphany coprocessors is relatively low compared to
modern high performance CPUs and GPUs”.

The final objective to ascertain the limitations of the cluster
was, to some extent, achieved. Running the matrix multiplica-
tion benchmark showed the limitations of the shared Epiphany
memory, and the main memory in general. It also showed
the computational limitations of this small cluster which did
not measure up to the processing power of a standard CPU.
The cluster also has hardware limitations in the form of
the Epiphany co-processor which lacks hardware support for
floating-point division and other higher-complexity arithmetic.
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Abstract—The cost associated with telecommunication
infrastructure acquisition and deployment remains a primary
inhibitor to market entry by new operators who lack the
capital to deploy competitive infrastructure. This entry barrier
has resulted in the monopolisation of the telecommunication
industry by established network operators. To cope with the
growing user demands, existing operators are looking for
strategies to cost-effectively expand and improve their existing
infrastructures. Network virtualisation and technologies for
infrastructure sharing play important roles in reducing the
deployment and operational costs of future mobile networks and
fostering healthy competition in the market. The prospects of
reducing the cost of network deployment offers some flexibility
in adjusting retail prices and extending broadband access to
rural areas. This paper proposes a network sharing architecture
called cloud-based multi-operator core networks (C-MOCN),
derived from a well-known specification where the radio access
network (RAN), and spectrum, are shared among multiple
mobile network operators. The technical implementation details
of the architecture and acceptance tests conducted to ensure
strong traffic isolation are described. The test results show that
it is possible for multiple operators to co-exist on the same
RAN while ensuring strong traffic isolation and high quality
of experience for end-users.

Index Terms—Infrastructure sharing, Multi-operator core
networks (MOCN), Spectrum sharing, Isolation

I. INTRODUCTION

The telecommunications industry has a great potential of
driving the socio-economic transformation in the country. It
also plays a critical role in digitalisation. However, the current
telecommunication landscape in South Africa is largely
vertically integrated, i.e., it is dominated by few players with
their own end-to-end infrastructures. The telecommunication
infrastructure is broadly composed of a core and a radio access
network (RAN), where the former is located at the head office,
and it is typically run from specially developed hardware
servers. The RAN is the visible part of the network that is
installed on masts across the country, and finally, these are
connected by a backhaul network to the core. Each operator
in the incumbent network owns the entire network elements
from its core to RAN. This leads to inefficient usage of both
external resources (power and spectrum) and infrastructural
resources (compute, networking and storage), resulting in high
cost of deploying and running a network. By extension, this
contributes to high cost of broadband to the end-user.

Network infrastructure sharing has been cited as a silver
bullet solution towards reducing network deployment costs
and opening up barriers to market entry for small, medium
and micro enterprises (SMMEs) [1]. This cost reduction
is achieved by allowing SMMEs to fold their operations
into a shared network infrastructure. This sharing will
potentially stimulate service-level competition (instead of
infrastructure-level competition) and innovation, resulting in a
better quality of service and lower cost of broadband services
[2].

The concept of network sharing is not entirely new.
It was introduced in the earlier generations of mobile
communication. However, its implementation has always been
confined to passive infrastructure such as site locations,
radio equipment, and masts. As such, it was never fully
explored from the technology perspective. In recent times,
the network sharing concept has and continues to find
prominence due to mobile technologies’ advancement and
evolution. It finds expression in the multi-tenancy [3]
networking paradigm, which is driven by recent and emerging
technologies such as network function virtualisation (NFV)[4]
and software-defined networking (SDN) [5]. Network sharing
is anticipated to accelerate network rollouts and open new
business opportunities for mobile virtual network operators
(MVNO), over-the-top providers (OTT) and other vertical
industry players.

This paper demonstrates a practical implementation of
a 3GPP compliant network infrastructure sharing testbed,
which we have codenamed ‘cloud-based multi-operator
network (C-MOCN)’. C-MOCN was developed using cloud
native core network functions running as microservices and
proprietary RAN. C-MOCN was developed to allow multiple
network operators (each having its own core network) to
co-exist on the same RAN by adopting both the active and
passive RAN sharing models, where multiple operators not
only share the passive radio infrastructure but also share active
radio elements such as spectrum and computing resources.

A. Contribution

To date, there have been numerous research studies directed
towards the network infrastructure sharing paradigm. Table I
summarises the contributions of the research works related
to infrastructure sharing testbed implementations found in
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TABLE I: Related Work

References Main Contribution

Kokku et al. [6]
Proposed a remote RAN sharing solution by inserting a slice scheduling broker between the RAN

and core networks. A testbed was built using simulation.

Ksentini et al. [7]
Proposed a dynamic RAN sharing architecture design and admission control approach.

The design was implemented on an emulation platform called OpenAirInterface.

Lin et al. [8]
Proposed a transparent RAN sharing approach by inserting a ”RAN proxy” which acts as a broker between
the RAN and multiple core networks. The authors also tested a scenario where multiple RAN proxies are

deployed, one between the small cell and macrocell and the other between the macrocell and core network.
Turk et al. [9] Tested the effects of RAN sharing on a live LTE network with two sharing partners.

Markendahl et al. [10]
Carried out a techno-economic analysis of RAN network sharing for indoor deployments using femtocells

and distributed antenna systems.

Calero et al. [11]
Conducted an empirical study of the techno-economic and performance implications of sharing the RAN

infrastructure between multiple network operators.
Alaez et al.[12] Proposed an open-source testbed design to demonstrate RAN sharing. The network components were simulated using NS-3.

the literature. However, most studies relied on emulation
and simulation tools for their testbed implementation. This
includes simulated LTE stacks such as base stations and
air interfaces which does not fully represent a real service
provider environment. Also, these works do not provide
information on the acceptance tests they conducted to ensure
strong traffic isolation between mobile network operators.
This paper describes the acceptance tests carried out on
C-MOCN to make sure that it meets the basic isolation
requirements in a typical shared network environment. The
main contributions of this paper can be summarised as
follows:

• Provides an architecture for RAN sharing leveraging
virtualization technologies

• Presents the acceptance test plan for traffic isolation in
shared RAN environment

• Highlights the benefits and beneficiaries of RAN sharing

B. Organisation

The paper is organised as follows. Section II describes
different network sharing architectures ratified by the 3rd
Generation Partnership Project (3GPP). Section III presents
the key building blocks of our C-MOCN and reveals the
implementation details. Section IV describes the acceptance
tests that we performed. Section V discusses the results from
the acceptance tests. Finally, Section VI concludes the paper
and provides future research direction.

II. NETWORK SHARING ARCHITECTURES

3GPP has ratified and defined two architectures with
varying degrees of sharing, namely the multi-operator core
networks (MOCN) and multi-operator RAN (MORAN). The
MOCN architecture enables a mobile network operator to
provide services to its subscribers as one of the multiple
operators that share both the radio carriers and passive radio
equipment, while the core network remains proprietary to
each operator. With MORAN, only the passive elements of
the RAN, except for the radio carries, are shared between
multiple operators. A prerequisite when entering into the
MORAN contract is for each operator to have acquired
a dedicated spectrum license, making MORAN resource
inefficient. MOCN brings incremental benefits over MORAN

in that it offers mobile operators the opportunity to pool
and share their spectrum allocations for better utilisation of
resources and improved trunking efficiency. For both these
sharing approaches, mobile operators can decide whether
or not to share the backhaul connecting to their respective
core networks. Table II summarizes the differences between
MOCN and MORAN architectures.

TABLE II: A comparison summary between MORAN and
MOCN

Component MORAN MOCN
Civil works Shared Shared

Frequency spectrum Independent Shared
Network operations and

management Independent Shared

Core Network Independent Independent
RAN equipment Shared Shared

Backhaul Shared or Independent
Shared or

Independent
Feature deployment

(e.g. transmission power
cell range, interference)

Independent Shared

III. C-MOCN DESIGN AND IMPLEMENTATION

C-MOCN (as depicted by Figure 1) constitutes four main
components, namely, the user equipment (UE), the RAN, the
backhaul and core networks. The design and implementation
details of these components are outlined in the following
sections.

1) Cloud Platform: Our testbed uses OpenStack to host
virtualised network functions of the core networks. OpenStack
is an open-source cloud computing platform used to build
and manage public and private clouds. Our OpenStack
deployment was designed to handle core cloud-computing
services such as compute, networking, storage, identity, image
and orchestration services. The hardware specification of the
commercial off the shelf (COTS) servers used to deploy
OpenStack is as follows: 1008.3GB RAM, 10TB storage, and
208 virtual CPUs.

2) Core Networks: To study the multi-operator core
network (MOCN) architecture, two multi-vendor virtual
core networks were deployed. These core networks are
cloud-native solutions designed using microservices for each
network function. Both these core networks were deployed
on top of OpenStack virtual machines. The first core network
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Fig. 1: C-MOCN high level architecture

is from Cumucore, and supports 5G non-standalone (NSA)
mode. The second core network is open-source and is from
Fraunhofer and supports 4G (LTE) functionality. The virtual
machines were each allocated 2GB RAM, 2 virtual CPUs
and 60GB storage. To maintain isolation between the mobile
operators, there was no interconnection between the two core
networks. The network functions of each core network were
configured to communicate with each other over localhost.
The packet gateway network function of each core network
was configured to connect to the local internet service
provider with DHCP and NAT enabled. The use of virtualised
core networks has the potential to create unprecedented
business cases in that instead of operators being locked to
vendors, they can utilize open-source solutions which run
on commodity hardware, offering operators an opportunity
to add new features on-demand and decrease time-to-market
new services.

3) RAN: The RAN was deployed using a real Flexi
Zone Indoor LTE pico cell from Nokia, operating in the
1800Hz (indoor R&D license) band. The base station supports
a maximum of 840 active users with a coverage of 200
meters. The base station was commisioned using the BTS
element manager from Nokia [13]. The configured base
station parameters included tracking area codes (TAC), public

land mobile network (PLMN) identities, application addresses
(user planes, control planes and management planes for each
operator), NTP servers, routing, transport networks and so
forth.

4) User Equipment(UE): For the UE, two Android
smartphones from Samsung were used. Each smartphone was
equipped with a programmable USIM card from Sysmocom.
The USIMs were programmed with subscriber and
authentication information. The carrier-specific configuration
(such as the PLMN and access point name (APN)) were also
added to each UE.

5) Backhaul Network: An Ethernet backhaul connection
was used to connect the base station and the core network.

6) Isolation: Network traffic for each operator is
segregated from the radio access network all the way to the
backhaul. Further, unique network settings of each mobile
network operator ensure that unintended network access by
a subscriber of one operator to another is not possible.
These unique settings include PLMN identities, authentication
keys and operator-encrypted codes provisioned in the home
subscriber servers (HSS). Our testbed capitalizes on the
power of VLANs to segregate traffic of each mobile network
operator. In order to integrate the two core networks to the
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shared base station, two virtual LAN (VLAN) interfaces were
created on the virtual machines running the core networks and
on the base station’s backhaul interfaces.

IV. ACCEPTANCE TEST PLAN

Considering the need for traffic isolation, the VLAN
technique is applied to separate traffic (both control and user
traffic) between the core networks. This means that each
core network can only register users connected to the VLAN
interface that have the same shared type of VLAN (same
VLAN ID). To achieve this, two different acceptance tests
were executed to validate the VLAN isolation mechanism.
This section describes the acceptance tests conducted and the
expected outcomes. The admission control procedure is also
outlined.

A. Test Case 1: vEPC isolation

In this setup, each mobile network operator activates its
own core network services using different virtual machines
hosted on a cloud platform. This test case is used to
demonstrate that each network operator uses their own mobile
core network. Therefore, when the core network is shutdown,
all subscribers associated with it must fail to connect.

1) Test procedure:

• Start-up only one mobile core network belonging to
network operator A.

• Use UEA (subscriber belonging to network operator A)
to establish a connection to the network.
Expected results: Connection should succeed.

• Use UEB to establish a connection to the network.
Expected results: Connection should fail.

• Start up mobile core network belonging to network
operator B and attach UEB.
Expected output:Connection should succeed.
Note: Repeating the above setup using mobile core
network B should give the same results.

B. Test Case 2: Isolation on the backhaul

The C-MOCN only has one backhaul from within the core.
This test is used to demonstrate that there is a strong isolation
of packets from one network to the next.

1) Test procedure:

• Attach UEA and UEB. Expected results successful
connection to the respective networks.

• Generate traffic from UEA.
• Connect network packet sniffers (Wireshark or tcpdump)

on VLAN of network B on the interface connecting
the core network to the backhaul. Expected results no
packets of UEA should be visible.

• Connect network packet sniffers (Wireshark or tcpdump)
on VLAN of network A on the interface connecting the
core network to the backhaul. Expected results only
packets of UEA should be visible.
Note: Repeating the above setup using network B should
yield the same results.

Fig. 2: C-MOCN admission control procedure

C. Admission Control

The target of the admission control procedure is to register
the UE to its home network and for the UE to be able to
send and receive data to and from the packet data network
(PDN). The admission control procedure (see Figure 2) for
C-MOCN in 4G mode is as follows: first the UE is initially in
deregistered state, meaning it is not connected to the network.
The UE sends a radio resource channel (RRC) connection
request to the base station on random access channel (RACH)
to establish a signalling radio bearer. After succesful creation
of the radio bearer, the UE then sends an initial UE message,
containing an attach request and PDN connectivity request,
subscription information (such as the IMSI), and security
information to the MME via the base station. In order to
send the connection request to the correct MME, the base
station checks its PLMN, and VLAN application address
configurations and make sure the configuration matches the
values embedded in the attach request. The communication
between the MME and base station is using s1 application
(S1-AP) protocol. Upon receipt of the connection request, the
MME uses Diameter transport protocol (over s6a interface)
to forward the connection request to the HSS. The HSS then
checks if the UE has been provisioned in its database. If the
UE exists, then the connection request is accepted and a bearer
(tunnel) between the UE and MME is created. At this stage,
the UE is now connected to the network and its status changes
to registered. Once registered, the UE can start consuming
broadband services. If the HSS could not authenticate the UE
on its database, then the connection request is rejected.

V. RESULTS

This section discusses the results observed after executing
the test cases described in section IV. The subnet mask details
of each operator are as follows: mobile operator A is allocated
a subnet mask of 11.0.0.0/24, whereas mobile operator B’s
allocation is 12.0.0.0/24. The IP address of the configured
VLAN interface on the virtual machine running operator A’s
core network is 11.0.0.111, and the corresponding VLAN
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Fig. 3: Packet capture (PCAP) Logs with Wireshark on Core Network A

Fig. 4: Packet capture (PCAP) Logs with Wireshark on Core Network B

Fig. 5: Packet capture (PCAP) Logs with Wireshark on Core Network B

interface on the base station is assigned an IP address
of 11.0.0.11. Similarly, operator B’s core network and its
corresponding base station VLAN interface are assigned
12.0.0.112 and 12.0.0.12 respectively. As shown in Figure 3
and Figure 4, C-MOCN passed the isolation on the backhaul
test (see section IV-B). The UE attach requests are only visible
to the operators each UE is subscribed to and not to others.

On execution of Test Case 1 (section IV-A), the base station
could not attach to operator B’s core network resulting in an
SCTP ABORT message from the core network. Subsequently,
UE B could not connect to the network and remained in a
deregistered state. As expected, the PCAP logs on Operator
B’s core network (see Figure 5) did not include any packets
from UE B. This validated the strong isolation levels in
C-MOCN.

In order to evaluate the end-user quality of experience
(QoE) on C-MOCN, we performed video streaming, web
browsing and voice over IP (VoIP) tests and compared
the test results with the QoE delivered by commercial
networks. The test results indicated no visible performance

differences. However, it is noteworthy that C-MOCN was
deployed in a semi-sterile indoor environment with direct
line of communication, and negligible interferences in the air
interface. Thus, different results may be observed under a fair
benchmarking environment.

Fig. 6: LTE speed test results

Speed tests were also conducted to measure the upload and
download speeds of each sharing mobile network operator.
The tests were carried out using the an LTE speed test
application called SpeedTest [14]. The speed tests were
performed in parallel. The results are as shown in Figure 6).
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Both core networks produced the same download speed and
almost the same upload speeds.

VI. CONCLUSION

This paper demonstrated the paradigm of network
infrastructure sharing (including spectrum sharing) by
building a prototype based on MOCN architecture. There
is a general consensus that infrastructure sharing presents
the possibility of reducing the cost of network acquisition,
deployment and operation which is likely to stimulate
small and medium businesses penetration to the telecoms
business market and foster a healthy competition. Our paper
presents the emperical validation of the network sharing
architecture leveraging virtualization technologies in core
network deployment and traffic isolation. The performance
evaluation of the sharing architecture was also conducted
based on quality of experience. The beneficiaries of the results
of our work include small operators, incumbent operators,
regulatory bodies who can use this work as evidence of
the technical feasibility of infrastructure sharing to unlock
cost savings and to improve broadband penetration rates in
developing countries that are still plaqued by the digital
divide.

Our work primarily employed VLANs as a traffic isolation
mechanism.The VLAN-based sharing mechanism is still
highly vendor-dependent and lacks transparency in terms of
QoS management and allocation between sharing partners.
In future we plan to extend our testbed with an open RAN
capability running on commercial off the shelf hardware to
build a full-fledged multi-RAN virtualised solution.
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Abstract— Smart grid is a combination of technologies that 

emerged in response to the rapid changes in the way humans 

generate, transfer, distribute and use energy. An important 

characteristic of smart grid is its improved reliability, enabled by 

better use of grid knowledge and the distribution of grid 

intelligence. Currently, utilities face new challenges in developing 

networks that can meet more stringent communication 

requirements while limiting cost and complexity. This study 

proposes a new software-based networking platform, based on 

Industrial Internet of Things (IIoT) technology, which aims to 

improve smart grid reliability by enabling more reliability-

centred smart grid systems and by reacting immediately to 

communication problems while using real-time monitoring 

techniques. Using the principles of Software Defined Networking 

(SDN), Network Functions Virtualisation (NFV) and Machine-to-

Machine Communication (M2M), this design aims to provide a 

more flexible and affordable approach to developing and 

maintaining large-scale grid communication networks while 

offering several features that improve grid reliability and 

performance. By using a topology based on a model of a real city 

distribution grid, this architecture was implemented in an 

emulated network environment. Results from the experimental 

evaluation show that these networks are easy to set up, maintain 

and scale using virtual machines. Furthermore, the results show 

that these networks can automatically detect and recover from 

several types of simulated communication failures without 

affecting smart grid operations. The results also demonstrate 

their capability to reduce network congestion. From these results, 

we conclude that software-based networking can offer promising 

design alternatives for smart distribution grids, capable of 

improving the grid’s overall reliability.  

 

Keywords— Internet of Things, Smart Grids, Software 

Defined Systems, Machine-to-Machine.  

I. INTRODUCTION 

In the past decade, electricity supply disruptions have 

inconvenienced the daily lives of people around the world. 

Many of these disruptions can be attributed to failures in 

electricity grid infrastructure and there is thus a need to make 

the current grid more reliable, efficient, and secure. By using a 

two-way flow of electricity and information to create an 

automated, widely distributed energy delivery network, the 

next-generation power grid, i.e., the smart grid, aims to 

achieve these goals [1]. The system-wide intelligence that 

characterises smart grid is only feasible if the information 

exchange among its various functional units is expedient, 

reliable, and dependable. A communication network that is 

fast, reliable, and secure is therefore one of the keys enabling 

technologies of a smart grid. However, the current 

communication capabilities of existing electric power grids are 

limited and because the world is currently still in a transitional 

phase of shifting to smart grids, since research on the 

communication architectures that will support various 

automated and intelligent grid management systems is still in 

its early stages. Furthermore, although the energy industry has 

shown great interest in smart grid, its adoption by utilities has 

been slower than anticipated. This is especially true for nations 

with developing economies that do not have access to 

resources for major grid improvements [2]. Besides the 

regulation, standardisation, socio-economic and economic 

challenges utilities face with implementing smart grids, there 

are also various technical challenges that are awaiting 

solutions [3].  

 

Reliable communication is one of the problem areas 

identified for further research into communication 

architectures for smart grid [4].  For a network to be 

considered reliable it must ensure that each message reaches 

its destination correctly and timely, thus minimising the 

probability of system faults occurring in the grid. Some smart 

grid applications make use of messages that have critical 

timing requirements, which means the communication 

network reliability should be evaluated under strict timing 

constraints. Communication problems can be reduced, but 

they can never be eliminated. Reliable smart grid 

communication networks must therefore also limit the impact 

communication faults have on the whole power system by 

restoring dysfunctional components to their normal working 

status without delay, thereby improving communication 

resilience. Unfortunately, due to the associated 

unpredictability, the cost, as well as the complexity associated 

with developing large-scale electricity distribution networks 

that rely on the use of advanced communication hardware 

infrastructure, it may be very difficult for network architects to 

provide the required assurances that their network designs will 

meet these requirements. 

 

Using a model of a real city distribution grid as reference, 

the main objective of this work is to design and implement a 

communication network platform based on SDN, NFV and 

M2M that can potentially improve a distribution grid’s 

reliability. In particular, the following research questions will 

be explored: What would the key requirements and design 

considerations be for a software-based communication 

network that aims to improve the reliability of a distribution 

grid? Can software-based networking principles be used to 

design a platform, hosted on a desktop or laptop computer, 

that can streamline the set up and evaluation of smart grid 
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communication network designs for distribution grids? Will an 

implemented software-based communication network be able 

to support and enable a reliable smart grid application, i.e., an 

Enterprise Asset Management (EAM) application that relies 

on automated batch data acquisition functions? Can network 

functions and services implemented in this network reduce the 

probability of communication failures as well as 

communication delays, and finally, can these functions be 

automated to reduce the overall network repair time?  

 

The rest of this paper is structured as follows: Section 2 will 

explore the requirements for reliable data communication in 

smart grids. Section 3 will consider existing approaches to 

improving smart grid communication reliability, focussing on 

work that has been done in terms of Internet of Things (IoT) 

based approaches. This will be followed by a description of 

the proposed architecture section 4. Section 5 will describe the 

implementation of the proposed architecture in an emulated 

network platform along with the tests that were performed to 

evaluate this network’s reliability. Section 6 will offer an 

evaluation of the test results. This paper will be concluded in 

section 7 with answers to our research questions as well as a 

discussion of further work. 

II. REQUIREMENTS FOR RELIABLE SMART GRID 

COMMUNICATION 

Because most of the systems in a smart grid depend on 

automated and intelligent grid management systems, the 

reliable flow of power will in many cases depend on the 

reliable flow of information. For example, consider a power 

supply disruption detected by a sensor in a transmission 

substation that triggers a failover signal to another substation 

in a distribution grid, which will allow it to switch over to 

local solar photovoltaic (PV) plants. A damaged fibre-optic 

cable in the communication network may prevent this failover 

signal from reaching the other substation, thus leading to a 

supply disruption. Furthermore, if a malfunctioning network 

switch delays the transfer of grid status information, it may 

delay operators from manually intervening to correct the fault 

or cause them to manually switch over supply to 

underperforming PV plants. This could extend the duration of 

the supply disruptions even further. The fact that these 

networks need to accommodate various smart grid 

applications and devices that depend on different message 

types, adds another layer of complexity to their design. In the 

distribution domain, the IEC 61850 standard has been widely 

adopted for substation communications and stipulates the 

typical design considerations for networks carrying different 

messages [5]. Table 1 summarises these considerations. 

TABLE I 
COMMUNICATION NETWORK CONSIDERATIONS FOR DIFFERENT MESSAGE 

TYPES USED FOR SUBSTATION COMMUNICATION [5]. 

Message Type End-to-end 

Latency 

Message Size 

Fast messages < 3 ms - 100 ms 1 bit 

Medium speed messages < 100 ms 1 bit -16 bits 

Low speed messages < 500 ms 16 bits – 1024 

bits 

Raw data messages < 3 ms - 10 ms 12 bits – 18 bits 

File transfer functions > 1000 ms 512 bits – 200 

kilobits 

Designing smart distribution grids with functions that 

improve communication reliability to meet these requirements 

is therefore vital to improving the overall reliability of the 

power grid. To design reliable smart grid communication 

networks, three important communication requirements need 

to be considered.  These requirements are summarised in 

Table 2.  

TABLE II 

SUMMARY OF REQUIREMENTS FOR RELIABLE SMART GRID COMMUNICATION. 

Requirements Contributing 

Factors 

Related Smart Grid 

Objectives  

Reduce the 

probability of 

lost messages 

Link and node 

failures; source 

and destination 

unavailability; and 

network isolation 

Increase the probability of 

meeting communication 

service requirements that 

will ensure grid functions 

are executed successfully 

Reduce the 

probability of 

delayed 

messages 

Underperforming 

and overloaded 

network devices  

Increase the probability of 

meeting communication 

service requirements that 

will ensure grid functions 

are executed on time 

Reduced the 

mean time to 

repair network 

problems 

Delays in time to 

detect, locate, 

analyse, repair 

communication 

issues  

Shorten recovery times to 

reduce the probability of 

extended periods of 

failures and delays, thereby 

reducing the probability of 

failed or delayed grid 

functions 

III. EXISTING SOLUTIONS 

Inspired by successes in the telecommunications and 

information technology sectors, more studies are focussing on 

solving the problem of developing IoT based communication 

network architectures that can meet the stringent requirements 

of various smart grid systems. A recent survey provides an 

overview of several SDN based smart grid communication 

(SDN-SG) architectures that have been proposed and 

implemented [6]. Other studies that have made noteworthy 

contributions to this work are listed in Table 3. 

TABLE III 

EXISTING SOLUTIONS THAT CONTRIBUTED TO THIS WORK. 

Solutions Contributions 

[7] Dorsch  

et al., 2016 

Proposed an architecture that combines the 

benefits of reactive and proactive Fast Failover 

Recovery (FFR) for smart grids using SDN. 

[8] 

Niedermeier 

et al., 2016 

Offers a model that supports the benefits of NFV 

for smart grid applications in large-scale 

distributed networks. 

[9] Nafi et 

al., 2018 

Offers a reference topology for SDN-based smart 

grid Neighbourhood Area Networks (NANs) as 

well as insight into the number of controllers and 

switches needed for a NAN in a residential area. 

[10] Sydney  

et al., 2014 

Demonstrated the flexibility and speedy 

implementation of SDN based FFR and load 

balancing functions in a real-world, geographically 

distributed platform called GENI. 

[11] Guo  

et al., 2016 

Proposed an architecture that buffers, schedules, 

and aggregates data using SDN to support big-data 

acquisition in smart grids. 

[12] Meloni  

et al., 2016 

Proposed an architecture with virtual grid devices 

and virtual application entities that can aggregate 

and schedule data for transfer as a service. 
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[13] Molina  

et al., 2015 

Proposed an architecture with SDN applications to 

monitor and control smart grid networks that use 

non-SDN protocols. Implemented the network on 

a single computer using Mininet [14]. 

[15] 

Jararweh et 

al., 2017 

Proposed an architecture that uses virtualisation 

and Software Defined Systems (SD-Sys) to 

provide functions and services in the network 

edge. 

IV.  PROPOSED DESIGN 

Considering the architectures and models described by 

other researchers along with their potential benefits and 

shortcomings, a smart grid communication architecture that 

aimed to improve the reliability of smart distribution grids was 

proposed in this work. This architecture is presented in Fig. 1 

in terms of the four smart grid zones that are most relevant to 

the distribution domain [16]. Note that, although this 

architecture is designed with the electricity distribution 

domain in mind, it may also be adapted for use in other smart 

grid domains.  

 

 
Figure 1: Architecture of the proposed system 

A. Architecture  

From the bottom up, the process zone represents the 

distribution grid infrastructure that supports the electricity 

distribution processes. This includes electricity infrastructure, 

machines, and buildings. In distribution grids, this layer will 

describe the distribution substations and other distribution 

field equipment. The sensors and actuators connected to the 

distribution infrastructure are also included in the process 

zone. Next, these sensors and actuators are connected to 

devices in the field zone. In most cases, these connections are 

physical copper connections that transfer electrical signals. 

The field zone will contain the devices that transform these 

signals into data for transfer using the distribution grid’s 

communication networks. Smart grid devices in this grid zone 

of a distribution grid may include stand-alone computers, 

laptops, mobile devices and in many cases, devices that are 

integrated directly with the grid infrastructure as part of a 

“smart” unit. Devices located in and around substations will be 

equipped with hardware for data processing, storage, and 

communication. Many of the functions performed by these 

devices can be virtualised, which is why Network Functions 

Virtualisation Infrastructure (NFVI) and Virtual Machines 

(VMs) are included in the field zone of this architecture. The 

devices in the field zone will communicate among themselves 

and with elements in the station zone using internal substation 

networks and NANs, Extended Area Networks (EANs) and 

Field Area Networks (FANs). The communication nodes in 

these networks, i.e., the network switches, are contained in the 

station zone. By implication, the devices in higher tier 

substations and other facilities acting as NFVI for virtual 

switches and SDN controllers will become the distribution 

grid edge network’s “hot spots”. The NFVI in the station zone 

will connect the distribution grid’s field components to the 

grid’s Metropolitan Area Networks (MANs) or Wide Area 

Networks (WANs) by providing interfaces to the grid’s 

backhaul networks. The NFVI in the station zone will also 

include instances of M2M Internetworking Proxy Entities 

(IPEs) that act as interfaces for non-M2M devices, and in 

some cases M2M Gateways that provide edge networks 

service needed at specific points in the distribution grid. The 

operation zone contains the NFVI that hosts the domain level 

SDN switches and controllers for the distribution grid’s core 

communication networks. VMs hosted on this NFVI also 

contain the M2M Backend services. The distribution grid’s 

smart grid applications, network management applications and 

M2M management applications are also located in the 

operation zone with interfaces to the relevant NFVI and VMs. 

This includes the SDN applications for network monitoring 

and automated network control functions. The NFV 

Management and Orchestration (MANO) also operates in the 

operation zone, where it manages the provisioning, updating, 

resourcing and termination of all VMs on available NFVI in 

the network. 

B. Network Design 

Using this architecture, a design for a software-based 

communication network that aimed to improve the reliability 

of a section of the City of Cape Town’s distribution grid was 

developed. The architecture of this proposed design is shown 

in Fig. 2.  
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Figure 2: Example of how a software defined communication network design 

can be implemented in an electricity distribution grid   
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For this design, a substation computer was placed in each 

primary and main substation to act as the station and field 

zone NFVI. These substation computers function as the 

network “hot-spots” for the distribution grid devices near 

them, offering network connectivity via the SDN switches that 

they will host as VMs. Each substation also has at least one 

substation device that will have direct interfaces to sensors that 

collect data about the grid infrastructure. The primary 

substations in the distribution grid are the main network 

interfaces for devices in smaller secondary substations, mini-

substations and other distribution grid field infrastructure that 

do not have their own substation computers. In addition to 

hosting an SDN switch, the primary substation computers also 

host M2M IPE services that transform all data received from 

the distribution grid devices to a common data model used by 

M2M data acquisition services. The IPE also manages the 

low-level data aggregation and storage of received sensor data.  

 

The substation computers located in the main substations 

host the M2M Gateway services, which provide another level 

of data aggregation in the edge networks, along with other 

network service functions. Distribution grid SDN controllers 

are also hosted on these main substation computers to provide 

edge network control in the NANs. Servers located in the 

distribution grid’s control centre serve as the NFVI in the 

operation zone. These servers host VMs for the domain SDN 

controllers and the Backend M2M services, which will be the 

central repository for the acquired grid data. Running 

alongside these VMs will be the smart grid applications 

themselves that will access this stored data when needed. 

Applications that manage the distribution grid devices and 

remote storage also run on these servers, along with the NFV 

MANO that provision the required VMs and manage their 

resources. Most important for managing the functions that aim 

to improve the distribution grid’s communication reliability 

will be the network management applications that also run on 

these servers.   

 

Included in this design are network functions that 

automatically discover the entire network topology and update 

the topology information when the network configuration 

changes. These functions also ensure that the shortest routing 

paths are maintained for each discovered network switch. 

Applications that support automatic FFR and traffic 

scheduling with flow aggregation are also included, with the 

potential to add more network functions that support 

communication reliability at a later stage. FFR functions are 

the main recovery mechanism for communication link and 

node failures. Automated traffic scheduling functions are 

implemented as M2M services and configured to support 

automated failover to back-up devices to manage destination 

device unavailability. Lastly, applications that support real-

time network monitoring and run-time network control are 

included in the design, with a graphical user interface (GUI) 

that provides an easy-to-use presentation of network 

information to users. Real-time network monitoring and 

control functions play a crucial role in improving the 

communication reliability for functions that cannot be 

automated. These applications will provide users with live 

monitoring metrics of the global network status and that can 

be recorded for historical trends analysis.  

V. IMPLEMENTATION 

To evaluate the proposed design, a virtual network was 

implemented using a network emulation system called Mininet 

[14], hosted on a single desktop computer. The scope of this 

implementation was limited to two main substations and 13 

primary substations, each connected to 13 sensors interfacing 

with a smart substation device and a substation computer. It 

also included a control centre server. The network topology 

therefore consisted of 15 virtual network switches connected 

to NAN in the network edge, with two interfaces to a backhaul 

network in a MAN. The network was controlled by three 

virtual SDN controllers. Network functions for FFR, 

automated SDN controller failover, automated host failover, 

data buffering and traffic scheduling were implemented using 

SDN application interfaces and M2M services. The ONOS 

Tutorial VM Version 1.15.0 [17] was chosen for this testbed 

because it came preconfigured with Mininet, ONOS SDN 

controllers and various other applications needed for creating 

virtual SDN networks. A high-level architecture of the 

implemented testbed is shown in Fig. 3. 

 

 

Figure 3: Implementation testbed architecture 

A. Substation Simulations and M2M Service Platforms 

Using the OpenMTC IPE-sensors demo application 

examples [18] as a reference, Python programs were 

developed to function as simulations that generate data from 

smart grid devices connected to substation sensors. The 

programs were also implemented to acquire data by 

functioning as M2M service platforms. The procedures 

executed by these programs are shown in Figs. 4-5.  

 

Figure 4: Algorithm for substation data generation and data acquisition using 

a Machine-to-Machine gateway service  
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Figure 5: Algorithm for data acquisition using a Machine-to-Machine 

backend service 

Python programs were also developed to offer M2M 

functions for data storage and organisation, data transfer using 

FTP communication, traffic scheduling and automated 

failovers to back-up devices. To observe the effects of 

communication issues on these simulations acting as running 

smart grid applications, these programs were configured with 

status logging messages that informed users of each function 

the program executed and alerted them to any problems with 

the execution of these functions. The communication was 

monitored using the ONOS GUI [19] and the Wireshark [20] 

network packet analyser.  

B. Network reliability tests 

Next, a series of tests were conducted to evaluate the 

reliability of the implemented network. These tests focused on 

answering the following two questions: Could the 

implemented software-based network provide the 

communication functions and services needed to support a 

reliability focussed EAM system? Would the network 

functions and M2M services implemented in this design 

improve the communication reliability of the modelled 

distribution grid when subjected to various communication 

problems? These tests therefore focussed on the ability of 

these network functions and services to support the 

uninterrupted operation of a reliability focussed smart grid 

application, while reducing the probability of communication 

failures and communication delays and reducing the mean 

time to repair any communication problems. The network 

functions that were tested included fast failover recovery, 

automated SDN controller failover, automated host failover, as 

well as data buffering and traffic scheduling. To test these 

network functions, the network was subjected to a series of 

failure simulations from which it had to recover automatically 

without interrupting a data acquisition process. The points of 

simulated failures introduced in the network during testing are 

illustrated by the red bolts in Fig. 6. 

 

 

Figure 6: Simulated failure points in the implemented network 

VI. VERIFICATION 

The Fast Failover Recovery functions were tested first by 

disabling network links and nodes in the NAN. Within 

milliseconds, the network functions detected these failures and 

diverted traffic to alternative flow paths without interrupting 

the executing EAM functions and without any data loss. The 

automated SDN controller failover functions also caused no 

data loss or interruptions after a controller failure was 

simulated by disabling it. The functions again detected the 

failure, and reassigned mastership of the impacted switches to 

backup controllers until the failed controller was automatically 

restarted. When one of the Gateway hosts was disconnected 

from the network during data acquisition, the M2M service 

platforms ensured that data transfers from impacted IPE hosts 

were rerouted to a backup Gateway host. This ensured that the 

EAM functions were not interrupted and that none of the 

captured data was lost. However, each switchover to a backup 

Gateway introduced a slight delay in the data transfer step. 

Automated data buffering functions were tested by 

disconnecting a substation from the NAN and by 

disconnecting the NAN from the MAN respectively. After a 

substation was disconnected, the generated data was buffered 

on an IPE host using text files. The buffered data then 

automatically transferred to a Gateway host as soon as a 

connection was re-established. Similarly, the Gateway host 

showed that it could buffer data intended for the Backend host 

until the connection to the MAN was re-established. The data 

buffering functions allowed the EAM functions to continue 

without interruption or data loss, but delays in data transfers 

were observed each time the network connections were re-

established. These delays were attributed to network 

congestion caused by the reconnecting hosts attempting to 

clear their buffer backlogs. 

 

Lastly, traffic scheduling functions that aimed to overcome 

these sorts of congestion problems were tested by overloading 

network resources with large file transfers. The Round-Trip-

Latency (RTL) of ping messages that were sent across the 

congested network before and after the traffic scheduling 

functions activated, were then measured to observe the 

effectiveness of these network functions. The result was that 

the amount of network traffic reduced substantially each time 

the scheduling service activated, resulting in improved RTL 

for the ping messages. The measured RTL for ping messages 

before and after the traffic scheduling service activation was 

plotted in the graph shown in Fig. 7.  

 

 

Figure 7: Improvement in round trip latency due to traffic scheduling 

VII. CONCLUSIONS 

This research aimed to determine if software-based 

communication networks could offer a means to improve the 

reliability of smart grids in the distribution domain. Based on 
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the results obtained, it can be concluded that communication 

networks based on the IoT frameworks of SDN, NFV and 

M2M indeed have the potential to improve the overall 

reliability of a distribution grid. These results show that this 

improvement in grid reliability can be achieved by using 

network functions to reduce the probability of communication 

failures and communication delays, while minimising 

communication fault restoration time. The results also show 

that software-based networks can better enable communication 

dependent smart grid functions, such as the functions required 

by EAM systems by providing specific communication 

services, e.g. data management. This work therefore supports 

the benefits that software-based networking architectures can 

offer smart grid designers. It also demonstrates new 

opportunities to integrate customised network applications into 

network designs. This adds a new degree of flexibility to the 

network, which may help to overcome various challenges, 

especially those utilities faced with limitations posed by 

supplier specific solutions and technologies. Furthermore, this 

work demonstrated how a software-based communication 

network, based on a model of a real city’s distribution grid can 

be implemented and evaluated on a single desktop or laptop 

computer using a network emulation system. These virtual 

networks can be created in a matter of minutes and allow for 

the simulation of network problems that can offer valuable 

information that will assist network designers with improving 

their designs. This is a major benefit over conventional 

hardware-based networking approaches, which may take days, 

weeks or even months to set up and evaluate. The ability to 

monitor and control these networks with a decoupled control 

plane is also favourable over conventional on-site network 

maintenance. Although not implemented in this work, related 

literature supports the fact that the VMs used in these network 

emulation systems can also be deployed in existing distributed 

infrastructure. Overall, the opportunities demonstrated by this 

research to improve a distribution grid’s reliability and 

streamline its development may offer utilities a means to 

develop better electricity distribution grids that are also more 

economically viable to implement. These benefits will likely 

encourage the uptake of smart grid by utilities and promote the 

use of technologies that can integrate with smart grid networks 

to grid users. In the long term, this may also result in better 

uptake of more cost effective and energy efficient technologies 

that may help to reduce the world’s carbon footprint.  

 

Further research may consider the use of this architecture 

for the improvement of ICT security in smart distribution grids 

as well as the enablement of other smart grid systems beyond 

EAM. There is also potential to expand this design to include 

other communication networks in the distribution domain or 

even other smart grid domains. Finally, to better understand 

the implications of implementing the proposed architecture in 

a distributed environment, future research should consider 

implementation in a distributed testbed environment and 

potentially a real world implementation, as part of a case 

study. 
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Abstract—The goal of computer vision is to provide computers 

with the perceptual capability to process and understand visual 

data and is achieved by synthesizing information from raw videos 

and images. Humans are among the most frequently analysed 

subjects of computer vision because activity recognition and pose 

identification are applicable in various critical industries. This 

study examines a novel data augmentation technique that can aid 

in the machine-learned interpretation of the human form for 

improved pose recognition by superimposing joint markers on 

humans detected in video footage. The joint locations are derived 

from a pose estimator and are supplemented with additional 

information through the use of colour. The keypoint colour 

augmentations are applied based on either a radial or ringed 

colour wheel, which is notionally intended to encode spatial 

information based on the position of the joint. An improvement 

in classification accuracy of up to 11 percentage points over a 

baseline model was achieved when applied to a pose dataset and 

classified using a convolutional neural network. Furthermore, 

different augmentation schemes were found to favour the 

recognition of certain poses over others. These augmentation 

schemes can be diversely applied in human activity recognition 

and tailored to foster improved accuracy for pose-dependent 

classification tasks.  

 

Keywords—Convolutional neural network, Data augmentation, 

Image classification, Pose estimation, Pose recognition. 

I. INTRODUCTION 

Automated human activity and human pose recognition are 

among the technologies used to assist and cooperate with 

humans in meaningful ways. Human-orientated machinery and 

assistive technology systems often apply person recognition to 

enable systems that involve patient monitoring and health 

evaluation [1], human-computer interfacing [2], smart home 

technology [3], and limb and recovery rehabilitation therapy 

[4]. These systems operate by acquiring situational awareness 

through scene understanding based on the presence and actions 

of humans in the immediate environment [5]. Depending on 

the nature of the task, these systems often need to operate in 

real-time. Video-based human activity recognition (HAR) is 

one such application that is frequently relied upon for time-

critical tasks, especially in healthcare monitoring. A HAR 

solution operates by learning the routine activities of daily life 

to recognise any abnormal behaviour, like a person falling 

down. An event of this kind should ideally be met with 

immediate assistance to the victim.  

 

HAR achieves scene understanding by synthesising 

information in video footage [5]. To date, attempts to identify 

visual cues have relied on body shape analysis, where 

deformations in the silhouette of a person are measured to infer 

a specific action or movement. This involves monitoring 

changes in the proportions of a projected bounding box drawn 

around the individual. Alternatively, contemporary model-

based approaches obtain cues by encoding a human pose as a 

compact feature vector which maintains a measure of 

similarity with a database of known poses, thus allowing for 

comparative distance measurements when estimating new pose 

instances [5]. Preserving pose similarity makes it possible for 

known poses to be easily recognised and unknown poses to be 

readily estimated. Similarly, modern machine learning 

methods maintain pose similarity by mapping an abstracted 

feature space to a common class label as is the case for a 

Convolutional Neural Network (CNN). 

 

This paper investigates the use of data augmentation in pose 

recognition to compose a favourable feature encoding that a 

machine-learned classifier can leverage for improved 

classification accuracy. The augmentation techniques embed 

spatial information into each input instance and consequently 

encourage class similarity among similar poses. This approach 

entails identifying individuals in an incoming video feed and 

plotting a skeletal mapping of keypoints across their 

approximated silhouette. The keypoints are assigned colours 

based on their position, thereby supplementing the visual 

information available to the classifier. These descriptors can be 

leveraged during feature extraction and thereby enhance the 

discriminative cues for pose recognition within the CNN 

feature space.  

 

Two colour wheel configurations are proposed for the 

positional assignment of each keypoint colour, namely a radial 

and a ringed structure, which are presented in Section IV. The 

distinct colour arrangement of each wheel helps to encode cues 

for silhouette deformation (ringed) and orientation changes 

(radial). The fixed position of keypoints on the colour wheel 

results in identical poses expressing a similar range of keypoint 

colours. Ultimately, this approach allows a pose classifier the 

freedom to selectively learn which visual cues are salient 

features that best describe a pose based on either the isolated 

human silhouette or the colour-encoded keypoints. 
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The remainder of this paper is organised as follows. Section 

II provides an overview of advances in pose estimation and 

recognition and how colour has been discovered to be a salient 

feature in image classification. Insight into how a CNN 

functions and performs image recognition is presented in 

Section III. Section IV contains details on the experimental 

design, the dataset, the colour-based augmentation techniques, 

and the structure of the implemented CNN. The evaluations 

performed on each keypoint colour encoding are summarised 

in Section V, whereafter the study is concluded in Section VI. 

II. RELATED WORK 

Different approaches exist for human pose estimation which 

is decided by the choice of sensors and the intended application. 

The kinematic configuration, or pose, of the human body is 

often only approximated given the complexity of its 

articulation within 3D space [5]. Simplifying the human form 

to an abstract shape or a set of keypoints in 2D space makes for 

a practical approach to estimating a pose. This is because a 2D 

representation is subject to a reduced search space and is the 

result of forgoing contextual and spatial information that 

would otherwise be captured in 3D imaging [5]. 

 

Pons-Moll and Rosenhahn [6] identified a selection of 

keypoints to model a 3D representation of the human body. 

Their approach relied on depth sensors and the complex 

coordination of multiple cameras aligned to observe the same 

scene. This 3D abstraction allowed for an accurate 

representation of a pose as it relates to the real-world 

configuration of the human body. However, accurately 

modelling the human form in 3D affords a greater degree of 

freedom in permissible poses and consequently more 

opportunity for possible errors. Additionally, optimising such 

a representation to adapt to incoming instances for pose 

estimation is computationally expensive. For these reasons, a 

simplistic 2D representation is often preferred given its 

realistic potential for real-time applications, albeit at the 

expense of 3D information that would otherwise support 

greater accuracy. Therein lies the motivation of this study: to 

experimentally enhance a 2D pose representation with a pose-

sensitive descriptor that can mimic forfeited 3D information. 

Colour is a prime candidate for this type of enhancement given 

recent insights into the functionality of CNNs and how colour 

has been discovered to be a valuable feature in image 

classification.  

 

A recent study showcases how adept CNNs are in 

processing colour. Buhrmester et al. [7] examined the effects 

of colour omission when classifying images from multiple 

datasets. The significance of colour-dependency among 

samples was most prominently expressed in an image dataset 

of different terrains that depict desert, forest, snow, and urban 

scenery. Samples from the desert and snow classes were 

among the most dependent on colour information, likely due to 

the similarity in their appearance. Their identical landscapes 

prompted the classifier to learn characteristic hues of warm or 

cool colours as distinguishing features between them. 

Interestingly, the urban category was least affected by the 

omission of colour, suggesting that perhaps colours varied too 

often among its samples and thus learnt characteristic objects 

and shapes within the cityscapes as cues for that class. These 

findings suggest that CNNs learn adaptively based on the most 

discriminate features of each class, including colour. This 

study capitalises on this insight by introducing colour-based 

keypoint mappings that act as cues in the classification of 

human poses. These mappings are based on a fixed geometrical 

shape that simulates 3D spatial information regarding 

variations in the orientation and shape deformation of the 

human body. 

III. CONVOLUTIONAL NEURAL NETWORK 

A CNN is a multi-layer neural network that effectively 

learns visual patterns directly from images. The initial layers 

in the CNN act as a hierarchical feature extractor where a set 

of learnt filters sequentially convolve across the entirety of an 

image to yield a feature vector that is iteratively refined as it is 

passed through each layer. This connection structure 

essentially performs feature filtering on the output of each 

preceding layer to help isolate salient features that suggest the 

input class. The filters are adapted during training to become 

sensitive to discriminative patterns and activate when a 

valuable feature is detected. 

 

Convolution is traditionally followed by a sub-sampling 

layer, such as pooling, which reduces the dimensionality of the 

feature vector and instils the classifier with translation 

invariance. This makes the classifier robust against minor 

distortions and variations for the sought features in an image 

[8]. The effect is a consequence of condensing the feature 

vector to contain only the most significant features that 

contribute to the input’s eventual classification. Translation 

invariance is advantageous for pose recognition because a 

person can be positioned in any location and in various poses 

within the recorded video frames.  

 

A CNN concludes in either a single or a set of fully 

connected layers that acts as a general-purpose classifier over 

the extracted features. These layers learn an association 

between a collection of features and its predefined class. This 

association is self-elected and can be based on a concentration 

of certain abstracted textures, shapes, or even colours in the 

compiled feature vector [7]. For this study, adopting data 

augmentation as a pre-processing step is intended to benefit the 

classifier by providing it with more freedom in electing a 

favourable class association. This would improve the 

classification accuracy for easily confused classes such as the 

sitting (on a chair) and crawling pose which are identical 

except in their orientation. Given the translation invariance 

inherent in a CNN, it is not sensitive to differentiating classes 

based on the position or orientation of a pose. However, 

encoding such positional and orientational cues using colour-

based augmentations may equip the classifier with this 

capacity. 

IV. EXPERIMENTAL DESIGN 

This section contains an overview on each aspect of the 

experiments conducted in this study, including the dataset of 

human poses, the method used for human detection and 

silhouette extraction, how keypoints are identified and 

augmented to encode additional information through colour, 

and finally the CNN structure that facilitates pose recognition. 
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A. Dataset 

The dataset was obtained from Adhikari et. al [9], which 

was compiled for their own fall detection experiments. It 

consists of five different poses (sitting, standing, laying, 

bending, crawling), which allows for the influence of colour-

based augmentations to be observed on each of these poses. 

The five poses were manually labelled for each captured video 

frame that was recorded using a Microsoft Kinect sensor. 

Variability within the dataset was also minimised by limiting 

real-world complications such as extreme occlusions, changes 

in the background of the scene, and the possibility of multiple 

people within a scene. However, out of frame observations 

were retained, which naturally occur as an individual walks 

into and out of the camera's field of view, resulting in a sixth 

class free of any pose and labelled as an empty instance. 

 

The resolution of the Kinect sensor yields frames of 640 x 

480 pixels and captures both Red Green Blue (RGB) and depth 

images. These were recorded from a vantage point of 

approximately 2.4m above ground which is the height of the 

ceiling for each room in which the recordings were made. A 

total of five different participants were monitored from eight 

distinct viewing angles within selected rooms. The training set 

of 14,938 frames features two participants whose movements 

were recorded in separate rooms. The validation set of 3,063 

frames again features one of these participants but recorded 

from a different viewing angle not contained within the 

training set. The remaining three participants make up the test 

set of 2,344 frames recorded in a room not included in either 

the training or validation sets. Combining these different 

angles, rooms, and participants into the dataset helps ensure 

that it expresses various perspectives for all of the five poses. 

B. Silhouette Extraction 

The first step toward pose estimation entails detecting any 

humans in the video footage using static background 

subtraction. It is a simple technique that discounts the 

changeless elements in a scene to identify motion and extract a 

silhouetted person from the video frame. The method is 

typically only applied when monitoring a controlled 

environment to avoid any confusion that pets, or other moving 

objects, may introduce. Adaptive background subtraction is a 

similar but more advanced technique that helps counteract 

irrelevant scene changes such as shifting shadows by 

weighting incoming observations in a video feed more heavily 

than preceding observations [10]. Using this technique, the 

dataset is pre-processed to extract the silhouette of any person 

present in each video frame. The original video frames in the 

RGB and depth footage are depicted alongside their 

background subtracted counterparts in Fig. 1 and Fig. 2, 

respectively. 

 
_Original RGB frame Background subtracted frame_ 

  
Figure 1: Example of recorded RGB frame (left) alongside its background-

subtracted counterpart (right). 

_Original depth frame Background subtracted frame_ 

  
Figure 2: Example of recorded depth frame (left) alongside its background-

subtracted counterpart (right). 
 

The information loss suffered by RGB images due to scene 

variations and changes in lighting during background 

subtraction is supplemented by depth images, which are robust 

against these influences. Depth imaging is, however, subject to 

a limited viewing range given the sensor's observable distance 

(typically less than 5m for the Kinect). Both sets of images are 

complementary in the information they provide and including 

both in the dataset allows the pose classifier the opportunity to 

utilise RGB information when depth imaging is affected by its 

distance limitation. Similarly, it can rely on depth information 

when RGB imaging is affected by a malformed silhouette 

caused by variations in lighting and shadows. 

C. Keypoint Colour-based Augmentation 

OpenPose [11] is a reliable vision-based pose estimator used 

to derive a set of 25 skeletal keypoints from each identified 

person in the dataset. It performs this estimation using an 

iteratively refined heat map of the most probable locations for 

every joint of the human body. The positional likelihood of 

each joint is refined by considering its relation to surrounding 

joints. In the end, the pixels associated with the highest degree 

of probability for their associated joint are then output as a set 

of XY coordinates. These represent the keypoints that are 

mapped onto the human silhouettes and assigned a colour 

based on their position within a projected colour wheel. Fig. 3 

illustrates the four colour wheels used to this end. In addition, 

the extracted human silhouettes are used to establish a 

comparable baseline dataset without keypoint mappings to 

further highlight the effectiveness of this approach. Finally, the 

baseline images and applied augmentations yield five separate 

datasets that are comparatively evaluated in Section V. 

 
(a) Gradient radial (b) Segmented radial 

  
(c) Gradient ringed (d) Segmented ringed 

  
Figure 3: The proposed colour wheels that are used to assign keypoint 

colour based on their position within the colour wheel. 
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Using the obtained OpenPose XY coordinates, the given 

colour wheel is fixed to the centre of a person's torso when 

assigning colours to the keypoints. Examples of this mapping 

are illustrated in Figs. 4-7. The type of information encoded 

through each of the colour wheels is determined by the 

available spectrum of colours and the structural arrangement 

of those colours. The gradient-based colour wheels in Fig. 3(a) 

and Fig. 3(c) supports greater granularity that emphasizes 

slight changes in a pose through the use of 360 distinct colours. 

The segmented colour wheels in Fig. 3(b) and Fig. 3(d) instead 

account for only six colours, helping to disregard any 

insignificant movement between poses. Using less granularity 

through a limited spectrum of colours helps to encourage CNN 

generalisation among poses of the same class. This is best 

illustrated in Fig. 4 where the projected keypoint mapping of 

various standing poses will mostly express the same six colours 

for the same joints across most instances. In contrast, varying 

gradients of similar colours will instead be expressed in the 

same set of joints when encoded using a gradient colour wheel 

as demonstrated in Fig. 5. 

 
Keypoint colour assignment Resulting keypoint mapping 

  
Figure 4: Positional keypoint colour assignment for a standing pose is 
demonstrated on a colour wheel of low colour granularity (left) alongside 

its projected mapping onto a human silhouette (right). 

 
Keypoint colour assignment Resulting keypoint mapping 

  
Figure 5: Positional keypoint colour assignment for a standing pose is 
demonstrated on a colour wheel of high colour granularity (left) alongside 

its projected mapping onto a human silhouette (right). 

 

The structural arrangement of colours in the colour wheel 

helps to mimic spatial cues that denote postural changes that 

would otherwise go unrecorded in the abstracted feature space 

of a CNN. The radial colour wheels in Fig. 3(a) and Fig. 3(b) 

are to help encode changes in the orientation of a pose, whereas 

the ringed colour wheels in Fig. 3(c) and Fig. 3(d) are to help 

capture silhouette deformations. Encoding any orientation 

changes should assist the classifier in distinguishing poses that 

share the same silhouette, such as sitting (on a chair) and 

crawling. Fig. 6 illustrates this in that a crawling pose will align 

horizontally with the colour wheel, thus saturating the 

keypoints of similarly oriented poses with the same colours: 

cyan and yellow. Again, a standing pose will align vertically 

and adopt mostly green and magenta keypoints. 

 

Keypoint colour assignment Resulting keypoint mapping 

  
Figure 6: Positional keypoint colour assignment for a crawling pose is 

demonstrated on a radial colour wheel that encodes orientation (left) 

alongside its projected mapping onto a human silhouette (right). 

 

On the other hand, the ringed colour wheel is expected to 

help capture size deformations related to the surface area that 

a pose assumes within a frame (e.g. standing compared to 

sitting). As demonstrated in Fig. 7, the range or number of 

colours expressed in the keypoint mapping is dependent on the 

size of the pose. The keypoint colours of a shrunken pose such 

as sitting will tend to be limited to colours in the inner rings of 

the colour wheel, whereas a larger pose will capture colours in 

the outer rings. However, unlike the radial colour wheel, the 

ringed representation is easily affected by size distortions 

caused by the distance between the subject and the camera. 

This influence can be limited by recording poses in a controlled 

environment, like in the given pose dataset [9], where 

consistent distances are maintained throughout all instances. 

 
Keypoint colour assignment Resulting keypoint mapping 

  
Figure 7: Positional keypoint colour assignment for a sitting pose is 
demonstrated on a ringed colour wheel that encodes size deformation (left) 

alongside its projected mapping onto a human silhouette (right). 

 

In the end, the final output image is resized to 156 x 108 

pixels to help reduce the computational load when training and 

executing the classifier. The images were also adapted to 

include four channels. The first three accommodate the RGB 

colour information for the background-subtracted image and 

encoded keypoint markers, like the resulting mappings 

illustrated in Figs. 4-7. The fourth channel accommodates the 

background-subtracted depth image, shown earlier in Fig. 2. 

Keypoint markers are also superimposed onto the silhouette 

depth images to highlight the points of interest that the CNN 

can use to classify the instances. 

D. Convolutional Neural Network Architecture 

The structure of the CNN is based on that of Adhikari et. al 

[11], which performed pose recognition on the same dataset. 

Their CNN was inspired by the VGGNet [12] which 

outperformed all other submissions in the ImageNet Challenge 

2014 for image classification. As illustrated in Fig. 8, the input 

layer of the network accepts an input image of size 156 x 108 

x 4. The remainder of the network replicates the VGGNet with 

only its hyperparameters adjusted to favour the pose dataset. 
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Figure 8: The composition of the CNN used to perform pose recognition as an image classification task in this study [9]. 

 

V. RESULTS 

The performance results for the colour-based augmentation 

schemes in pose recognition are documented in this section. 

The scores are evaluated against a baseline measure of non-

augmented pose representations to denote the improvements in 

classification accuracy. 

A. Validation Loss During Training 

The averaged validation loss performance for 20 training 

epochs for the five types of CNN classifiers are shown in Fig. 

9. Each classifier was trained on separate datasets augmented 

with a chosen augmentation scheme represented by each line 

in the graph. These and succeeding metrics presented in this 

section were computed using a stratified ten-fold cross-

validation strategy where the dataset was divided into ten 

subsets. Each set consisted of approximately the same number 

of data samples and an equally representative distribution of 

classes according to an approximate 75% train, 15% validation 

split, and a held-out 10% testing split. Fig. 9 reveals a steady 

performance improvement as the models are optimised with 

every training epoch. All models achieve convergence by the 

17th epoch. 
 

 
Figure 9: Averaged ten-fold cross-validation loss for each model type trained 

on their respective datasets. 

B. Pose Classification Accuracy 

The averaged classification accuracy for the ten-fold models 

measured on a single set of 2,344 test images is shown in Fig. 

10. The baseline models achieved performance scores in the 

range of 66% to 76%, with an average score of 70.48%. Each 

colour-based augmentation improves on the baseline scores 

and in the case of the segmented radial wheel improves 

performance by up to 11 percentage points (81.61%). However, 

these improvements are concentrated in specific classes since 

each augmentation tends to favour the recognition of certain 

poses over others. 

 
Figure 10: Averaged test accuracy performance scores across all ten-fold 

cross-validation models trained on each augmented dataset. 

C. Pose Class Recall 

The improvements that colour-coded keypoint markers 

afford classification accuracy is most obvious when observed 

using the averaged recall values depicted in Fig. 11. This 

illustrates how each augmentation scheme facilitates a model’s 

improved sensitivity toward certain poses. The baseline scores 

show marginal support for the bending (3%) and crawling (7%) 

poses. They are also the least represented poses in the dataset 

but evidently benefit the most from the applied augmentation 

schemes. Keypoint colours assigned based on the ringed colour 

wheel provide the greatest increase in recall likely due to its 

support for encoding size deformations. Since these poses 

demonstrate a more compact silhouette than any of the other 

poses, their keypoints acquire a greater concentration of 

colours within the inner rings of the colour wheel. This results 

in a unique colour set for the crawling and bending class 

instances.  

 

The radial colour-based augmentation scheme does not 

afford much improvement in classification sensitivity. This 

reveals that the most distinguishing attribute of bending and 

crawling poses is their compact shape, rather than their 

orientation. Improvements in recall for other poses namely, 

standing, sitting, and laying are not as significant because the 

classifier is likely well attuned to recognising these poses given 

the abundance of training instances. Thus, any minor 

improvement in sensitivity may be attributed to fewer poses 

being confused or falsely classed as one of these prevalent 

classes. 
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Figure 11: Mean recall performance on the test set for each pose across all ten-

fold cross-validation models per augmented dataset. 

D. True Positive Class Count 

Examining the true positive count can further demonstrate 

how assigning a colour to keypoints based on a colour wheel 

encodes discriminative features into the pose representation. 

The counts are compiled in Table 1 and reveal how the 

structural arrangement of colours supports the classifier in 

learning to recognise poses that are mainly differentiated based 

on orientation or body shape deformation. The bending and 

crawling instances have the highest true positive counts when 

represented using the ringed augmentation scheme, given its 

aptitude for encoding variations in silhouette size. Laying and 

standing poses have the highest counts when keypoints are 

assigned colours from the radial colour wheel which encodes 

the characteristic vertical or horizontal orientation of these 

poses. Interestingly, sitting poses seem to benefit from the 

radial colour wheel augmentation scheme instead of the 

expected ringed colour wheel. It would appear that size 

deformation is not considered a significant feature in its 

classification and thus demonstrates an underlying and 

unknown feature set and class association learnt by the CNN. 

TABLE I 

TRUE POSITIVE COUNTS ON TEST DATASET 

Class Baseline 
Gradient 

Radial 

Segmented 

Radial 

Gradient 

Ring 

Segmented 

Ring 

Crawling 
(37) 

1 9 3 24 17 

Bending 
(83) 

6 30 30 45 33 

Empty 
(205) 

89 149 130 158 136 

Lying 
(577) 

552 570 567 561 507 

Standing 
(657) 

595 621 631 614 616 

Sitting 
(785) 

409 507 552 431 504 

VI. CONCLUSION 

Pose recognition conducted as an image classification task is 

encumbered by the loss of spatial information given the nature 

of 2D imaging. The experiments conducted as part of this study 

show that it is possible to augment the representation of a pose 

to partially recover lost spatial cues related to the orientation 

and changes in the shape of the human body. The projection of 

keypoints onto a human silhouette and positional colour 

association within a colour wheel demonstrates the ability to 

mimic spatial cues. These cues emphasise postural changes 

that would otherwise go unnoticed in the abstracted feature 

space of a CNN image classifier. The structural arrangement 

of these colours in either a radial or ringed pattern encodes a 

similarity among instances of respective pose classes based on 

changes in orientation or shape. These colour-based signals can 

be leveraged by a CNN to better recognise poses that are 

characterised by these features. In addition, this form of 

augmentation can be readily applied to an incoming data 

stream, thereby helping to enhance a pose-dependent 

implementation that may require accurate and real-time 

classification when performing a time-critical task. 

 

The influence that the level of granularity (facilitated by the 

number of colours) has on classification performance could not 

be demonstrated using this dataset. Its influence would likely 

be most apparent when combating the distortion of different 

viewing angles that the placement of a camera may introduce. 

An inclined viewing angle from a high vantage point 

diminishes the cues for silhouette deformation while 

emphasising changes in orientation. Incorporating more 

granularity into the projected keypoint colours may offer more 

differentiation among poses that the viewing angle negates. 

REFERENCES 

[1] T. Banerjee, M. Enayati, J. M. Keller, M. Skubic, M. Popescu, M. Rantz, 

“Monitoring patients in hospital beds using unobtrusive depth sensors”, 

in 2014 36th Annual International Conference of the IEEE Engineering 
in Medicine and Biology Society, 2014, pp. 5904-5907. 

[2] K. Lai, J. Konrad, P. Ishwar, “A gesture-driven computer interface using 

Kinect”, in 2012 IEEE Southwest Symposium on Image Analysis and 
Interpretation, 2012, pp. 185-188. 

[3] T. Sato, T. Harada, T. Mori, “Environment-type robot system ‘Robotic 

Room’ featured by behavior media, behavior contents, and behavior 
adaptation, IEEE/ASME Transactions on Mechatronics, vol 9, no. 3, pp. 

529-534, Sep. 2004. 
[4] R. Komatireddy, A. Chokshi, J. Basnett, M. Casale, D. Goble, T. 

Shubert, “Quality and quantity of rehabilitation exercises delivered by 

a 3-D motion controlled camera: A pilot study”, International Journal 
of Physical Medicine & Rehabilitation, vol. 2, no. 4, pp. 1-14 , 2014. 

[5] M. Stommel, M. Beetz, W. Xu, “Model-Free detection, encoding, 

retrieval, and visualization of human poses from kinect data”, 
IEEE/ASME Transactions on Mechatronics, vol. 20, no. 2, pp. 865-875, 

Apr. 2015. 

[6] G. Pons-Moll, B. Rosenhahn, Model-based pose estimation. In Visual 
analysis of humans, London, England, Springer-Verlag, 2011, pp. 139-

170. 

[7] V. Buhrmester, D. Münch, D. Bulatov, M. Arens, “Evaluating the 
Impact of Color Information in Deep Neural Networks”, in Iberian 

Conference on Pattern Recognition and Image Analysis, 2019, pp. 302-

316. 
[8] I. Goodfellow, Y. Bengio, A. Courville, Deep learning, London, 

England: MIT press, 2016. 

[9] K. Adhikari, H. Bouchachia, H. Nait-Charif, “Activity recognition for 
indoor fall detection using convolutional neural network”, in 2017 

Fifteenth IAPR International Conference on Machine Vision 

Applications, 2017, pp. 81-84. 
[10] Z. Zivkovic, F. Van Der Heijden, “Efficient adaptive density estimation 

per image pixel for the task of background subtraction”, Pattern 

Recognition Letters, vol. 27, no. 7, pp. 773-780, May 2006. 
[11] Z. Cao, G. Hidalgo, T. Simon, S. E. Wei, Y. Sheikh, “OpenPose: 

realtime multi-person 2D pose estimation using Part Affinity Fields”, 

IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 
43, no. 1, pp. 172-186, July 2018. 

[12] K. Simonyan, A. Zisserman, “Very deep convolutional networks for 

large-scale image recognition”, in International Conference on Learning 
Representations, 2014. 

 
Jaco du Toit received his B.A. in Language Technology in 2017 and his 

B.Sc. Hons. In Computer Science in 2018 from the North-West University, 

Potchefstroom Campus. He is presently studying towards his Master of 

Science degree at the same institution in the field of Artificial Intelligence. 

54%

65%

77%

0%

20%

40%

60%

80%

100%
bending

crawling

empty

lying

sitting

standing

Mean Class Recall per Trained Model

Baseline

Gradient

Radial

Segmented

Radial

Gradient

Ring

Segmented

Ring

Southern Africa Telecommunication Networks and Applications Conference (SATNAC) 2021 Page 173



A Sustainable Mobile Money Prototype for Rural
Communities

Nobert Jere∗, Kehinde Aruleba†
∗†Walter Sisulu University

∗njere@wsu.ac.za
†arulebak@gmail.com

Abstract—Rural dwellers face challenges in collecting money
due to the lack of banking services in their communities. In
many countries, Mobile Money applications have been developed
to enhance financial transactions. The mobile money concept
allows people to transact money digitally without having a formal
bank account. COVID-19 pandemic has worsened the situation
with regulations such as social distance, limitations on people’s
movement and the importance of avoiding gatherings. This paper
proposes a Mobile Money application for rural people. This
secure application allows users to send money either through
cash, EFT or card and also allows them to redeem vouchers at
local shops. A community in the Eastern Cape Province of South
Africa was engaged. Participants were engaged through online
participatory design. Results show that over 90% of subjects
are interested in using mobile money systems to improve their
living standards. Participants would prefer a simple and easy-to
-use mobile application that is very reliable. A mobile money
prototype was designed and tested within the same community.
Evidently, mobile money has the potential to address travelling
and financial access challenges facing rural communities of South
Africa. Government departments could use the proposed mobile
money for payment of government grants and COVID-19 relief
funds to minimise travelling and overcrowding in towns.

Index Terms—Mobile money; Rural community; COVID-19

I. INTRODUCTION

The unavailability of financial institutions in remote areas
has had a tremendous impact on financial resources for rural
dwellers. Several solutions have been proposed and introduced
to enable access to finance for rural people; unfortunately, the
gaps remain. The rise of mobile money as a business model
and as a development tool has been propelled by the need
for financial inclusion in remote communities by assisting
them to access financial banking systems [1]. Although there
are various definitions of mobile money, the widely accepted
definition is ‘electronic financial services executed using a
mobile phone’ [2], [3]. Unlike mobile banking that involves
much formal documentation and interaction with banks,
mobile money services encompass basic banking, transfers
and payments [3]. It utilises basic cellular systems through
Unstructured Supplementary Serves Data (USSD) and Short
Message System (SMS), making mobile money accessible
regardless of how simple a mobile phone is.

Mobile money has its history in Africa dated back to
2007 with M-Pesa, an initiative powered by Safaricom and
Vodafone, Kenya. As of 2017, the M-Pesa model was a
success, with 96% of the households in Kenya using the
service [1]. Since then, other countries such as Uganda and

Zimbabwe have introduced similar Mobile Money platforms
in their cities and extended them to rural communities. The
growth of mobile banking in Africa is further necessitated
because over four in every five people do not have an
account with a formal banking institution [4]. As a result,
the use of mobile money expanded to other parts of Africa,
where it has successfully improved financial inclusion. The
paper introduces a mobile money application that allows
small businesses to grow and provides easy access to basic
services for rural communities without incurring too much
costs of travelling to town. Most of the people in these
communities are unemployed and live below the poverty line;
a convenient and straightforward transaction system such as
our proposed application is needed by these residents. The
paper has been motivated by the current COVID-19 pandemic
regulations, which mainly include minimising travelling and
keeping social distances. We argue that if rural communities
could be supported with efficient and reliable mobile financial
services, there would be less travelling and congestion in
nearby towns.

The structure of the paper is as follows: Section II discusses
related work, and the methodology section is presented in
Section III. Finally, Section IV shows the paper’s conclusions.

II. RELATED WORK

The recent COVID-19 pandemic, which has resulted in a
large-scale shutdown worldwide with governments calling for
social distancing to reduce transmissions of the coronavirus,
has also impacted the mobile money industry. Physical finan-
cial transactions such as handing out cash were highly dis-
couraged, which created an opportunity for the digital money
market [5]. As a result, 2020 saw a growth in the number
of mobile money subscribers by 12.7%. Besides, changes in
consumer behaviour during 2020 influenced growth in account
activity, with over 300 million active accounts monthly [4].
While the global increase in the number of users is apparent,
13% of subscribers who registered during the pandemic cited
that they did so due to the pandemic itself [6]. The first
deployment of mobile money was pioneered in the Philippines
through Smart Money in 2001. It was a collaborative effort of
Smart Communications, a telecommunications company and
a bank, Banco de Oro. Smart money was established to bridge
the gap created by the restricted reach of banks. Mobile money
depends on a cash-in, cash-out system. Central to this system
are merchants or agents who are designated to accept cash,
which is then deposited into a wallet (cash-in) or allows the
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wallet holder to convert the electronic value into cash (cash-
out) [2].

The Financial Access Initiative of 2009 revealed that more
than 2.5 billion individuals, translating to more than half
of the world’s population, have no subscription to a formal
banking system, with the most significant proportion (62%)
being the residents of Asia, Africa, Latin America and the
Middle East [7]. Therefore, financial inclusion challenges
mostly affect developing regions. Of the 1.2 billion individuals
who have access to banking services, two in every three
people live below USD5 per day [7]. Financial inclusion in
poor communities is exacerbated by factors such as the cost
of opening a formal bank account, long distances to banks
from remote areas and lack of documentation that is required
to open a bank account [3].

Most rural areas in developing countries are far from ATMs
or banks, which are mostly places in urban areas where human
traffic is high. Most banks require an identity document,
proof of residence, or employment letter [8]. Many adults
in marginalised communities do not have these documents,
thereby disqualifying them from having accounts with formal
banking institutions. Without mobile money platforms, remote
communities rely on saving their money as cash or buy assets
such as livestock which they can sell when they have an
immediate need for money. The challenge of keeping money
in these forms is that they are susceptible to losses through
theft. Also, there are chances of mortality in livestock. Again,
when there is an immediate need for money, it may be difficult
to quickly sell large biological assets such as cattle. Hence,
lack of access to money will increase vulnerability because
of the absence of an emergency buffer. Usually, banking
fees are high for low-income households. The operation costs
of banks have limited their establishment in remote areas.
High transaction costs and minimum balances accompany
accessibility challenges of banks to communities in rural
areas. Thus, formal banking proves to be unaffordable to
people living below the poverty datum line.

Mobile money has addressed most of these drawbacks
encountered by residents of these rural communities. For
example, since the introduction of mobile money in Zim-
babwe in 2009, the industry has seen significant growth in
terms of subscriptions and the number of services mobile
money offer. Mobile Money has since grown from offering
the primary person-to-person (P2P) transactions and cash-in,
cash-out services to providing bill payments, buying airtime,
disburse and receiving salaries, cross-national remittances,
payment of taxes and bank-mobile money transfers [4], [9].

The mobile money industry in Zimbabwe was introduced
because it was believed that most people who resided in rural
areas had no formal bank accounts [10]. The industry is oper-
ated by three mobile money giants namely Econet Wireless,
Telecel and Netone. Ecocash, operated by Econet wireless,
was launched in 2011, OneMoney by Netone, established in
2011 and Telecash by Telecel, launched in 2014. As of 2016,
Ecocash had the highest number of active accounts (97.5%),
followed by OneWallet (2%) and then Telecash with 0.2%
[11]. The mobile money industry is sustained by existing

mobile phones infrastructure. As such, 6720 cellphone towers
have been erected in the whole of Zimbabwe, and almost
30% are positioned in rural areas [11]. As of 2019, ten years
into Zimbabwe, the proportion of adults with mobile money
accounts (77%) surpassed that of those who hold formal bank
accounts (43%), showing invasive growth.

Apart from consumer behaviour naturally shifting towards
mobile money use, policymakers and mobile money operators
worked together to create a conducive environment for the
utilisation of mobile money to reduce physical transactions.
For example, in Uganda, mobile money operators reduced
fees for payments made through merchants, cancelled fees,
either partially or fully, for P2P transactions and extended
transaction limits [4]. Although there is a reported increase
in the use of mobile money services, there is a significant
interruption reported during the beginning of the pandemic.
Most governments imposed a complete shutdown of day-to-
day economic activities, except for essential services. In so
doing, some businesses that acted in the capacity of merchants
were liquidated, thereby reducing the number of merchants
available [6]. Those whose businesses remained open after
the complete shutdown faced a shortage of float [12]. These
negative interactions brought about disruptions of mobile
money services.

III. METHODOLOGY

A qualitative approach using the participatory design tech-
nique was adopted. Participants living 20 or more kilometres
out of East London Central Business District (CBD) were con-
sidered. These were classified as either community members,
spaza shop owners or community leaders. Due to COVID-19,
only two trips to the communities were made to engage the
participants, especially the app’s testing physically. However,
most engagements were done online and five sessions were
held online with each group of participants. Then, an online
questionnaire was distributed after the sessions for the partici-
pants to complete individually. In the study, participation was
voluntary, and internet through data bundles was provided.

This section also introduces the proposed cross-platform
system for mobile money transfer. With that in mind, the
system supports multiple devices, from desktops to mobile
devices. Figure 1 shows the architecture of the proposed
system. The architecture is in three components, i.e., the
user, the system itself and the bank. All the components
are dependent on each other to function properly. Figure 2
presents the high-level use case of the mobile money system.

A. Survey

To understand if mobile money systems were needed and
beneficial to the rural communities, we conducted a survey
in various communities within the Buffalo City Metropolitan
Municipality (BCMM) between November 2020 to February
2021. The survey focuses on how residents make use of
services provided by small businesses in their area. In the
study, community members and Spaza shop owners were the
subjects. Spaza shops that were part of this study operate
seven days a week, and their operating hours range from 12

Southern Africa Telecommunication Networks and Applications Conference (SATNAC) 2021 Page 175



Fig. 1. System Architecture Fig. 2. Mobile money use-case

to 15 hours daily. Results gathered showed that all the Spaza
shops do not offer any cash withdrawal facilities and do not
sell prepaid electricity. Also, over 97% of Spaza shops sell
prepaid airtime and data to a majority of their customers.
Customers buying in these Spaza shops range from an average
of 20 customers per day, with one Spaza citing an approximate
figure of 40 customers daily. The high number of customer
interactions demonstrates the opportunity for Spaza shops to
expand and automate their processes to provide convenience
to customers.

Through an application such as mobile money, residents
would have all the convenient essential services within reach.
Over 90% of Spaza shop owners showed a sincere inter-
est in subscribing to the proposed mobile money platform;
100% of responses cited ‘Yes’ when asked if they would
be merchants. Spaza shops would be better positioned to
conveniently offer community members transactions such as
sending and receiving money, buying prepaid airtime, data,
electricity, groceries, and other prepaid items through this
system. Figure 3 illustrates the key activities we propose for
spaza shops.

Fig. 3. Spaza shops key components

A few community members were also approached to be
part of the study to probe and understand some of the daily
activities and challenges people encounter regarding access
to basic services and buying everyday household items. A
majority of approached members of the community are un-

employed individuals who depend on SASSA social grant and
pensioners grant; 100% of individuals who participated in this
study highlighted that they go to town, in East London at least
once a week, and some, unfortunately, spend roughly R30 to
R60 in travelling costs. The most commonly mentioned reason
for travelling to town is to withdraw cash, i.e., to have access
to money. The findings from the survey show a need for better
and convenient services by Spaza shops for residents within
townships. Most of the respondents stated that they deem this
platform a beneficial application, and they are willing to be
subscribers.

B. Technologies

The mobile money platform was built as two docker
images, i.e., the front-end and back-end, developed on Google
Cloud Platform. Ionic and Angular frameworks were used
alongside Nginx, a web server used for reverse proxy for the
front-end development. We used angular material components
for constructing consistent, attractive, and functional UIs.
Also, docker, a platform that uses OS-level virtualisation,
was used to deliver the system in packages. For the back-
end, Scala and Cassandra, an open-source NoSQL database
management system were used. Lagom framework was also
used alongside Twilio, an API to send and receive SMS,
MMS, and OTT messages. The feedback and comments
from the participants were considered for the design and
development of the prototype. What came out strongly were
issues around its simplicity, security and ease to use.

C. User Interface

We developed our UI as text-free because of the accessibil-
ity barrier posed by most computer applications to those who
can not read fluently as most residents in these communities.
Text-free UIs are simple to understand and contain little or
no text and graphics for visual information. This will allow
more illiterate and semiliterate residents to subscribe to the
platform. Below are some of the selected UI of the developed
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TABLE I
KEY ASSUMPTIONS

Main Actors

1

The sender
The merchant - Spaza shop, and service station
The recipient/ beneficiaries
The marketer

– The sender, merchant, and marketer must be registered and have a bank account
– The merchant gets R1 per transaction
– The marketer gets 10% of the R8 on each transaction by a referral
– When the sender does the transaction – a voucher number is generated

2 Key stakeholders SASSA, Bank, Merchant and beneficiaries understand mobile payment and want to use
the mobile money app

3 Recipients/Beneficiaries have a mobile number and a mobile phone – even the basic phone
4 Senders have mobile money app installed
5 The bank will be willing to modify the message sent to the beneficiaries to include the voucher number
6 The bank already has the list and updated payment details from SASSA
7 The merchant, i.e. Spaza shop has a working mobile money app on the tablet
8 The merchant, i.e. Spaza shop already has a bank account with the bank making SASSA payments
9 The merchant, i.e. Spaza shop has stock enough to cater for the common grocery needed by the

beneficiaries

(a) Transaction page (b) Transaction page (c) Transaction page

Fig. 4. Mobile money voucher transaction user interface

system. Table I shows the key assumptions that were made
during the development of the mobile money prototype.

Users can redeem vouchers through the system, as pre-
sented in Figure 4(a). We have incorporated a security system
that allows users to get an OTP before proceeding with their
transactions, as shown in Figure 4(c). From Figure 5(a), the
user is presented with an interface to select the customer type.
We identified three types of users or customers: business,
individual and beneficiary as shown in Figure 5(b). Once a
user has identified the type of customer they are, they can then
register on the system and login using their mobile number as
their username, as shown in Figures 5(e) & 5(c), respectively.
Figures 5(a), 5(f) - 5(h) illustrate the process of sending
money. Money senders have the privilege to do any of these:
send cash, make an EFT payment or use their Debit/Credit
card, see Figure 5(g).

After the development of the mobile money prototype,
participants were engaged. All the participants indicated that
the prototype was straightforward. They were pleased with
the SMS which was received during the demonstrations.

D. Testing

The mobile money system was tested on multiple devices.
We engaged potential users who were mainly accessible to
the technical team as we were complying with COVID-19
regulations. Mobile money applied and complied with the
COVID-19 procedures during the testing of the App process,
mainly on the Tablets. Also, we engaged other participants
online and presented the mobile money application for the
participants’ input, mainly related to testing. Feedback from
the participants was captured and considered for the improve-
ment of the app. The presented version of the mobile money
app has accommodated users comments and feedback. The
prototype testing focused on requirements such as App func-
tionality, App Usability, App User Interface, Cross-Platform
Compatibility and App Integration. The feedback from the
participants was mainly that the app is simple to use and
follow and serves the purpose.

1) Functionality Testing: The test was geared towards
designated and non-designated tasks for the mobile money
app. The tests looked at different operating conditions, func-
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(a) Customer type selection (b) Customer type selection (c) Login page (d) Home page

(e) User registration page (f) Transaction page (g) Transaction page (h) Transaction page

Fig. 5. Mobile money user interface

tional options and the consistency of the mobile money app.
Besides, the tests carried covered adequate prevention from
the performing of undesired actions.

2) Performance Testing: The test covered key performance
issues for the mobile money app. The tests looked at the
time to launch, mobile money app performance of peak
load conditions and continual user input entry, integration of
the mobile money app with other apps on the test device,
display of error messages and app performance with network
variability.

3) Security Testing : This test covered user security and
privacy of user data. The tests also covered the security of net-
work protocols in use and breach in security, error reporting,
and automatic application lockout upon continuously entering
invalid credentials.

4) Usability Testing: The usability test was to ensure the
client’s comfort in the Mobile Money app. The test covered
aspects of the app responsiveness, visual feedback for user
actions and easy navigation across different screens.

IV. CONCLUSION

This paper presents a mobile money application that allows
people to send money and redeem vouchers. Through an
extensive survey involving all stakeholders and about 48 hours
of interaction with rural communities, we discovered several
issues around financial transactions that were incorporated
into the work that we believe could apply to other rural
communities in developing nations. Some of these issues were
highlighted in Section II. Our survey results also showed that
most residents in these areas seriously need mobile money
systems. The proposed prototype provides opportunities for
small-scale businesses where people can register as merchants
and perform transactions. Merchants receive a commission
for each transaction they facilitate. These will reduce the un-
employment rate. According to Nakouwo and Akplehey [12],
mobile money systems have created about 90% of jobs across
sub-Saharan Africa for small businesses. Also, governments
and humanitarian organisations can now reach vulnerable
groups in remote areas through our system. Social or relief
grants and humanitarian cash transfer schemes can now be
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distributed to targeted people through the system. In the
future, we plan to improve the system usability by adding
local languages voice assistants and conducting a user study
of the system.
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Abstract— The integration of personal health record (PHR) 
systems, which manage a patient’s entire health history with 
smart health, provides better assistance to practitioners in 
making diagnostic-related decisions about a patient’s healthcare. 
This integration will encourage patients to be more involved in 
the diagnostic process, and more accurate results will be 
provided. Unfortunately, currently, PHR and smart health 
systems exist as separate entities, and are not used in virtual 
encounter contexts. This paper provides a set of guidelines for the 
design of a smart health system that provides diagnostic 
assistance for practitioners during virtual encounters. A 
qualitative literature review covering the requirements and 
design of personal health records, smart health and clinical 
decision support systems, was performed, analysing the studies 
through the lens of Meaningful Use. The findings revealed five 
important characteristics for allowing PHR and smart health 
systems to integrate with each other. These are: Communication; 
Customisability; Portability; Automated Data Collection, 
Information Transformation and Health Information.  Each 
characteristic has related guidelines. An extant systems analysis 
of four systems was conducted using the recommended guidelines 
to identify the strengths and weaknesses thereof. This analysis 
successfully served as an exploratory study into the applicability 
of these guidelines.   
 
Keywords— Personal Health Records, Smart Health, Clinical 
Decision Support Systems, Virtual Encounters 

I. INTRODUCTION 
Many nations consider the provision of access to quality 

healthcare for their citizens to be a basic human right. However, 
it is still one of the major challenges that each nation faces [1], 
[2]. The growth of the global population has led to an increased 
demand for healthcare; however, the number of healthcare 
practitioners has not risen to accommodate the demand [3]–[5]. 
South Africa’s healthcare system has been governed in a 
chaotic and fragmented fashion, with resources being managed 
inadequately [1]. Fragmentation has led to healthcare bodies 
directing most of their resources towards tertiary healthcare. 
This has left South Africa’s healthcare system being 
inequitable, expensive and inefficient to those who need it  [2], 
[6]. These problems have necessitated the need for patients to 
receive efficacious solutions to health and wellness monitoring 
[7]. 

African research into access to healthcare has primarily 
focused on distance-based models, as researchers understand 
that it is a key factor in healthcare access [6]. Virtual 
encounters have been researched as a solution to the healthcare 

access problem. Virtual encounters provide remote healthcare 
through audio-visual technology, allowing clinical encounters 
to occur across great distances [8]. They can take the form of 
various systems such as live interactive video, transferral of 
health information and consultation, diagnostic assistance and 
treatment recommendation [9]. Unfortunately, virtual 
encounters lack the affordances that are available during face-
to-face clinical encounters, and are therefore not truly effective 
[8], [10]. Firstly, a practitioner lacks access to a patient’s 
medical history. Secondly, a practitioner would be unable to 
perform hands-on examinations on a patient to assist in making 
diagnoses and recommending treatments [11], resulting in 
reduced confidence in the reliability of the healthcare being 
delivered. 

A preliminary review of literature in the field of virtual 
encounters revealed a gap in research related to the design of 
systems that can integrate Personal Health Records (PHRs), 
smart health and Clinical Decision Support Systems (CDSSs). 
This paper addresses this gap and proposes guidelines for 
designing smart health systems that can support and assist 
practitioners in making a diagnosis during, or after, a virtual 
encounter.  

The paper is structured as follows: Section II describes the 
theory and concepts of Meaningful Use, and how it is used to 
qualitatively review the literature. Section III identifies and 
discusses design characteristics and guidelines for PHR 
systems. Section IV discusses smart health and CDSSs. 
Section V provides a qualitative extant system review on smart 
health systems using the proposed characteristics and 
guidelines and evaluates each characteristic by importance for 
the design of a diagnostic support system for virtual encounters. 
Section VI concludes this paper and highlights some 
recommendations and shortcomings. 

II. METHODS 
Meaningful Use is a concept that was originally presented 

by the Medicare and Medicaid Electronic Health Record 
Incentive Program of the United States of America [12]. The 
goal of Meaningful Use is to make improvements in healthcare 
by achieving certain criteria through e-health systems. The 
organisation established the five pillars of health outcomes 
priorities for Meaningful Use [13]: 1) Improve quality, safety, 
efficiency, and reducing health disparities; 2) Engage patients 
and families in their health; 3) Improve care coordination. 4) 
Improve population and public health; 5) Ensure adequate 
privacy and security protection for personal health information. 
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To satisfy all five pillars, it is believed that the use of e-health 
systems by all health professions is required, to progress 
through a series of stages from data capture and sharing to the 
use of e-health systems to advance clinical processes and 
improve patient outcomes [12]. These stages are defined by 
subdividing the pillars into three Stages [12], [14]. The Stage 
1 criteria highlight the importance of health information, 
focusing on health information being recorded in a 
standardised manner, and being communicated to coordinate 
patient care. For example, reporting on and tracking of 
information about key clinical conditions, clinical quality and 
public health, and using this information to help 
patients/families with health care. Stage 2 criteria focus on 
health information exchange, including the increase in 
requirements concerning e-prescribing and reporting of 
laboratory results. The work done in Stage 2 includes the 
transmission of electronic patient care summaries across 
settings, and the provision of opportunities for patients to 
control more of their data. Stage 3 criteria address the need for 
improved safety, quality, and efficiency. In this stage, CDSS 
tools for practitioners, patient self-management tools, 
comprehensive health information exchange and public health 
are essential to Stage 3 work. Meaningful Use is projected to 
accomplish restructure the way healthcare is conducted, by 
redesigning healthcare processes using e-health as a vehicle 
[13]. The Meaningful Use of e-health by patients could lead to 
improved health outcomes. Proper patient involvement is 
considered an important component towards ensuring that the 
use of e-health systems is of profound importance to patients 
for personal health management [12], [15]. 

III. DESIGN OF PERSONAL HEALTH RECORD (PHR) SYSTEMS 
The limitations of traditional healthcare processes, new 

developments in healthcare practice and the ever-growing 
requirements for amenable access to health information, have 
resulted in a persistent demand on e-health systems 
everywhere, specifically PHR systems [16]–[18]. PHR 
systems use secure information systems that allow patients to 
store and retrieve their health information and ensure that the 
information contained is up-to-date and available whenever 
required [18]. PHR systems intend to provide systematic 
digitisation and restructuring of medical information to 
enhance provider services and patient care. The restructuring 
of medical information produces a more efficient medical 
workflow, as well as standardising information dissemination 
and data exchange into clinically relevant protocols and 
practices  [17]. 

[19] reported that the most likely individual to keep their 
records up to date would be those that are highly motivated. In 
addition, it would be unlikely for a PHR that depends only on 
patient input to be a reliable medium for exchanging health 
information during patient-practitioner interactions. Many 
consumers have become interested in personal health 
management, which has resulted in a multitude of questions 
being asked about the meaningful ways in which health 
consumers should be using PHR systems [12]. 

Discovery Health, a South African medical aid organisation, 
has developed Discovery HealthID, a mobile electronic health 
record system that allows doctors to access patients' health 
information [20]. The goal of the system is to reduce the 
chances of serious medical errors occurring and performing 

duplicate or unnecessary pathology tests. The functionalities 
the system provides to practitioners are access to the patient’s 
personal details and previous medical records, prescribing 
medication, practitioner referrals and the completion of 
discharge forms.  Discovery HealthID requires practitioners to 
attain the consent of the patient to access these functionalities. 
However, patients do not have any access to their own medical 
records, nor do they have the option of selecting which pieces 
of health-related information their practitioner should have 
access to. Information access is entirely decided by Discovery 
Health. The lack of patient access and control in the 
management of their health history results in patients being 
passive and disengaged participants in their own healthcare 
[12], [21]. This may undermine the communication and 
collaborative spirit that is at the heart of Meaningful Use.     

[16] conducted a study that analysed the basic requirements 
for a customisable and extendable PHR system. The authors 
identified that the two significant characteristics of such 
systems are the software and platform. Their first 
recommendation was that PHRs should be facilitated by Open-
Source Software (OSS). The concept of OSS intends to do 
away with all restrictions of proprietary software,  such as 
distribution limitations, instead, allowing for software to be 
modified according to the needs and requirements of the 
developers and users [22]. OSS solutions usually bring about 
better quality and technical support, simply due to having a 
worldwide involved community. Solutions that come about 
due to the application of OSS in the field of e-health often 
guarantee full access to the source code, a reduction in 
business-related risks, and a free license to copy, distribute and 
change the software according to healthcare environment 
needs [16]. The second recommendation made is the use of a 
web-based PHR system, which allow for use and 
interoperability flexibility. Web-based solutions allow users to 
access data anywhere, anytime, provided they have an internet 
connection and a browser. This enhances accessibility and 
eliminates the need for downloading and installing software. 
[23] notes that it is unacceptable for a PHR to be unavailable 
at any time as it defeats the purpose of being lifelong and may 
put a patient’s health at risk. The ability to access health 
information that is more accessible and portable allows for 
PHR’ systems to be easily integrated with mobile 
communication devices, thus, accessing a PHR can also be 
done through a smartphone or a tablet PC [16], [18]. The new 
emerging area of mobile health (m-health) further supports this 
requirement [24]. 

The application of PHR in this way potentially allows for 
the transformation, quality enhancement, accessibility, and 
delivery of healthcare. The findings of the literature review 
revealed five main characteristics of a PHR system that should 
be included in their design. These are Communication; 
Customisability; Portability; Automated Data Collection and 
Information Transformation (ADCIT) and Health Knowledge.  
To verify these characteristics and guidelines, they were 
viewed and analysed according to the pillars and stages of 
Meaningful Use. This analysis is summarised in Table I. 

The guidelines for each characteristic are described as 
follows: 
• Communication: Guideline 1 - Collaborative decision 

making between patient and practitioner should be 
achieved by utilising different forms of communication. 
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• Customisability: Guideline 2 By using best practice 
standards and ensuring proper documentation during the 
development of the system, it should still be possible to 
add on new features in later versions of the system or allow 
other systems to connect and communicate with it. This 
should be achieved relatively simply, without 
compromising the confidentiality of the sensitive 
information stored on the system. 

• Portability: Guideline 3 - Patients and practitioners 
should be able to access a PHR at any time or location. 
This is best realised by incorporating mobile computing in 
conjunction with the internet and cloud computing in the 
design and creation of a PHR system. 

• Automated Data Collection and Information 
Transformation (ADCIT): Guideline 4 - Patients should 
not have to manually input health data into the system 
unnecessarily, as they may make mistakes, or may not be 
health literate. Therefore, wherever possible, the system 
must be able to collect data automatically by being able to 
communicate with other systems. In addition, the system 
should also be able to transform the data into useful 
information that can be understood by both the patient and 
practitioner. 

• Health Knowledge: Guideline 5 - Patients can gain 
greater access to general health information and, in turn, 
enrich their health awareness and wellbeing if their PHR 
receives regular guidelines and health activities from a 
reliable source such as their practitioner, a web portal 
hosted by the government or a local health clinic. 

TABLE I: CHARACTERISTICS OF PHR SYSTEMS 

Characteristic Meaningful 
Use Pillar 

Meaningful Use 
Stage 

Communication 1, 2, 3 1 
Customisability 1, 2, 3, 5 1, 2, 3 
Portability 1, 2, 3, 4 1, 2 
Automated Data 
Collection and 
Information 
Transformation 
(ADCIT) 

1, 2, 3 1, 2, 3 

Health Knowledge 1, 2, 3, 4 1, 2 

IV. DESIGN OF SMART TECHNOLOGIES AND CLINICAL 
DECISION SUPPORT SYSTEMS 

Despite PHR systems being of great assistance in solving 
common problems faced by patients and practitioners during 
clinical encounters, several issues persist within healthcare that 
they cannot solve on their own.  The healthcare industry has 
taken advantage of smart systems to increase the speed of 
health diagnostics and treatment. Smart Systems make use of 
sensing, actuation, and control to analyse a particular set of 
circumstances, and to make predictive or adaptive decisions 
based on available information [25], [26]. These systems have 
provided innovative services for patient health monitoring and 
medical automation in different situations and environments 
(such as hospitals, offices, homes). This has resulted in a 
considerable decline in practitioner visit costs, and an overall 
improvement of patient care quality [27]. Reduction in 
practitioner visits is achieved by utilising networked sensors 
that simultaneously collect multiple physiological signals and 
wireless connectivity to share the collected signals directly to 

a cloud server, where diagnostic algorithms can be performed. 
From this cloud server, practitioners can conduct further 
analysis and clinical review. Furthermore, the Internet-of-
Things (IoT) enabled remote monitoring applications, and can 
significantly reduce travel, cost and time in long-term 
monitoring applications [27]–[29]. Wearable sensors allow 
patients to pursue time-efficient and economical treatment and 
recovery options, as opposed to traditional healthcare 
processes. They can collect physiological signals over 
protracted periods of time, which is impractical during 
traditional clinical encounters. Thus, wearable sensors are of 
great benefit to people living in remote and rural areas who 
have limited access to medical services. As a result of an 
ageing population, several healthcare and social challenges 
could be addressed by wearable sensors, and act as a catalyst 
in the current transition to personalised digital medicine. 
Virtual encounters and digital technologies may serve as a 
source of support for enhancing the efficacy of healthcare 
services and may join the larger body of potential solutions to 
existing healthcare challenges. These challenges include a 
rapidly ageing population; limited access to primary healthcare, 
beds in hospitals, nursing homes, specialists, and other 
healthcare services; or unexpected circumstances [30]. 

Smart health can be used in conjunction with CDSS to 
counteract specific clinical challenges and improve patient care 
[31], [32]. Challenges and improvement may include 
efficiency, cost-effectiveness, or guideline-concordance [32]. 
A strong underlying foundation results in a well-functioning 
CDSS. Therefore, an appreciation of how to frame decision-
making, regardless of the CDSS tools being used, is a useful 
starting foundation. The following principles of decision-
making have been proposed [33]: 1) a distinction between 
rational-analytic vs. naturalistic-intuitive decision-making 
styles; 2) the utility of a flexible, adaptive, robust, approach 
that considers multiple criteria and possibilities (often reflected 
as alternative scenarios); 3) and the notion of appropriate levels 
of trust in recommendations. 

[34], [35] believe that clinical decision support delivered 
through IS in conjunction with some form of PHR system as 
the platform, will finally provide decision-makers with tools, 
making it possible to achieve large gains in performance, 
narrow gaps between knowledge and practice, and improve 
safety. Early reviews by [32], [36] suggested that performance 
improvements can be made by CDSSs, however, this has not 
always been the case. [34], [36] have summarised the evidence 
that CDSSs works, based partially on the evidence domain. 
The key in CDSS design is to offer sufficient evidence that 
provides decision-makers with a comprehensive view that does 
not overburden them with too much information [33]. 
Additionally, the possibilities that a CDSS offers to the 
decision-maker must be viewed with a suitable level of 
responsibility – such as the system is performing as it should 
be or, whether it has the appropriate content and configuration 
to provide applicable recommendations for the given 
circumstances, or not [31], [33]–[35]. 

V. EXTANT SYSTEM REVIEW 
A qualitative extant system review of the functionality of 

four smart health systems was conducted using the 
characteristics and guidelines proposed in Table I. A summary 
of the findings for the systems reviewed is provided in Table 

Page 182 Southern Africa Telecommunication Networks and Applications Conference (SATNAC) 2021



II, Table III and Table IV. The first of these systems [37] was 
a real-time electrocardiogram (ECG) monitoring, analysis and 
diagnostic system, which used Bluetooth and Zigbee networks, 
as these wireless sensor standards were the most optimistic. 
Bluetooth and Zigbee provide advantages in that they have a 
relatively low-energy consumption rate, a low data rate and 
had a limited amount of delay. The major flaw with their 
system is the requirement of a desktop PC, which prevents the 
system from being portable (Guideline 3). The second system 
reviewed [38] was an alternative system that uses mobile 
phones instead of PCs, thus solving the portability problem.  

Despite this, both systems have other flaws that limit their 
Meaningful Use. The first flaw is that they have bulky 
graphical user interfaces (GUIs) with an unequal distribution 
of different pieces of information being displayed to the user. 
This leaves the user confused and having to closely examine 
what is being displayed to fully understand the information. 
This limits the amount of Health Knowledge that is received 
by patients (Guideline 5). The second flaw is that the data is 
not aggregated over time, resulting in an inability to transform 
the data into useful information. This results in an ineffective 
CDSS, as practitioners are not given a comprehensive view of 
the patient’s health overall health status that would help guide 
them towards making the correct diagnosis (Guideline 4). 
Finally, there is no mention of the systems’ customisability, 
making it unknown if either system would be able to integrate 
well with other smart health or PHR systems (Guideline 2). A 
lack of customisability prevents the system from accessing 
data from other sources, thereby increasing the amount of 
health information that can be provided to users and limits the 
extent to which the system could be used. 

[39] proposed a system that used dedicated smart health 
sensors with Bluemix and Raspberry Pi to monitor a patient’s 
vital signs, such as pulse and body temperature. Remote health 
monitoring was attained by storing the collected data on a 
Bluemix cloud where it could be later retrieved by a 
practitioner for analysis, thus allowing for anomalies to be 
detected more easily. The system has a few shortcomings. 
Firstly, the wires and connection points of the sensors and 
Raspberry Pi are exposed. Without the inclusion of protective 
covering, it is very easy for accidents that result in either 
damage to the system, or corrupt data being stored in the 
system to occur (Guideline 4). Secondly, there is a lack of 
clarity in the information that is displayed to the user, 
particularly the patient (Guideline 4 and 5). The information 
displayed to the user makes it unclear whether the vital signs 
are bad or good. Thus, practitioners would be wasting time 
attempting to decipher the meaning of the information, while 
patients would not understand the information resulting in a 
lack of Health Knowledge.  

[29] proposed a Raspberry Pi and IoT health monitoring 
system that monitors and informs practitioners of the current 
health status of their patient, wherever the patient may be. The 
system utilises sensors that collect the patient’s vital signs such 
as heart rate, blood pressure, and pulse rate. It also utilises a 
live camera feed to monitor the patient through a Raspberry Pi 
kit, which is used as a data aggregator as well as a processor. 
The information collected is then stored on a medical server 
from which both the patient and practitioner can access, as they 
both have access to the IP server address. The patient will 
receive an emergency alert whenever the sensor value exceeds 

a certain threshold. This system possesses potential security 
flaws as it is unclear if simply knowing the IP address is all that 
is required to gain access to the server. If so, this puts the 
patient at risk as it now becomes easy for third parties to access 
or manipulate the patient’s sensitive health data (Guideline 4). 
The practitioner is not notified if the patient’s vital signs are 
below the threshold. Thus, practitioners are not given complete 
information to assist them in making healthcare decisions. The 
information that is displayed to the user is not very clear as the 
vital signs lack the units for which they are being measured. 
Similarly, to the system in [39], this affects the time taken to 
decipher meaning for practitioners and the Health Knowledge 
gained by patients. Also, a customisable system would not be 
able to use the data contained in this system, as using data with 
unknown units does not provide any meaningful data 
(Guideline 2). 

TABLE II: SHORTCOMINGS AND SOLUTIONS FOR SYSTEMS IN [37], [38] 

Shortcoming Solution Characteristic Meaningful Use 
Pillar 

Bulky GUI 
and unequally 
information 
distribution. 

Make 
effective use 
of the screen 
real-estate by 
using best 
practice user 
experience 
guidelines 

Health 
Knowledge 

1, 2, 4 

Unaggregated 
data. 

Implement 
algorithms 
that can take 
the collected 
data and 
transform it 
into useful 
information 

ACIDT 1, 2, 3, 4 

Non-
customisable 

Incorporate 
open-source 
principles 
into the 
design of the 
system 

Customisability 1, 2, 3, 5 

 
TABLE III: SHORTCOMING AND SOLUTIONS FOR SYSTEMS IN [39] 

Shortcoming Solution Characteristic Meaningful 
Use Pillar 

Exposed wires 
and connection 
points 

Use protective 
coverings 

ACIDT 5 

Unclear 
information 
display 

Make effective use 
of the screen real-
estate by using 
best practice user 
experience 
guidelines. 

ACIDT, Health 
Knowledge 

1, 2, 3, 4 
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TABLE IV: SHORTCOMINGS AND SOLUTIONS FOR SYSTEMS IN [29] 

Shortcoming Solution Characteristic Meaningful 
Use Pillar 

Security and 
authentication 
 

Ensure that 
the best 
security 
practices are 
always being 
used. 
Periodically 
check that 
the system is 
not 
vulnerable to 
attacks. 

ACIDT 1, 5 

Unnotified 
practitioner 
 

Alert the 
practitioner 
in addition to 
the patient. 

Communication 1, 3 

Unclear units 
of measure 

Specify all 
units of 
measure and 
indicate how 
close or far 
off the 
patient is 
from the 
threshold. 

Health 
Knowledge, 
Customisability 

1, 3, 4, 5 

VI. CONCLUSIONS 
In this paper, literature on PHR systems, smart health 

systems and CDSS were reviewed utilising the concept of 
Meaningful Use to derive a set of characteristics and guidelines 
for designing a diagnostic assistance tool to assist practitioners 
during virtual encounters. The five characteristics 
(Communication; Customisability; Portability; ADCIT and 
Health Knowledge) were identified as characteristics that 
should be included in the design of such systems, so that they 
fulfil the five pillars of Meaningful Use. These guidelines are 
a contribution to designers of such systems and will promote 
patient health monitoring and better coordination of primary 
healthcare. As a result, practitioners can be more effectively 
supported by information sharing and diagnostic assistance. In 
addition, these guidelines can be used by systems analysts to 
evaluate the strengths and weaknesses of existing systems and 
determine where improvements are required. Researchers can 
use the guidelines as a foundation for other research aimed at 
improving the design of other e-health systems, such as those 
found in m-health. The shortcomings of the paper are that it 
was an exploratory study only. It is recommended that future 
research be conducted by implementing the guidelines in the 
development of a system and then evaluating it to determine if 
it can overcome the affordances lacking in virtual encounters. 
A second limitation is that only a handful of systems were 
evaluated. Future research should investigate a wider range of 
health devices and systems that could be incorporated into 
virtual encounters. 
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Abstract—Automated Cow Body Condition Scoring (BCS) will
provide farmers with cost-effective, reliable, and consistent body
condition scores for large dairy cow farms. This is important for
ensuring optimal milk production and cow health in the long run.
In this paper, various approaches to automated body condition
scoring are reviewed and compared. The two general models
used are regression-based and Convolutional Neural Network
(CNN) based models. It was found that the angles and the
angularity of the cow’s body in both 2D and 3D yielded very
good results for several researchers. The use of CNNs to predict
BCS values shows good results and potential for a commercial
automated BCS system. More research and models are needed
in the field of CNN-based automated BCS systems.

Index Terms—Automated Cow Body Condition Scoring, Con-
volutional Neural Network, Regression

I. INTRODUCTION

Body condition scoring (BCS) is an objective scoring
method in which an animal’s health is evaluated. It was found
that there is a correlation between the BCS of a cow and
milk production, long-term health, and ease of calving [1].
Therefore it is important to determine and track a cow’s BCS
over time to ensure optimal milk production in the long run.

Automated BCS is becoming vital to large commercial
dairy farms as it will help the owners score their cows more
often and more consistently compared to manual methods
and scorers [2]. Automated BCS systems provide the benefit
of frequent BCS evaluations whilst being cost-effective. In
this review, a brief explanation of how manual BCS works
is given. Various existing regression-based and CNN-based
models are then reviewed. The various body features used and
the results of the models are compared. Existing commercial
BCS systems are also briefly discussed.

II. MANUAL BODY CONDITION SCORING METHODS

There are two cow BCS methods, the 5-point BCS and the
9-point BCS [2]. The most popular method used is the 5-
point scale, which scores cows from one to five in increments
of 0.25. The models reviewed in this paper primarily used
the 5-point system. A low BCS value indicates that a cow is
underweight while a high BCS value indicates that a cow
is overweight. Both of these are unhealthy and negatively
impact milk production and yield. Most automated cow BCS
systems are based on the scoring system derived by Ferguson
et al. [3]. The researchers based their scoring system on the

work by Edmonson et al. [4]. The main difference is that in
[3] seven anatomical features are used while in [4] eight are
used to score cows. These eight regions are given in Table 1.
The method described in [4] looks at whether these regions
fit certain predetermined profiles. This is primarily done by
looking at how the skin wraps around the bones as well
as visually and physically inspecting these regions for how
much subcutaneous fat and muscle is under the skin. Usually,
overweight cows are more rounded around these regions while
underweight cows are more angular due to protruding bones.
This indicates how much subcutaneous fat and muscle is
built up in these regions and is a visual indicator as to how
underweight or overweight a cow is.

Table 1 was reproduced from the work of Edmonson et
al. [4] and shows how a trained scorer would produce a
body condition score by examining a cow both visually and
physically. The eight body features presented in [4] are shown
in Figure 1.

The researchers in [3] noted that it is difficult to accurately
distinguish between BCS values lower than 2 or greater than
4. Therefore, it may be useful to develop a system that simply
classifies a cow with a BCS value below 2 as “too thin”
and one above 4 as “too fat”. Additionally, this may simplify
the models used since there would be fewer classes used for
classification.

Fig. 1. Important anatomical features for BCS on a Holstein cow, adapted
from [4]
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BCS Chart for Holstein Cows, adapted from [4]
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Since the original BCS methods require at least some
physical examination of the cow, it is a difficult to accurately
determine the BCS of a cow by only visually examining the
important anatomical regions. Nevertheless, the majority of
manual scoring systems rely heavily on visually inspecting
these regions. This is the reason why automated BCS models
not only exist but are fairly accurate [5]. The systems extract
the important anatomical regions and various features of a
cow and predict the BCS. The models are trained by fitting
the extracted features with manually determined BCS values
to accurately predict the BCS of any given cow.

III. AUTOMATED BODY CONDITION SCORING METHODS

A. Regression Based Models

A common approach to automated BCS scoring is using a
regression based model. This involves extracting features from
a cow digitally and then fitting these features to the manually
labelled BCS values through various regression techniques.
These regression-based models can then be used to predict the
BCS of a never before seen cow. The following systems were
based on models which used regression to fit the extracted
features to the manually produced BCS values.

One of the first approaches to automate BCS for cows was
developed by Bewley et al. [2]. The approach involved using
15 different angles between 23 anatomical points around the
cow. These angles are produced when the skin wraps around
the hook bones, the posterior and the tail of the cow.

The researchers in [2] used a 2D greyscale image of each
cow which was taken from above at a weigh station. The
images included most of the cow’s back, from the neck
backwards. The 23 key anatomical points were manually
identified and mapped. Both the US 9-point BCS and the UK
5-point BCS systems were used. A total of 1601 cows were
used for the data collection where the researchers extracted
3332 images of the cows moving under a weight station. Due
to various factors such as movement and bad lighting, not all
the images contained all the necessary anatomical points. This
limited the number of training samples for certain angles. The
actual BCS values were produced by two experienced farm
employees.

Two models were used by the researchers in [2]. The first
used only the angles of the skin around the hook bones and
the second used angles from both the hook bones and the
rear of the cow. Both models used first-order auto-regression
to fit the angles to the manual BCS values for prediction. The
researchers were able to correctly predict 99.87% of the UK
BCS values to within 0.5 BCS points of the actual BCS value
and 89.95% were within 0.25 points of the actual BCS value.
It was found that the angles which formed around the rear
of the cow had very little impact on the predicted BCS score
and therefore had little impact on the accuracy of the model
as a whole. Though the models which were used showed very
good results, the system did not operate in real-time and had
very little automation since the anatomical points had to be
manually mapped from the 2D images. Once the points were
mapped the system could produce a very accurate and reliable

BCS value. The researchers also noted that it is sometimes
difficult to map the points around a predominately black cow.
The fact that humans sometimes struggle with the task of
selecting the 23 points on predominately black cows does
not show much promise for an automated version of this 2D
system. Perhaps using 3D depth data to extract the outline of
the cow would mitigate the colour problems.

One of the first fully automated real-time regression based
cow BCS systems was created by Hansen et al. [6]. The
method developed did not use specific anatomical features of
the cow. Instead, the 3D image was processed to quantify the
angularity of the surface of the cow’s back. The idea is that a
skinny cow would have more angles due to the bones sticking
through whilst a fatter cow would have far fewer angles. The
quantified angularity was then related to the 5-point scoring
system using regression. The researchers used a Microsoft
Kinect camera which was mounted above the ground looking
down at the cow’s back. This allowed the researchers to obtain
a 3D image of the back of a cow as the cow walked through a
narrow walkway. An RFID tag was used to identify each cow
as it walked under the camera. The researchers automatically
scored 119 cows. Three trained staff scored the cows manually
to produce the manual BCS values.

The researchers in [6] used a very simple model in which
a novel rolling ball image processing algorithm was used to
quantify the angularity of the back of a cow. This allowed the
researchers to accurately determine how skinny or fat a cow
was based on how visible the bones were. The researchers
achieved a Mean Absolute Error (MAE) of 0.21 with 80%
of the cows being scored to within 0.34 of the manual BCS.
The MAE is calculated by finding the mean of the absolute
difference of a set of predicted and observed values. The
results were promising and showed that automated real-time
cow body condition scoring with a 3D camera can be done.

Another important model is that of Spoliansky et al. [7].
The model used 14 features of a cow to determine the BCS
score. The first six were related to anatomical features of the
back of a cow. The rest related to the height, weight, and age
of a cow. This makes the model different from most other
models since the features used are not limited to anatomical
features. A Microsoft Kinect v1 was used to obtain the 3D
data and was placed 2.5 meters above the floor looking down
at the cow’s back. A sensor would trigger when there is a
cow in the walkway and the camera would start capturing the
3D frames at 30 frames per second for 4 seconds.

Polynomial regression using quadratic terms was used to
correlate the 14 extracted features with the BCS. The model
achieved an accuracy of 74% within 0.25, 91% within 0.5, and
100% within 1 BCS value of the actual BCS values for the
cows. The system also yielded a coefficient of determination
of 0.75 and an MAE of 0.26 BCS. The fact that the actual
BCS values came from only one expert is questionable since it
could lead to inconsistent and unreliable baseline BCS values.
The model achieved very good results and this may be one
of the reasons it was used in the commercial DeLaval system
[8].
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Song et al. looked at 8 anatomical regions of the cow from
3 angles [9]. These features were extracted and processed
further so that the values describing them could be used
for the model. The system used three 3D cameras looking
from the top, side, and rear of the cows. The researchers
aimed to show that using multiple 3D cameras would yield
good results. The model consisted of a K-nearest neighbor
approach. The 8 automatically extracted features were used
to train the nearest-neighbor model to predict the BCS values
of cows. The model achieved a sensitivity of 0.72 and an MAE
of 0.15. This model produced good results and was one of the
few systems where multiple 3D camera angles were used. The
very low MAE shows promise for improving automatic BCS
accuracy by using the extra features from multiple angles.

B. CNN Based Models

A newer approach to automated cow BCS is using Con-
volutional Neural Networks (CNN). The first automated cow
BCS scoring system which used a CNN-based model was
developed by Alvarez et al. [5]. The model uses a 3D scan
of the back of a cow. No specific anatomical features were
extracted or examined as the model itself effectively extracted
the features and shapes as needed. The researchers used a
Microsoft Kinect v2 3D camera to capture the training data.
The Kinect v2 cameras capture depth images with a resolution
of 512 x 424. According to the researchers, the Microsoft
Kinect v2 is better for outdoor use than the original Microsoft
Kinect camera since it is less affected by direct sunlight. The
researchers used 1661 cows and each was evaluated by only
one expert to obtain the manual BCS values.

The researchers used 70% of the images (1158) for training
the model and 30% (503) for validating the model. The
researchers captured the data at three farms under similar
environmental conditions to reduce the influence of external
factors. Only the depth layer from the 3D camera was used
by the researchers. While the data was being captured an
expert evaluated the cows to produce manual BCS values. The
dataset contained cows ranging from 1.75 to 4.5 on the 5-point
BCS scale. Since it is quite difficult to create a dataset with an
equal number of images for each BCS value class, the images
were weighted according to the number of images available in
each class for training. This meant that images on the upper
or lower end of the spectrum were weighted higher during
training. This was done by scaling the error during training
by the class weight. After the 3D image was captured, it was
processed to remove unwanted depth noise and isolate only
the back of the cow. To remove the background a background
image was subtracted from the captured image. Next, any
pixels located above a set threshold above the ground were
removed since these pixels are likely noise and not part of
the cow. Next, the pixel values were re-scaled to be between
0 and 255. This highlighted body shape variability and made
the images independent of animal size.

The input image to the CNN consisted of three channels,
a depth channel, an edge channel, and a Fourier channel.
The researchers used SqueezeNet [10] to implement the CNN
model used in the research. SqueezeNet is a very accurate

lightweight CNN architecture which uses fifty times fewer
parameters than a conventional CNN. This means that the
model uses much less memory and processing time during
training, allowing the model to train faster on conventional
GPUs without compromising the accuracy of the model.
The researchers also made use of data augmentation. Data
augmentation is a technique that increases the number of
training images without obtaining actual new images [11].
This is done by creating fake images through techniques
such as cropping, padding, and horizontal flipping. Data
augmentation also reduces overfitting and produces a more
generalized model. The researchers used the Keras library to
develop and train the CNN model.

The model achieved an accuracy of 94% within 0.5 BCS,
78% within 0.25 BCS and 40% were exact. The model
outperformed all automated regression-based models. This
shows that a simple CNN approach has good potential for
a commercial automated real-time BCS system. The fact
that the actual BCS scores came from only one expert is
questionable since it could lead to inconsistent and unreliable
baseline BCS values. The researchers suggested that a larger
dataset may result in improved performance. The researchers
also found that using training images of cows from different
farms helped to improve the general accuracy of the system.

The researchers later improved on their results by intro-
ducing two new techniques [12]. The first is transfer learning.
Transfer learning is where a very good performing previously
trained model is adapted for a new task and retrained on the
new task. This technique allows a model to be trained for a
specific task with very few training samples for each class.
This applies to the current case of predicting BCS values
with only around 200 cows per BCS value at best. In transfer
learning the first “n” layers of the base network become the
first “n” layers of the new network. The remaining layers are
then randomly initialised and trained as usual. The researchers
used the VGG16 model [13], which is a well-trained image
classifier, as their base network.

The second technique is called model ensembling. This is
where several models are trained, either in the same manner
or using different techniques, and the predicted outputs are
combined. It is preferred that different types of models are
used so that each model looks at different aspects. This allows
the end prediction to be a combination of various perspectives,
features, and predictions.

The researchers developed 7 models. Model 1 was trained
from scratch using only the depth data. Model 2 used both
the depth and the edge data. Model 3 used the depth, edge,
and Fourier data similar to [5]. Models 4 to 7 consisted of
different implementations of transfer learning. It was found
that Model 2 performed the best yielding an accuracy of
96.8% within 0.5 BCS, 81.3% within 0.25 BCS and 39.6%
were exact. Model 3 performed the second-best yielding an
accuracy of 95.8% within 0.5 BCS, 77.1% within 0.25 BCS
and 35.8% were exact. Models 4 to 7 produced poor results in
comparison. These results showed that using transfer learning
in this application lowered the accuracy. This may be because
the dataset was still too small for this technique to work.
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The researchers then used model ensembling, by combining
Models 2, 3, 6, and 7, to improve the results. The combined
ensembled model yielded an accuracy of 97.4% within 0.5
BCS, 81.5% within 0.25 BCS and 41.1% were exact. Both
Model 2 and the ensembled model showed improved accuracy
in comparison to the model developed by the researchers in
[5].

These results once again show that the CNN-based models
have good potential for automated real-time BCS systems.
The researchers produced one of the best-performing mod-
els for an automated body condition scoring system. The
researchers used the same preprocessing and dataset as in
their previous paper, which shows that the improved results
came solely from the improved models.

In [14], the same model and features were used as in [5].
The paper proposed a new method for manual BCS scoring
which is more consistent and precise. This more accurate
BCS scoring system was then used to develop the training
data for the CNN-based approach. The thickness of body fat
under the skin of each cow was measured with a portable
ultrasound instrument by a professional. The fat thickness was
then correlated to the manual BCS scores using regression.
It was investigated how well this technique would work for
obtaining the actual BCS score in all the cows. The 686 cows
used in the research were manually scored by two experts. The
correlation coefficient for the ultrasound BCS technique was
calculated as 0.94. This is very high which shows that using a
portable ultrasound machine to measure the subcutaneous fat
thickness is a consistent and accurate method for obtaining
manual BCS values for cows. The CNN model used yielded
an accuracy of 98% within 0.5, 77% within 0.25 and 45%
were exact. This is a good accuracy for a BCS approach.
These results also support the results obtained in [5]. While
the ultrasound technique is accurate and consistent, it requires
the use of an expensive machine by a professional. It is also
not real-time and requires the cow to be relatively still. This
makes it a poor candidate for a commercial BCS system. It
is still a very reliable method for obtaining the actual BCS
values for training automated models.

C. Commercial Systems

To date, there are currently three commercially available
automated cow BCS systems. These are the DeLaval system
from DeLaval International, the BodyMat F (BMF) system
from Ingenera, and the 4DRT-Alpha from Biondi Engineering.
Only two of the three have been independently validated. All
three systems use 3-dimensional image-based approaches.

The commercial DeLaval system was evaluated in [8].
Since the DeLaval system is a commercial system, the exact
details of how the system works are a trade secret. The system
uses features and models based on [3] and [7]. This means that
the system most likely looks at how anatomical features of
the cow, and more importantly, the cow’s back relate to each
other. To evaluate the commercial system, three trained staff
members manually scored 343 cows. The consistency and
reliability of the staff members were assessed by calculating
the Pearson correlations. It was found that the staff scored

very similar to each other, meaning that there was high inter-
observer reliability. The DeLaval system uses a 3D camera
that captures 32 000 3D points at 30 FPS, similar to the system
used in [7]. The researchers in [8] found that the manual and
automated scores were strongly correlated with a correlation
score of 0.78 and a mean error of 0.1. The system performed
well for BCS values between 3.00 and 3.75 but accuracy drops
at the upper and lower ends of the scoring system, so for fatter
and thinner cows.

In [15] a validation study of a new commercial BCS system
called the BodyMat F (BMF) was performed. Similar to the
DeLaval system, there is no clear information on exactly
how the system works. All that is known is that the system
uses 3D image analysis of the back of a cow to predict the
BCS. The validation study found that the BMF system was
more accurate than the DeLaval system. The BMF validation
results showed that 95% of the BMF scores were within
0.3 of the actual scores while the DeLaval system produced
95% of the scores within 0.5 of the actual scores. Based on
these confidence intervals the BMF system outperforms the
DeLaval system and produced similar accuracy to some of the
most successful models. Another area where the BMF system
outperforms the DeLaval system is with under-conditioned
cows. The BMF appears to be more successful when scoring
under-conditioned cows than the DeLaval system. The BMF
does however struggle with over-conditioned cows similar
to the DeLaval system. The researchers suggest that this
could be due to reduced variation in the back shape of over-
conditioned cows. This is why some manual BCS methods
require palpitation of the back of the cow to more accurately
score over-conditioned cows. It should be noted that both
studies were carried out on Holstein cows only.

Although these two systems are commercially available,
they are not the most accurate. There are several other systems
and algorithms which have been developed recently which
show much higher accuracy across all BCS values. This
research still needs to be commercialised to provide very high
accuracy real-time cow BCS to farmers.

IV. DISCUSSION

The literature shows that using the outline of the cow as
seen from the top is a very good feature to use for BCS
prediction. In general, using the angularity of a cow in both
2D and 3D yielded very good results for several researchers.
If some of the better-performing systems were automated they
would have good potential for a commercial application.

The use of CNNs to predict BCS values shows good results
and potential for a commercial automated BCS system. Since
effectively the same model was used for all three CNN-
based approaches there is plenty of room for new CNN-based
models and approaches. Using the angles and outline of the
cows from above is a popular and effective method [2], [16].
The angles of the external structure of a cow seem to play
the biggest role when it comes to digital BCS scoring.

It should be noted that it is difficult to compare different
models and systems since not all papers provide the same
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performance metrics. Some provide accuracy, some provide
MAE and some provide correlation coefficients. Therefore
models were compared where possible using any performance
metrics the researchers shared.

In all of the referenced literature, only 1 to 3 scorers were
used to produce the manual BCS scores. A larger number
of trained scorers, say 5, would be beneficial since it will
minimise errors and variations in the manual scores.

V. CONCLUSION

In this study various existing digital cow Body Condition
Scoring (BCS) models and systems were reviewed. The vari-
ous features and models used were investigated and the results
of the systems were compared. Several prominent regression-
based models made use of the angles the skin formed around
the bones of the back of a cow. There are still several research
gaps in this field, especially using CNNs, which will hopefully
lead to improved results.

Large strides in automated real-time BCS have been made
in recent years. This is largely due to the improvements in
3D camera technology as well as algorithmic innovation.
Automated BCS systems will soon become vital to large
commercial dairy farms. Automated BCS systems provide
the benefit of frequent BCS evaluations whilst being cost-
effective, reliable, and consistent. This will enable more
farmers to accurately track the health of their cows. Farmers
will more easily be alerted of sick cows sooner. Farmers will
also be able to track and manage the health and weight of
cows to safely increase milk production.
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Abstract—Multiple-instrument transcription is a relatively
unexplored problem in automatic music transcription (AMT).
This paper presents a machine learning model to extract
instrument stream-level transcriptions of multiple-instrument
polyphonic music from posteriogram transcriptions for each in-
strument. Posteriograms are obtained from non-negative matrix
factorization (NMF) transcription, which extracts activations
for each note of each instrument in each time frame of a
magnitude spectrogram using pre-extracted frequency templates.
A feed-forward neural network (FFNN) is used as a classifier
to convert these posteriograms to piano roll transcriptions for
each instrument. Additionally, frame segments are considered
to enable temporal note continuity in transcription and mel-
frequency cepstral coefficients (MFCCs) are used to improve
instrument separation. The algorithm is based on assuming
the instrumentation that is being transcribed is a common
combination (for example a quartet) and that a specialised model
can be trained for such common instrumentations in order to
take advantage of using neural network classifiers for post-
processing. The TRIOS dataset is used for training and testing
with a mix of violin, clarinet, saxophone and bassoon parts.
The proposed algorithm achieved similar accuracy to state-of-
the-art algorithms for stream-level transcription that were also
evaluated on comparable classical music datasets. The algorithm
is also highly efficient due to consigning most of the processing
to pre-training.

Index Terms—Multiple-instrument transcription, stream-level
transcription, posteriogram, non-negative matrix factorization,
feed-forward neural network classifier.

I. INTRODUCTION

Multiple instrument transcription or stream-level transcrip-
tion is a problem in music information retrieval (MIR) that has
only recently been explored [1]. More focus has been put into
the comparatively easier, but similar task of single instrument
polyphonic transcription. There are large datasets for training
and testing, such as the MIDI Aligned Piano Sounds (MAPS)
dataset [2], and the problem has effectively been solved for
many instruments to a high degree of accuracy, although
improvements are still made. Annotated multiple-instrument
transcription datasets have emerged as the need arose in the
new problem domain of transcribing multiple instruments and
assigning instrument streams [3]–[7].

Early instrument transcription algorithms used mathemat-
ical models of sounds to account for and track harmonics
and so estimate fundamental frequencies (F0s). F0s can be
found from peaks in time-frequency representations and can

be refined by correlation with expected harmonic or note
shapes [8]–[10], but later algorithms found more success for
instrument specific transcription using note templates.

Non-negative matrix factorization (NMF) is a form of
unsupervised learning. It has been applied to automatic music
transcription (AMT) by factorizing a time-frequency repre-
sentation in matrix form into a frequency event template
and an activation matrix that contains the transcription of
the event times. The frequency event matrix can be pre-
learned templates of instrument notes to transcribe a specific
instrument [11].

Probabilistic latent component analysis (PLCA) can be seen
as an extension of NMF, using a probabilistic framework. It
makes it easier to generalize models or incorporate priors.
PLCA models have been used for transcription and have in-
cluded extensions such as shift-invariance, sound state model-
ing for the temporal evolution of notes and instrument sources,
which has been used for stream-level transcription [12].

Hidden Markov models (HMMs) are often used for post-
processing transcriptions. It is useful for enforcing continuity
in transcribed notes. Algorithms like Viterbi decoding and
iterative conditional modes are used to find the most probable
hidden states for active notes or sources [10], [12], [13].

Frame-level note classification is also possible with su-
pervised machine learning. Using machine learning models
to transcribe music requires annotated training data. Models
transcribe frame-wise features into posteriograms, which give
the probabilities of notes in a frame being active. Different
features and models have been used for single instrument
transcription. Time-frequency representations are common
input features with magnitude spectrograms [13], [14] and
constant-Q transforms [14]–[16] being the most common.
Simple models, such as support vector machines with HMM
post-processing have been shown to work [13], but deep
learning models such as deep neural networks (DNNs), convo-
lutional neural networks (CNNs) and recurrent neural network
(RNN) have shown more success in transcribing to poste-
riograms [14], [16] as well transducing clean transcriptions
from posteriograms [15], [16].

Stream-level transcription is a relatively unexplored prob-
lem domain. Common approaches are to estimate F0s and
to then assign them to instrument streams. Mel frequency
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cepstral coefficients (MFCCs) are used as timbre features to
group F0s that are most likely from the same instrument
source. This is done using PLCA to estimate F0s and then
using an HMM to enforce temporal continuity of notes and
timbre similarity in streams [10] or as a post-processing
algorithm that clusters existing F0s using an iterative clus-
tering algorithm to minimise the timbre variance in stream
clusters [17]

Machine learning approaches to multi-instrument transcrip-
tion have been limited. Recent success has been had by an
approach of using an encoder-decoder CNN model to tran-
scribe multiple instruments simultaneously for both frame-
wise and note-wise transcription by training a model on a set
combination of instruments [18].

In Section II we propose a system for transcribing multiple
instruments playing simultaneously from posteriogram inputs.
We elaborate on the feed forward neural network (FFNN)
classifier design and training in Section III. Our experiments
and results are given in Section IV.

II. SYSTEM OVERVIEW

The proposed system uses posteriograms obtained from
NMF transcription, along with timbre features as inputs to
a classifier FFNN that for each output node classifies the
corresponding instrument note as active or inactive in the
input audio frame. Figure 1 shows the details of the system
architecture.

A time-frequency representation is used as input to both the
NMF posteriogram transcription and MFCC timbre features.
A short-time Fourier transform magnitude spectrogram is
computed with a 46 ms Hamming window, 10 ms hop size
and 2048 point fast Fourier transform. Audio is sampled at
Fs = 44.1 kHz.

A. Non-negative Matrix Factorization Posteriograms

NMF posteriograms are obtained by transcribing the spec-
trogram representation of the input audio using an NMF
multivariate analysis algorithm. NMF factorizes a K×N non-
negative matrix V into a K × P template matrix W and a
P × N event matrix H such that V ≈ W · H. A · B denotes

matrix multiplication between two matrices A and B. W and
H are estimated using multiplicative update rules [19]:

Ht+1
ij = Ht

ij

[(Wt)T · V]ij

[(Wt)T ·Wt ·Ht]ij
, (1)

Wt+1
ij = Wt

ij

[V · (Ht+1)T ]ij

[(Wt) ·Ht+1 · (Ht+1)T ]ij
, (2)

where t is an iteration timestep. W and H are initialised
to non-negative values and are updated iteratively for a
set number of iterations or until a cost function reaches a
minimum.

Factorizing a time-frequency representation of music re-
sults in a transcription of P events, which are each character-
ized by a frequency template of K frequency bins in a column
of W and for which the corresponding row of H shows the
energy of the event in each of N time frames.

For implementations where the dimension N can be of
any size and where an approximation of real-time processing
is desired, V can be factorized for one column at a time.
The template matrix W can also be pre-computed and kept
constant, which also has the advantage of fixing the rows in
H to specific events The update rule becomes [11]:

ht+1 = ht ⊗ (W⊗ (veT ))T (Wh).β−2

WT (Wh).β−1
, (3)

where e is a vector of ones and β is a β-divergence parameter,
which is set to β = 2 to correspond with the Euclidean
distance cost function. The cost function

C =
K∑

i=1

N∑

j=1

|V−W ·H|2ij , (4)

is minimised during the iterative updates. To estimate the
posteriogram of a musical exerpt, its spectrogram is factorized
one frame at a time. A column vector of P note activations is
uniformly randomly initialized and update for 200 iterations
or until the cost reduces to below a threshold of τC = 0.001,
using a fixed W dictionary. This results in a posteriogram
frame of salience values correlating to the probability of each
instrument note being active in the frame.

The W dictionary is pre-computed by factorizing record-
ings of instrument notes separately for each potential instru-
ment note with the P dimension set to 1. The resulting H
matrix is discarded and the W matrix is concatenated into the
larger dictionary. Lower resolution is needed for compiling
the dictionary, which improves generalization of the samples,
so a 30 ms window, and a 25 ms hop size is used.

III. FFNN ACTIVATION CLASSIFIER

A single hidden layer FFNN is used as a classifier to
determine instrument note activations for each frame of the
input posteriograms. A single layer FFNN is a relatively sim-
ple neural network compared to state-of-the-art deep learning
models that are now commonly applied to machine learning
problems — the network is kept simple in order to investigate
whether posteriogram features can compensate for a complex
network architecture. The input vector contains a number of
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features for a segment of consecutive frames. F = 875 input
features are obtained from the segmented posteriogram frames
of each instrument’s NMF transcription and the MFCCs. Each
frame contains 165 posteriogram note activations spanning
all the instruments and notes, as well as 10 MFCCs. The
175 × 5 feature frame segment is flattened to obtain the
classifier input for the target frame. D = 256 hidden neurons
are fully connected to the input layer, with ReLu activation
functions, which in turn feed into each of the P = 165
network outputs with sigmoid activations. The number of
hidden neurons and frame segments were chosen based on 5-
fold cross-validation and selected as the parameters at which
the increase in F-score for larger parameters is less than 1 %
The network input and output vectors are shown in Figure 2.
Each output corresponds to the activation of one instrument
note in a frame. The network is applied to all frames of
the posteriogram transcription to obtain a full transcription
of each instrument for each frame.

A. Mel-frequency Cepstrum Coefficient Features

MFCCs are often used as timbre feature and are use-
ful features in instrument recognition [20]. They are the
amplitudes of cepstrums obtained from the type-II inverse
cosine transforms of a series of bandpass filter powers. The
filters are L triangular filters with centers which are equally
spaced on the mel scale between 0 Hz and Fs/2 with half
their bandwidths overlapping. L = 50 filters are used. 10
coefficients are used as features, excluding the average signal
energy 0th coefficient.

B. Higher Level Segmentation

Frame segments are used to take multiple frames into
account at once and better capture continuous F0s over note

durations without CNNs or RNNs. Segmentation consists of
a number of frames to either side of the target frame being
added to the feature vector. Zero-padding at the beginning and
end of the input signal feature frame matrix is used to keep
the total number of frames consistent. Segments of 5 frames
are used.

C. Training

The binary cross-entropy (BCE) loss is minimised during
training, which gives the average error over the weights, w,
as

E(w) =
−1

N

N∑

n=1

ï
yn log ŷn + (1− yn) log(1− ŷn)

ò
, (5)

for N approximations ŷ of N true binary classifications y.
The output layer of the activation classifier outputs binary
activations for the frame instrument notes. Models are trained
using the Adam optimizer [21] with parameters α = 0.001,
β1 = 0.9, β2 = 0.999 and ε = 1e− 07. Training is done over
300 epochs in batches of 32, which are shuffled each epoch.
Early stopping on the validation loss is used with ∆ = 0.0001
and the best model weights are saved.

D. Post-processing

The sigmoid activation functions for the FFNN outputs
an approximate probability of each instrument note being
active in a frame. A binary piano-roll representation is desired
for evaluation using an F-score. The output posteriograms
of the FFNN are converted to a final binary piano-roll by
thresholding the FFNN output. All instrument note frame
activations larger than a threshold of τa = 0.5 are set as
active in the frame; all others are set as inactive.

IV. EVALUATION

A. Datasets

Train, test and validation data is compiled from mixes of
the violin, clarinet, saxophone and bassoon parts of excerpts
of real instruments recorded in isolation. Not all combinations
of excerpt parts span the entire musical range of the instru-
ments, so mix excerpts are randomly generated using notes
spanning the range of each instrument from the University of
Iowa Musical Instrument Samples (MIS) dataset [22]. Mixing
is done by playing a single note sample from each instrument
at any given time (for a maximum polyphony of 4) with a
Poisson distributed interval of 10 ms on average between
instrument samples. All available samples for each instrument
are repeated twice and ordered randomly.

Training and testing data is compiled from the TRIOS
dataset, which contains five recordings of trios consisting of
pieces for threefold combinations of clarinet, violin, cello,
viola, piano, French horn, trumpet, bassoon, saxophone and
drums. The excerpts were recorded live for each instrument
separately and manually aligned MIDI files are provided for
ground truth recordings [4]. All relevant parts for the violin,
clarinet, saxophone and bassoon are mixed in all possible
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TABLE I
STREAM-LEVEL TRANSCRIPTION RESULTS ON THE TRIOS DATASET

WITH MIXED PARTS FROM ALL EXCERPTS.

Instrument Precision (%) Recall (%) Accuracy (%) F1 (%)
Violin 78.8 47.9 42.4 59.6
Clarinet 92.7 62.8 59.8 74.9
Saxophone 80.3 50.7 45.1 62.1
Bassoon 69.7 19.7 18.1 30.7
All
instruments

82.5 48.9 44.3 61.4

TABLE II
REPORTED RESULTS ACHIEVED IN MULTIPLE INSTRUMENT

STREAM-LEVEL TRANSCRIPTION FOR OTHER CLASSICAL MUSIC
DATASETS OF COMPARABLE POLYPHONY.

Model Dataset Polyphony Accuracy (%) F1 (%)
Shift-invariant
PLCA [12]

MIREX 5 — 45.49

Stream
clustering [17]

Bach10 4 53 —

Multiple F0 esti-
mation [10]

Bach10 4 61.3 62.4

combinations for a total of 28 excerpts. A random mix of
instrument notes from the MIS dataset [22] is added to the
dataset. The compiled dataset contains 172773 audio frames.
It is split into training, testing and validation sets by assigning
the frames to batches of 500 frames (roughly 5 seconds of
audio). These batches of frames are in turn randomly allocated
to each subset. A training to testing split of 80 % to 20 %
is used with the training set further split into 80 % purely
training samples and 20 % validation samples.

B. Metrics

Accuracy (A) and the F1 score are used as the evaluation
metrics. Accuracy is a common metric used for evaluating
transcription problems [23] and is given by

A =
TP

TP + FP + FN
. (6)

The F1 score is commonly used to evaluate binary classifica-
tion problems and is the harmonic mean of precision (P) and
recall (R):

P =
TP

TP + FP
, (7)

R =
TP

TP + FN
, (8)

F1 =
2

P−1 +R−1
. (9)

True positives (TP) are taken as active notes in a frame that
are correct for both the pitch and instrument, false positives
(FP) are active instrument pitches in a frame that are not
active in the ground truth transcription and false negatives
(FN) are instrument notes from the ground truth frame that
are absent in the algorithm transcription. Both metrics are
presented, so results can easily be compared to other state-of-
the-art implementations.
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Fig. 3. Stream-level transcription (a) accuracy for different instruments and
(b) evaluation metric results for different numbers of polyphony on the TRIOS
dataset.

C. Results

A model was trained and evaluated on the TRIOS dataset.
These results are shown in Table I. These results do not
perform as well as state-of-the-art neural network models
for multiple-instrument AMT [18] but compare favourably to
results reported by F0 clustering methods [10], [17], although
recall is not as good, which indicates a lot of missed note
transcriptions.

An example transcription was computed on an excerpt of
the training set with the proposed FFNN instrument transcrip-
tion algorithm. The instrument stream transcriptions can be
seen in Figure 4. Clarinet parts are clearly transcribed the best
and bassoon the worst. Note that many of the false positives
and negatives are only single frames and are often octave
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Fig. 4. Transcriptions of an excerpt from the TRIOS dataset. The assigned instrument streams are (a) violin, (b) clarinet, (c) saxophone and (d) bassoon.
True positives are indicated in white, false positives are indicated in red and false negatives are indicated in purple.

errors.

1) Performance and Trade-offs: When compared to re-
sults reported by other implementations in Table II, our
implementation outperforms or performs similarly to other
multiple-instrument AMT methods that do not use supervised
learning. As discussed in Section I, estimating F0s has been
solved effectively, but assigning F0s to instruments is a much
harder problem that can reduce accuracy significantly through
incorrect stream assignment. Blind stream assignment through
clustering has the disadvantage of potentially assigning the
wrong number of streams if not all streams are active, but our
system solves this by explicitly looking for specific instrument
notes in a posteriogram (see Figure 3). This also has the
advantage that instrument streams do not need to be matched
to instruments after transcription.

This implementation is not computationally intensive, with
most of the online computation needed for the NMF poste-
riograms. The algorithm was tested on a laptop with a 3.2
GHz CPU, 32 GB of RAM and a NVIDIA GeForce RTX
3060 GPU. The mean computation time of the main algorithm
parts are shown in Table III with standard deviations noted in

TABLE III
COMPUTATION TIMES PER FRAME FOR DIFFERENT PARTS OF THE

ALGORITHM.

Algorithm block CPU time per frame (ms)
NMF 63.2 (1.6)
FFNN 0.262 (0.207)

brackets. The NMF is much slower than the FFNN, but can
be optimised further by downsampling the input to reduce the
number of frames to be computed or by reducing the number
of iterations of the update rule. There is a lot of room to trade
off accuracy for a faster computation time. Even so, most of
the processing is done in training, so the approach is well
suited to online implementations. A trade-off for this is the
FFNN model weights (approximately 1.1 megabytes for the
features used) and instrument note dictionary (approximately
1.4 megabyte for 4 instruments) that need to be stored. This
will of course scale for more instruments.

2) Polyphony and Instrumentation: Examining Figure 3
shows no significant change in accuracy as polyphony in-
creases. Some instruments, like saxophone decreases, while
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others, like bassoon increases. On the whole there is not a sig-
nificant decrease in accuracy with an increase in polyphony,
with the exception of saxophone, so more instruments could
potentially be added without too much loss in accuracy. A
more generally useful implementation beyond this specific
instrumentation could have more instruments in the training
set implementation and would perform well for transcribing
music for which the instrumentation is a subset of the training
set instrumentation.

V. CONCLUSION

This paper has shown the potential of multiple-instrument
AMT using simple machine learning classifiers on exist-
ing single-instrument posteriogram features. It also shows
that NMF posteriogram features are effective for classifying
instrument note activations. The proposed system performs
similarly to clustering methods for instrument-stream tran-
scription that were also evaluated on classical music datasets
with a similar polyphony. This method has the advantage
over clustering methods of having the instrument streams
inherently assigned.

The proposed network architecture is relatively simple and
can be trained on a small dataset of annotated music. The
NMF posteriogram extraction algorithm has been shown to
be able to run in near real-time [11], so the overall system
has the potential to be practically applicably for transcribing
recorded audio with a known instrumentation mix.

Further research needs to be done to determine how
resilient the system is for higher polyphony and unknown
instruments or percussion in the mix. Investigation is also
needed into the potential of deeper neural networks, such
as RNNs and CNNs to improve performance, especially on
cross-dataset evaluation.

ACKNOWLEDGEMENT

This work is based on research supported in part by
Telkom. The grant holder acknowledges that opinions, find-
ings and conclusions or recommendations expressed in any
publication generated by this research are that of the author(s),
and that our industry partners accept no liability in this regard.

REFERENCES

[1] E. Benetos, S. Dixon, Z. Duan, and S. Ewert, “Automatic Music Tran-
scription: An Overview,” IEEE Signal Processing Magazine, vol. 36,
no. 1, pp. 20–30, 2019.

[2] V. Emiya, R. Badeau, and B. David, “Multipitch estimation of piano
sounds using a new probabilistic spectral smoothness principle,” IEEE
Transactions on Audio, Speech and Language Processing, vol. 18, no. 6,
pp. 1643–1654, 2010.

[3] Z. Duan, B. Pardo, and C. Zhang, “Multiple fundamental frequency
estimation by modeling spectral peaks and non-peak regions,” IEEE
Transactions on Audio, Speech and Language Processing, vol. 18, no. 8,
pp. 2121–2133, 2010.

[4] J. Fritsch, “High Quality Musical Audio Source Separation,” Master’s
thesis, UPMC / IRCAM / Telecom Paristech, 2012.

[5] M. Miron, J. J. Carabias-Orti, J. J. Bosch, E. Gómez, and J. Janer,
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Abstract—The development of a language identifier that effec-
tively detects a language of a sentence or word in a code-switched
text can help in many natural processing tasks. Tasks such
as subjecting only the documents of the relevant languages to
further processing, indexing documents by using their languages,
data collection in the internet, detecting the language of a
document prior to translation, and corpus creation. This paper
presents exploratory results of automatic language identification
of -English language pair. First, a dataset is collected on Twitter
and Tsonga short stories, and novels. The data is then combined
and annotated manually. Four supervised machine learning
models are then used to carry out language identification task at
word-level. The models are then evaluated using weighted F1-
score, precision and recall. The best performing model is used to
build the automatic language identification interface for paired
Tsonga and English text.

Index Terms—language identification, automatic language
identification, code-switching, code-switching detection.

I. INTRODUCTION

Code-switching refers to a phenomenon of alternating
between different languages in a single utterance. Code-
switching has become a reality in day-to-day forms of human-
to-human communication episodes in many multilingual so-
cieties [1]. Code-switching is being used in almost all social
media platforms, such as Twitter, Facebook and Instagram
[2]. For machines to partake in these communication episodes,
code-switching trends need analysis and development of tools
and techniques that can handle it appropriately whenever it is
encountered.

Code-switching detection refers to the detection of lan-
guage switches in code-mixed utterances. There have been
little effective attempts at code-switching detection for com-
munication episodes that involve under-resourced languages
[3]. This is due to lack of code-switched training speech
and text datasets to train reliable models that can accurately
recognise uttered words and its language. Another limitation
imposed on building code-switching models is the lack of
annotated code-switched datasets to train supervised models.

In the design and development of automatic code-switching
detection systems for Tsonga speakers, automatic language
identification becomes a relevant study. Automatic language
identification (LI) is the task of identifying the natural lan-
guage of a written text [4]. The task of LI at a word level
is identified as a special case of text classification, where
tokens are mapped into one of the assigned classes. LI for

Tsonga-English language pair is the first step in automatically
detecting code-switching in this language pair. The results
in automatic LI task will be used to create Tsonga-English
corpus, automatically annotate Tsonga-English corpus, and
will be merged with the code-switching detection task to
predict code-switching in real time.

The rest of this paper is organised as follows. In Section
2, we discus the work related to this research word. Section
3 describe of how the data was collected and how the corpus
was formed. It also gives an exploratory analysis of the data-
set and shows how the data-set was then annotated. Section
4 is the experimental setup and evaluation. Section 5 is the
results and analysis, and lastly is conclusions.

II. RELATED WORK

Several studies have been conducted on automatic language
LI for both speech and written texts languages [5] [4] [6].
In written text, LI has been conducted at both document-
level and word-level standpoint [7] [8] [9]. Paul McNamee
[10] described LI as a solved problem which is to be carried
out by undergraduate instruction. There are still issues related
to language identification which needs to be addressed, this
includes LI of multilingual documents, open-class LI, etc [11].
Classifying texts at a word level is a very challenging task
[12]. The task of classification at a word-level has been carried
out using character n-gram models, word dictionaries, and
machine learning algorithms [13].

Nina Dongen [14] explored five models for automatic LI.
These models include the baseline model, rule-based algo-
rithm,and three supervised machine learning models. These
models were developed and trained on Dutch and English pair
tweet data, and the best performing model was to be combined
the task of code-switching detection for fully automation. It
was found that the Decision Tree model outperforms other
supervised machine learning models. The DT model was then
combined with the rule-based dictionary lookup model. The
performance of the two combined models was 20.1%, 32%
and 24.6% for Precision, recall and F1-score respectively.
These did not qualify to be used in a real-life setting.

N Nguyen and A. Seza [7] On their experiments of word-
level language identification with online multilingual discus-
sions, they used language models and dictionaries to tag the
language of individual tokens, then integrate context to im-
prove the performance. Precision, recall, accuracy, Pearson’s
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correlation, Mean Absolute Error and F1-score were used to
evaluate the performance at word and post levels. This study
achieved 98% accuracy.

III. CORPUS DEVELOPMENT

Tsonga is a Bantu language spoken in Southern Africa by
Tsonga people. It is an official language in South Africa (SA),
Zimbabwe as Shangani and in Mozambique. It is also used
in Swaziland but not as the official language. Tsonga has a
total population of 7.3 million with 2 615 000 speakers in
South Africa, 4 525 000 million speakers in Mozambique,
24 000 speakers in Swaziland, and 136 000 speakers in
Zimbabwe [15]. In South Africa, many of Tsonga speakers
live in Limpopo Province, Mpumalanga Province, Gauteng
Province, and North West Province [16]. The South Africa’s
Census 2011 shows that the Tsonga first language speakers
form 4.5% of the SA population [16]. The Census 2011 also
reveals that the Tsonga language is spoken by black Africans,
Coloureds, Indians or Asians, and Whites in South Africa.
Many of Tsonga speakers are multilingual and they often
switch from one language to another during their conversa-
tional episode [17]. Their switching from one language to
another is influenced by the commonplace multilingualism in
the provinces of South Africa.

A. Data collection

The data was collected on twitter using the Twitter Search
API and on selected Tsonga short stories and novels [18].
Tsonga keywords were used to search and collect Twitter
messages. One keywords was used per trial. Keywords were
first selected based on their high frequency in NCHLT Tsonga
speech corpus transcriptions, but these keywords produced
tweets that belong to other languages (Shona, Sepedi, IsiZulu,
etc.) instead of Tsonga and English tweets. Keywords were
then selected randomly based on their uniqueness to Tsonga
language. The list of keywords used consists of the fol-
lowing words: nwina, vulavula, ndzi, vona, swona, endla,
sweswi, kombela, rhandza, swinene, vutomi, leswi, leswo,
ndza, rirhandzu and khensa. For Tsonga short stories and
novels, we collected texts from chapters and sections where
code-switching of Tsonga and English occurred. The data
is highly imbalanced, the corpus is dominated by Tsonga
texts, but English phrases are also occasionally observed.
Inter-Sentential, Intra-Sentential and Extra-Sentential code-
switching was observed in the collected text. Below are
few examples that illustrate switches between Tsonga-English
language pair within the same post.

The first two examples (Example 1 and Example 2) denote
Inter-Sentential code switching,where users are switching
from English to Tsonga and vice versa. In Example 1, code
switching occurred between the words ’you!’ and ’wa’, where
a user switched from English to Tsonga. Example 2, code
switched occurred between the words ’thekisi’ and ’I’ where
a user was switching from Tsonga to English.

Example 3 denotes the Intra-Sentential code-switching
where Code-switched occurred in the middle of a sentence.

User switched from Tsonga to English and vice versa by
including a word ’experience’ in the middle of Tsonga text.

Example 4 denotes the Extra-Sentential or tag code-
switching where a user switched from Tsonga to English by
simply using a phrase ’isn’t it?’.

Lastly, Example 5 denotes the code switch at a word level.
The word ’robe’ is a mixed word, where the first part, ’rob’
belongs to English language and the last part, ’e’ belongs to
Tsonga language.

1) : I will hit you! Wa ndzi twa? (I will hit you! do you
hear me?)

2) : Wena khandziya thekisi, I will walk. (You take a
taxi, I will walk.)

3) : Mina ndzo lava experience ntsena eka ntirho lowu.
(I only want experience in this job)

4) : ka hisa, isn’t it? (It is hot, isn’t it)

5) : Mageza i robe xitolo xa ka Mabunda. (Mageza robbed
Mabunda’s tuck-shop.)

B. Data Filtering

Most of tweets duplicates are filtered out during data
extraction. Table I below display the list of keywords with
the number of tweets extracted per keyword.

TABLE I
NUMBER OF TWEETS PER KEYWORD

Keyword id Keyword keyword in English # Tweets
1 nwina you 65
2 vulavula speak, talk 16
3 ndzi I 57
4 vona them, they, view, see 417
5 swona these 54
6 endla do, does, make, create, handle, produce 55
7 sweswi immediate, now 24
8 kombela ask, please, request 23
9 rhandza love 33
10 swinene decent, good 23
11 vutomi life 354
12 leswi these, this 43
13 leswo that 3
14 ndza I 23
15 rirhandzu affection, love 34
16 khensa thank, thanks 37
Total 1261

C. Data Annotation

From the 1261 tweets extracted from Twitter, 589 tweets
contain code-switched. The 589 code-switched tweets are
combined with the 240 code-switched texts from Tsonga short
stories and novel to form a corpus. This corpus consists of 829
sentences. Six classes will be used and tokens (9990 in total)
will then be assigned one of these classes. The classes are
Tsonga, English, Named Entity, Mixed, Other, and unknown.
A native Tsonga speaker who is fluent in both Tsonga and
English was then asked to manually annotate the corpus. The
classes are fully described below with one example for each
class.

Tsonga(TSO) All Tsonga words are tagged Tsonga (TSO)
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• U ndzi xisile u ku u ta ndzi thola. (You deceived me
and said you will hire me)

English(ENG) All English words in the corpus are tagged
English ENG

• Sorry boss, a ndzi nga ha engeti (Sorry boss, I won’t
repeat)

Named Entity(NE) All words that belongs to proper
nouns, names, places, companies, and organizations, etc. are
tagged as Named Entity(NE).

• A mi yi tivi hinkwenu Irish Coffee? (Don’t you all know
Irish Coffee?)

Tsonga-English mixed word(MIX) these are words that
contain code switch of Tsonga and English at a word-level.
They don’t belong to Tsonga or English language.

• Ndzi ta ku texta loko ndzi fika ekaya. (I will text you
when I get home.)

Other (OTHER) this class includes all words that be-
longs to onomatopoeia, numbers, hashtags,unclear words, and
URLs, etc.

• Ohhhhh!! I mali hinkwayo leyi! (Ohhhhh!! Is this real
money!)

unknown (UNK) this class includes all words that are
unknown, words that belongs to other languages

• My favourite lady misava hinkwayo jikelele. (My
favourite lady in the whole world jikelele)

Words that are in both Tsonga and English (e.g. ”hi”, ”a”,
”to”, ”he”) are tagged in relation to words that surround them.

D. Statistics

The corpus have a total of 829 sentences with 9990 words.
Table II below shows the mapping of tokens onto the set of six
classes (TSO, ENG, NE, MIX, OTHER, and UNK as stated
in the previous section) . Tokens labeled TSO dominate the
entire dataset with 72.8%¿, followed by the English (ENG)
class with 23.1%. The third class (labeled Named Entity (NE))
contains 3.7% . The last two classes (MIX and OTHER)
contain less than 1% of the dataset.

TABLE II
TSONGA-ENGLISH DATASET

Class id Class Token # Percentage
1 TSO 5 697 57.03%
2 ENG 3 780 37.84%
3 NE 351 3.51%
4 MIX 30 0.30%
5 OTHER 101 1.01%
6 UNK 31 0.31%
Total 9 990 100%

The dataset is divided into three sets: validation set, training
set and testing set. Training and testing sets consist of 85%
of the entire dataset. The remaining 15% was reserved for the
validation of the models.

IV. EXPERIMENTAL SETUP

A. Models

The total of 4 supervised machine learning models were
evaluated in this paper. Models are: Conditional Random Field
(CRF), Decision Tree (DT), Multinomial Naive Bayes (NB),
and Support Vector Machine (SVM). These models were
selected based on their capabilities for word identification
and for their popularity, they have been used in multiple text
classification tasks.

Decision Tree classifier uses probabilistic decision rules to
predicts a class of a word deduced and acquired from given
sample data.

Multinomial Naive Bayes emanate from the Bayes theorem.
It forecast a class of a word using probabilistic methods.
The algorithm returns a tag with a highest value after it has
calculated the probability of every tag in given data features.
In NB, features are independent [19].

Support Vector Machine (SVM) classifier separate data
points by drawing a straight line (hyper-plane) between
classes to help classify data points. It uses LSVM algorithm
to select a hyper-plane that separates these classes with the
largest amount of margin between them.

Conditional Random Field classifier is a probabilistic
graphical model which implements dependencies between the
predictions. It takes into account contextual information when
predicting a label.

B. Features

To predict the language of a word, we create a list of
features that are meaningful from words. Table III below
presents a list of features extracted from words. All features
are associated with a word. The first feature (Feature 1) is a
word itself.

Feature 2 gives the length of in a word. This features
return the number of characters in a word. The length of a
word can give important information about the label of the
word. If a word is very long, this may mean it is a URL or
onomatopoeia, which can be classified as OTHER.

Feature 3 is a Diphthong (a syllable with a two vowels).
English allows syllables with a combination of two vowels.
This feature might help the classifier to classify any word
that contains diphthong as English, since all words in Tsonga
do not contain diphthong. Feature 8 assign 1 to a word with
diphthong and zero otherwise.

Feature 4 to feature 10 check the initialization and the
termination of a word to help determine if a word belongs to
Tsonga or English. Tsonga syllables are of type two, allowing
syllables of the form: Consonant (C) followed by Vowel(V)
(CV), and V. English is of type four, allowing syllables
of the form: CV, C, CVC, and VC [20]. All words from
Tsonga end with a vowel, and English words may end with
a consonant. Having a feature that checks the last character
of a word can help in determining whether a word belongs
to Tsonga or English class. English permits complex codas
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[20]. This means English words can have a maximum of four
consonant segments in a coda, for example, a word ’strength’.
However,there are no words in Tsonga that have coda or
complex coda. Therefore, words with coda(s) will be assigned
to English class. Feature 4 assign the value 1 to a word that
ends with a consonant or coda, and zero otherwise.

Feature 11 to Feature 16 use dictionaries to check if the
word belong to English or Tsonga. Text transcriptions of the
National Centre for Human Language Technology (NCHLT)
Speech corpora (Tsonga and English) were used to create lists
of words called Tsonga dictionary and English dictionary [21].
A word is checked against these two dictionaries separately.
If the word appears in a dictionary, it is assigned a value of
1, and zero otherwise. This is repeated to word n-1, and n-2.
These Features help in identifying the language that the word
might belong.

TABLE III
WORD FEATURES

Feature Feature F-score P-Value Rank
ID Description Coefficient
1 Word (n) 3841.994615 0.00e+00 1
2 Length of n 28.188433 3.34e-05 12
3 Diphthong of n 21.261730 7.23e-04 14
4 n suffix-1 is char 73.828900 1.63e-14 8
5 Prefix-1 of n 35.663883 1.11e-06 10
6 Prefix-2 of n 691.743923 2.99e-147 4
7 Prefix-3 of n 691.743923 2.99e-147 3
8 Suffix-1 of n 325.467241 3.34e-68 6
9 Suffix-2 of n 373.810804 1.30e-78 5
10 Suffix-3 of n 818.546328 1.12e-174 2
11 n in Tsonga dict. 113.311401 8.17e-23 7
12 n-1 in Tsonga dict. 31.486410 7.51e-06 11
13 n-2 in Tsonga dict. 4.938643 4.23e-01 16
14 n in English dict. 71.571456 4.82e-14 9
15 n-1 in English dict. 28.011325 3.62e-05 13
16 n-2 in English dict. 6.534334 2.58e-01 15

C. Feature analysis

To identify the most relevant and less significance features
from the list of features above, we perform univariate sta-
tistical tests. These statistical test are used to test the inde-
pendence of features to the response (H0: Null hypothesis).
Features are selected based on their heavily dependent to
the response (H1: Alternate hypothesis). The F1-score and
P-value are calculated for every feature. When features are
highly independent to the response, the value of F1-score is
smaller. When F1-score is smaller, we fail to reject the null
hypothesis, and conclude that features are independent to the
response. However, if the F1-score is high, we reject the null
hypothesis, and conclude that features highly depended on the
the response.

In this study, the null hypothesis refers to: no feature have
the influence in identifying the labels (TSO, ENG, MIX, NE,
OTHER, and UNK). The null hypothesis is rejected if features
have influence in identifying the labels. Table III gives all the
details of feature analysis and ranking them based on their
performance on F1-score and p-value. The p-value is set to p
< 0.01.

Features that have significant influence in identifying the
labels of the two language are #1, #10, #7, #6, and #9. These

features yield F1-score of greater than 370 and p-value of less
than 0.000001.

The second best performing set of features that have greater
influence in identifying the labels are #8, #11, #4, #14, #5,#12,
#2, #15, and #3 with F1-score of greater than 20 and p-value
of less than 0.001. As expected, token( n) in Tsonga, token(
n) English language dictionary, and end suffix of the token
being consonant, have a greater influence in identifying the
labels.

The last set of features that have less significance in
identifying the labels are #16, and #13 with F1-score < 10
and p-value > 0.01. These features are discarded in training
and testing models.

D. Evaluation and Performance

The dataset is highly imbalanced, more tokens belong to
Tsonga class. Accuracy will not be able to provide enough
information about the performance of the models. Therefore,
we used a score method named balanced F1-score. This
score takes into account Precision and recall. Precision in this
context is defined as: considering the tagged words, how many
were correctly tagged. Recall is defined as: considering the
tagged words, how many words were really correctly tagged.
F-score is then calculated using Precision and recall. F1-score
is the harmonic mean of the two.

V. RESULT

All four machine learning models were trained and tested
using 85% of the entire dataset in a 3fold cross validation.
15% of the remaining dataset was set aside for validation
purposes. The parameter K in cross validation was set to 3
based on the MIX label which had 3 observations on the
validation set after the data was split into validation and
training sets. Classes were split up equally on the three folds
to deal better with the imbalanced class distribution. Precision,
recall, and F1-score are used to measure model performance
on automatically allocated labels. The result of 4 machine
learning models are shown in Table IV to table IX below.

Labels were trained using the top 5, top 10, and all the
features (excluding feature #13 and #16) listed in Table III
in section IV.B. All machine learning models yielded zero
percent in the UNK label. Therefore, the results of this label
are not shown in this paper.The results of the labels NE and
OTHER are also not shown in this paper. The results of TSO,
ENG, and MIX labels are displayed in Table IV to table IX
below.

Table IV and Table V display the results of the Tsonga
(TSO) label. The TSO label performs very well in all the
feature sets (i.e top 5 features, top 10 features and all the
features) and all the models with a precision, recall and F1-
score greater than 80%.

The performance of the English( ENG) label is displayed in
Table VI and Table VII. The Decision Tree (DT) outperforms
the Multinomial Naive Bayes and Support Vector machine
(SVM) when trained on all the features and the top 10
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features. The MNB precision dropped from 80% to 77%, and
the MNB recall remains constant at 74% as more features
are added. This caused the MNB F1-score to drop from 77%
to 75%. The dropping of MNB precision due the addition
of more features may be due to the fact that these features
contribute less to predicting the language of a token as shown
in Table III above. The Conditional Random Field model
yields the best results, with precision, recall and F1-score
greater than 94%. These results are not surprising, since CRF
takes content information into account, which is forbidden in
other models (DT, SVM and MNB).

In Table VIII and Table IX, the results of Tsonga-English
mixed(MIX) label are recorded. The DT model perform best
in all the feature sets (top 5, top 10 and all features) compared
to all other models (SVM, MNB, and CRF). The SVM and
CRF models have 0% precision, recall, and F1-score in all
the feature sets.

TABLE IV
RESULTS OF THE MNB AND DT FOR TSO LABEL

TSO DT MNB
Label P R F1 P R F1

Top 5 0.93 0.89 0.91 0.91 0.81 0.86
Top 10 0.94 0.91 0.93 0.90 0.81 0.85
All Features 0.94 0.90 0.92 0.90 0.81 0.85

TABLE V
RESULTS OF THE SVM AND CRF FOR TSO LABEL

TSO SVM CRF
Label P R F1 P R F1

Top 5 0.82 0.86 0.84 0.938 0.977 0.957
Top 10 0.82 0.88 0.85 0.942 0.982 0.962
All Features 0.82 0.88 0.85 0.948 0.982 0.965

TABLE VI
RESULTS OF THE NB AND DT FOR ENG LABEL

ENG DT MNB
Label P R F1 P R F1

Top 5 0.78 0.89 0.83 0.80 0.74 0.77
Top 10 0.81 0.91 0.86 0.78 0.74 0.76
All Features 0.81 0.91 0.86 0.77 0.74 0.75

TABLE VII
RESULTS OF THE SVM AND CRF FOR ENG LABEL

ENG SVM CRF
Label P R F1 P R F1

Top 5 0.68 0.72 0.70 0.950 0.977 0.964
Top 10 0.72 0.73 0.73 0.959 0.971 0.965
All Features 0.72 0.73 0.72 0.958 0.971 0.964

TABLE VIII
RESULTS OF THE NB AND DT FOR MIX LABEL

MIX DT MNB
Label P R F1 P R F1

Top 5 0.57 0.14 0.23 0.06 0.57 0.11
Top 10 0.67 0.21 0.32 0.08 0.57 0.14
All Features 0.38 0.21 0.27 0.07 0.54 0.13

TABLE IX
RESULTS OF THE SVM AND CRF FOR MIX LABEL

MIX SVM CRF
Label P R F1 P R F1

Top 5 0.00 0.00 0.00 0.00 0.00 0.00
Top 10 0.00 0.00 0.00 0.00 0.00 0.00
All Features 0.00 0.00 0.00 0.00 0.00 0.00

VI. DISCUSSION OF RESULTS

The Decision Tree perform very well when trained on the
first two feature sets (best 5 and best 10) in labels TSO,
ENG, and MIX. However, when trained on all features, the
results (precision, recall, and F1-score either drop or remain
the same.

The CRF gives best performance when identifying TSO
and ENG labels when trained on all feature sets. However, it
fails to identify the MIX label in all feature sets.

The Conditional Random Field is the best model in identi-
fying TSO and ENG labels, followed by Decision Tree model.
The third model to yield great results in identifying TSO
and ENG labels is MNB. The SVM is the least model in
identifying TSO and ENG labels is MNB.

Supervised machine learning models provide promising
results in automatic language identification. If more features
can be added and the dataset can be increased to deal better
with all classes. These models can yield much better results
for Tsonga-English language pair.

VII. SYSTEM DESIGN

In this section, the best performing model is used to build
the automatic language identification interfaces for paired
Tsonga and English texts. Conditional Random Field per-
formed best on identifying TSO, ENG labels as seen in the
previous section.

Gradio is used to build the interfaces for our model. Gradio
open-source Python package that generates visual interfaces
for machine learning models [22]. Our interface is divided
into two sections. The first section is where the user is asked
to enter sentence. The second part returns the sentence tagged
as output.

The sentence entered by the user is passed to the model for
tagging. The model process the sentence entered by the user
and automatically tag it using TSO, ENG, NE, MIX, OTHER
and UNK labels. The tagged sentence is then returned to the
user as an output.

The remaining set of tweets (not tagged) after data anno-
tation is used in these examples. Other examples of code-
switched texts are from Facebook posts, where Tsonga and
English code-switched is observed. These examples were
carefully selected to cover almost all types of code-switching.

In Fig. 1. we see the inter-sentential and intra-sentential
code switching in one sentence. All words are properly tagged
with TSO, ENG, and OTHER labels. This is not surprising,
since our model was the best model in these labels.
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The performance outcomes yielded by the CRF model in
tagging sentences with labels is very good in inter-sentential,
intra-sentential code switching, extra-sentential. This classifier
does not tag tokens that belong to MIX label, since it produced
0% precision, recall and F1-score in MIX label in section VI
above.

Fig. 1. Inter-Sentential code switching Example

VIII. CONCLUSION AND FUTURE WORK

The task of language identification is a constrain in many
Natural Language Processing tasks. The results of this work
will be used in Tsonga-English corpus creation, corpus an-
notation, and will be used together with the code-switching
detection to fully automate the task of prediction in Tsonga-
English language pair.

In this paper, we presented exploratory experiments and
results of automatic language identification at a word-level
in paired Tsonga and English texts. First, we collected from
Twitter, and from Tsonga short stories and novels. We then
annotated the data corpus manually. In this paper, six labels
were used to identify Tsonga, English, Named Entity, Tsonga
and English mixed, other, and unknown. Four supervised
machine learning models were evaluated, and 14 selected
from 16 features to train the supervised machine learning
models. The CRF model performed best on TSO and ENG
classes compared to other models. The Decision Tree perform
very well when trained on the first two feature sets (best 5
and best 10) in labels TSO, ENG, and MIX. Moreover, all
models were unable to identify the UNK class, F1-score of
0%. The best performing model (CRF) was used to build the
automatic language identification interfaces for paired Tsonga
and English texts.

Future work will focus on adding more features to the
dataset in other to make the classifiers more robust. The
automatic language identification will be used together with
a code-switching detection task in other to fully automate the
prediction task.
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Abstract— Smart healthcare systems are connected to the 

Internet and use mobile platforms which allow them to utilize 

technologies such as wearable devices and Internet of Things 

(IoT) to dynamically connect people to health services and 

provide access to information related to healthcare. To secure 

and protect the sensitive medical information, several mitigation 

measures have been implemented and others have been 

proposed. Examples include data encryption and biometrics. 

Emerging security technologies such as Blockchain and X-Road, 

are expected to address the distributed and decentralized 

architectures of smart healthcare systems. This study reviewed 

studies that have addressed end-to-end security risks in smart 

healthcare systems. Most studies focused on the protection of 

patient’s data from attackers who may cause harm. However, 

there is lack of studies that focus on protection data in cases 

where the intruder has already accessed the system. 

Keywords—5G, security, smart healthcare, Blockchain, X-Road. 

I. INTRODUCTION 

Smart healthcare systems are interconnected infrastructures 

comprising medical devices, health systems, and embedded 

technologies that are used for monitoring patients and deliver 

healthcare services [1]. Smart healthcare systems are set to 

transform healthcare, for example, through the use of 

applications installed on mobile devices which can be 

equipped with sensors for collecting physiological signals and 

health data. Smart healthcare services include teleconsultation, 

delivery of health information to practitioners, patients and 

healthcare service providers such as pharmacies, insurers, and 

researchers; remote real-time monitoring of vital signs; and 

training and collaboration of healthcare workers [2-4].  

Mobile networks constitute one of the cornerstones of 

smart healthcare systems. Smart healthcare applications are 

installed on devices that use mobile networks. Mobile 

networks have experienced exponential growth over the years, 

the current fifth-generation networks (5G), will further drive 

the increased adoption of smart healthcare systems [5]. 

Certain security measures should be implemented to mitigate 

the security risks associated with connected health systems 

[6]. Security requirements for connected smart healthcare 

systems can be broken down into three key components, i.e. 

confidentiality, integrity, and availability. Confidentiality 

refers to the protection of data from being exposed to 

unauthorized users; data integrity refers to different measures 

taken to protect the content of the message and its accuracy; 

and availability refers to the accessibility of information by 

authorized users [6-8]. Furthermore, to guarantee the 

effectiveness of these security components, two additional 

features are required, namely authentication, which verifies 

the identity of the user, and authorization, which ensures that 

the user has the right to perform the tasks they wish to 

perform within the system [7]. To secure and protect sensitive 

medical information in connected healthcare systems, several 

mitigation measures have been implemented and others have 

been proposed. Examples include data encryption, use of 

cryptographic keys, biometrics and implementation of 

system-wide frameworks based on technologies such as 

Blockchain and X-Road [9-11]. These security measures are 

being used in systems that are not 5G-based. The 5G 

architecture is designed to be widely distributed and 

decentralized, allowing the public to have more access to the 

system through the use of cloud-based storage and processing 

servers, sensors, and smart phones[12]. 5G systems are 

expected to be the main drivers for the adoption of smart 

healthcare systems, thus enabling distributed and 

decentralised smart healthcare system architectures requiring 

new security solutions such as Blockchain and X-Road whose 

architectures are decentralized and distributed. 

   Although these security measures have shown potential to 

improve the delivery of smart healthcare by ensuring the 

security of data, there are still many security risks that cause 

vulnerabilities in smart healthcare systems. These include 

denial of service attacks performed on processing and  storage 

servers, reverse engineering attacks[13] - a process by which 

a device is deconstructed to reverse its initial design, bots - a 

malicious software installed on mobile or medical devices for 

stealing medical information, eavesdropping on wireless or 

wired communication links and unauthorized access to 

data[14]. Attackers target vulnerabilities in these systems, and 

the attacks on health systems can have serious physical, social, 

and economic effects, and can potentially result in patient 

deaths [15].  

This study aims to systematically review literature about 

security issues in emerging smart healthcare systems, with a 

focus on the security requirements, potential security risks, 

the measures currently being proposed to mitigate these risks, 

and the effectiveness of these measures. Preliminary results of 

the systematic literature review are presented. 

 A thorough examination of recent research was piloted, 

and we found that, Hameed et al. [16] conducted a systematic 

review on the security and privacy of Internet of Medical 

Things (IoMT) and their respective solutions by using 

machine learning techniques. Authors found that Machine 

learning techniques have been considerably deployed for 

device and network layer security; however, most studies 

barely represented IoMT systems.  

Similarly, Liao et al. [17] performed a systematic review to 

analyse the security of IoT devices using mobile computing. 

Their systematic review only focussed on mobile computing 

particularly smart phones and therefore disregarded all other 

IoT based devices such as medical devices.   
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The main motivation that led to pursue this research was 

due to the strong security need for smart healthcare systems 

which was encouraged by the above gaps found in recent 

related work. Therefore, this necessitates for a systematic 

review to be conducted on studies that focuses on the security 

and privacy of smart healthcare systems which encompasses 

the Internet of medical things.  

    The main research question for the systematic review is: 

what are the security issues related to the acquisition, 

transmission, storage and sharing of patient health data in in 

Smart Healthcare systems? The systematic reviews aims to 

answer the following sub-questions: (a) What are the security 

requirements for secure acquisition, transmission, storage and 

sharing of patient health data in networked Smart Healthcare 

systems, (b) What are the security risks during the acquisition, 

transmission, storage and sharing of patient health data in 

networked Smart Healthcare systems, (c) What solutions have 

been proposed in literature to mitigate these security risks (d) 

How effective are the proposed security solutions. 

 

II. METHODOLOGY 

The review strategy used in this systematic review is the 

PICO, i.e., problem, intervention, comparator and outcome 

(PICO) systematic review search strategy. The problem 

addressed in this study is how to ensure the security and 

privacy of patient data smart healthcare systems. The 

intervention is the security measures that have been proposed 

to address the problem.  The comparator is not applicable for 

this systematic review because this review focuses on the 

security measures available and in this case the comparator 

intervention is non-existent. The outcome is improved 

security in smart healthcare systems for patient data during 

acquisition, storage and while in transit.  

The strategy included assessment of the security requirements 

for smart healthcare systems and the security measures that 

have been proposed to ensure the privacy and security of 

health data. The study also assessed the effectiveness of the 

proposed security measures in improving the security of 

patient data sharing, storage, and access. The systematic 

review has been registered with PROSPERO (the 

International Prospective Register of Systematic Reviews). 

This study has also adhered to PRISMA guidelines, an 

evidence-based set of items that aim to assist researchers 

improve the reporting of systematic reviews and meta-

analyses [18]. PRISMA focuses on ways in which authors can 

ensure the complete and transparent reporting of systematic 

review studies [19]. The study is not restricted to any 

geographical setting.  

       The process and results of the study selection process 

was supported by the PRISMA flowchart shown in Fig. 1. 

The systematic review involved an exhaustive search of 

databases including Scopus, PubMed, Web of Science, 

Medline, CINAHL, Ebscohost and the Cochrane Library. 

Throughout the search only 3 databases yield results: Scopus, 

Web of science and Medline. The key search words and was 

carried out to identify studies that addressed the problem of 

security in smart healthcare systems and proposed solutions. 

The process of study selection was conducted with the use of 

the inclusion and exclusion criteria as shown in Table 1.   

 
 

Figure 1: The PRISMA flowchart 

 

 

III. FINDINGS AND RESULTS 

Studies were screened for relevance using the study titles 

and abstracts, and consideration was given only to studies that 

addressed the problem of security in smart healthcare systems. 

The Final screening was carried out by reading full texts of 

the studies, and their relevance was defined by the reported 

PICO characteristics in each study. Excluded articles included 

those articles that did not focus on health-related topics, and 

articles that did not demonstrate end-to-end security in smart 

healthcare.  

This systematic review identified a total of 1742 records 

through an exhaustive and comprehensive search from three 

electronic databases. Before performing screening, 436 

records were identified as duplicates and they were removed. 

Using titles and abstracts, the remaining 1306 studies (after 

removing duplicates) were screened focusing on studies 

relating to the security of smart healthcare systems. From 

these 1306 articles, 801 records were excluded as they did not 

report security or smart healthcare system in their title, 

leaving a total of 505 articles. These 505 were further 

TABLE I 
INCLUSION AND EXCLUSION CRITERIA TABLE 

Characteristic Inclusion Criteria Exclusion Criteria 

Problem Articles on security in smart 

healthcare systems for patient data 

sharing, storage, acquisition and 

access control. 

Articles that do not focus on 

health-related topics are 

excluded. 

Intervention  Studies focusing on the security 

mechanisms used to mitigate against 

data breaches in smart healthcare 

systems. 

Articles that do not 

demonstrate data protection 

during acquisition, 

transmission, storage, 

access and sharing are 

excluded. 

Outcome Studies that show improved security 

of smart healthcare systems for 

patient data sharing, storage, sharing 

and access control.   

Studies that did not 

demonstrate end-to-end 

security in smart healthcare 

systems data sharing, 

storage and access control 

were excluded.    
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screened based on their abstracts and 342 records were 

excluded after abstract screening leaving a total of 163 

articles. Of the remaining 163 full texts, 4 records could not 

be found in all databases, at the University of Cape Town 

library, or even after contact the authors who were 

unreachable. Hence the remaining 159 full text articles were 

screened for eligibility. Of these 159 potentially eligible 

studies, 107 were initially excluded based on publication type 

such as analysis papers; and study focus such as studies 

focusing on the design of a system rather than its security. 

This initially led to 52 studies being eligible for inclusion in 

the study.  

After further analysis by both reviewers, the remaining 52 

studies were reassessed to focus the scope of this systematic 

review on end-to-end security. In order to be considered for 

inclusion, these studies needed to focus on improved end-to-

end security in smart healthcare systems for patient data 

sharing, storage and access control. This led to the exclusion 

of 38 studies which were mostly focussing solely on wireless 

body area network as well as authentication and disregarded 

all other security requirements, i.e. these studies were not 

focussed on end-to-end security. A total of 14 studies were 

included in this systematic review. 

 

1) Analysis based on research questions  

The studies were classified into different subsections and 

analysed while trying to answer the research questions as 

follow: 

a) What are the security requirements for networked Smart 

Healthcare systems? 

      First analysis was conducted based on security 

requirements stated in the studies. This question intended to 

provide a solution towards identifying different security 

requirements that are relevant for the full functionality of 

smart healthcare systems. Studies reported a number of 

security requirements that the proposed smart healthcare 

systems need to ensure the security of patient data. Studies 

reported the same security requirements i.e. confidentiality, 

integrity, availability, authorisation and authentication. These 

security requirements guide innovators when designing and 

implementing security measures that can provide robustness 

against data breaches.  

Some examples of implemented security measures to meet 

the confidentiality security requirement were user registration, 

login and authentication phase to verify the user’s identity 

thus ensuring that only authorised users have access to the 

system (3) (9) (11) (12) (13) (14).  In some of the proposed 

solutions (1) (5) (7) (8) (10); the system needed to verify and 

validate the collected raw data and compare it to encrypted 

data stored in the cloud and the system had to follow some 

security procedures such as a mutual authentication between 

users and sensors according to secret keys generated to ensure 

the security, integrity and accessibility of data in the system 

Other studies have demonstrated that through the 

implementation of authentication schemes, several security 

features are enabled between patients, devices and healthcare 

providers to allow resilience to possible attacks by integrating 

anonymous authentication services (2) (4) (6). Likewise, 

blockchain technology can be used in smart healthcare 

systems to provide the protection of medical data and 

guarantees user authentication, integrity and confidentiality. It 

also ensures the protection, availability and allows data 

integrity preservation as blockchain keeps record of system 

access and user accountability. Hence the need for 

compatibility between the healthcare devices with the block 

chain technology in order to maintain the security of medical 

data (4).  

 

b) What are the security risks in networked Smart Healthcare 

systems? 

This question intended to identify reported security risks 

which could potentially result in the violation of the security 

of patient data.   

The main security risk reported by several studies is the 

risk to confidentiality of data. These included eavesdropping 

in wireless communication mediums, and impersonation 

attacks. Secondly, the risk to the integrity of data was 

reported. These included data fabrication attack and message 

modification attack. i.e. modification of a patient’s data and 

replacing it with incorrect data.  Thirdly, other security risks 

reported were threat to the availability of data through denial-

of-service attack (3) (9) (11) (12) (13) (14).  

These reported security risks have the potential to cause harm 

to the patient, the data, and the healthcare system as a whole. 

A number of studies reported potential of security risks which 

are different attacks that could be launched to cause harm to 

patient’s data, network, or the healthcare system such as 

authentication vulnerabilities, data security, access and 

privacy issues, data sharing and transmission issues as well as 

malware attacks (1) (5) (7) (8) (10). An example is when 

there is an unauthorised access to patient’s data which 

happens when the attacker attempts to modify patient’s data 

and replaces it with incorrect data. Consequently, incorrect 

data could lead to misdiagnosis which may affect patient 

health (10).  

 

c) What solutions have been proposed in literature to   

 mitigate these security risks? 

    Thirdly, studies reported different types of mitigation 

measures. For studies that focused on the security issues, such 

as end-to-end security as well as access control in EHR 

integrated into IoT; Authors reported solutions such as a 

security framework used for isolation of patient health data 

using network slicing techniques and user authentication (3). 

An end-to-end security scheme for IoT healthcare was 

proposed in order to provide end-to-end security from data 

acquisition, transmission access on servers and sharing of 

data (9). Three-tier hierarchical m-health system architecture 

has been proposed. It has a sensor network tier to collect 

patient’s vital signs, a mobile computing network to process 

and route the data and a back-end network tier to analyse 

patient’s medical data (11).  Additionally, Authors proposed a 

healthcare system framework which is designed for data 

collection, data storage and data transmission through a 

wireless network infrastructure and published using a security 

gateway (12). A secure and privacy-preserving protocol for 

health data processing in mobile healthcare network is 

proposed for patient’s data privacy (13). Cloud-based 

encryption architecture is proposed, it uses three types of 

encryption techniques: Advanced data encryption, Attribute-

based encryption as well as proven data possession (14).  
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Moreover, studies that focused on data integrity and 

privacy of EHRs reported solutions such an architecture 

which combines biometric-based blockchain technology with 

the EHR system (2); A security model is proposed that allows 

protection of medical data using blockchain technology (4); 

as well as an innovative user cantered data sharing solution 

using blockchain technology (6).  

  

Furthermore, studies focused on data sharing, exchange and 

transmission over the network in smart healthcare systems 

reported solutions such as symmetric encryption keys to 

encrypt the wireless communication from medical devices by 

avoiding wireless key exchange (1); An efficient data sharing 

scheme is proposed (MedChain). This Scheme uses block 

chain technology, peer-to-peer network and digests chain to 

overcome efficiency issues (5). Additionally, (7) proposed a 

trustworthy access control mechanism is achieved with the 

use of smart contracts to achieve security of EHR amongst 

patients and healthcare providers. A secure data transmission 

method using a complex encryption transmitting healthcare 

related data over the network by devices with resource 

constraint, as well as prevention of EHR modification by a 

third party (8); and finally, (10) an IoT-based smart 

healthcare security model framework is proposed to help 

design security areas for IoT services. 

 

d) How effective are the proposed security solutions?   

Included studies have demonstrated the effectiveness of the 

proposed mitigation measures in securing smart healthcare 

systems. These measures have shown potential to mitigate 

attacks in the systems and provide security protection. The 

effectiveness is guaranteed through the provision of security 

to patient’s data and devices as well as the hospital devices. 

Some examples of reported the effectiveness are described 

below.  

An end-to-end security as well as access control in EHR 

integrated into IoT reported the effectiveness as follows: The 

proposed security framework is shown to be effective by 

isolating the health traffic from general traffic. This is 

achieved through the implementation of a healthcare network 

slice reserved for caregivers and healthcare personnel. As 

well as a smart home network slice that provides connectivity 

to the elderly home (3). Another proposed security framework 

is shown to be effective by providing 97% more energy 

efficiency and was 10% faster. Authors also reported that the 

session redemption approach has 8.1% and 98.7% 

improvement on client-side and processing time respectively 

(9). Furthermore (11) reported that the system architecture 

has demonstrated its effectiveness using stochastic geometry, 

by showing how the transmitter is able to communicate with 

its neighbours with a higher average secrecy probability 

without the need of secure protocols such as RF 

Fingerprinting. The transmitter was able to extend its secure 

communication range by learning user’s behaviour and 

trustworthiness. Also, being equipped with information on 

possible eavesdropping attack, the system is able to better 

perform in terms of secrecy and latency. Likewise, (12) 

proposed a healthcare system framework and reported its 

effectiveness in three areas. Namely, it uses easily deployed 

and low-cost wireless sensor networks, addresses the issue of 

achieving a direct communication between user’s mobile and 

embedded medical devices, and also, it allows the 

enforcement of privacy preserving strategies and attains 

satisfactory performance. Hence, the proposed framework 

provides a significant component of the informationization of 

medical industries. Alex, et al. (13) reported that the proposed 

security framework was effective by through a comparison to 

Meshram’s scheme described in the study; in terms of 

resource consumed and computational energy conception 

needed for access check depending on the number of users. 

Authors reported that as the number of helpers increases in 

the system, the required resources in requesting user’s smart 

devices are reduced.  Hence, the proposed protocol drastically 

reduces user’s resource consumption and therefore decreases 

the resource conception ratio. And finally, (14) reported that 

the proposed security measure was shown to be effective by 

its ability to check and validate whether data is correctly 

encrypted and stored in the system. This is done by 

comparing the encrypted data stored in the cloud to the raw 

data input using advanced encryption methods such as 

attribute-based encryption, advanced encryption standards 

and provable data possession method. Authors concluded that 

this has resulted in an increase in data security, privacy and 

integrity; security and lower processing power.     

 

Additionally, studies that focused on data integrity and 

privacy of EHRs such as (2), reported the effectiveness by 

comparing the use of secret and private keys to the proposed 

use of biometric based mechanism such as fingerprints. This 

proposed mechanism allows reduction in computational 

overhead required from patients, compared to the use of 

secret keys. The use of fingerprints also shows effectiveness 

in providing better audit logs for activities in the system and 

therefore analyses and prevents unauthorized activities; and 

provides a much more secure exchange and synchronization 

of the HER among healthcare providers. Also, (4) the security 

model security model is shown to be effective by evaluating 

the system performance based on its scalability and efficiency 

in data processing. The results shows that with a range of 10 

to 10 000 requests, the system showed the average of 4.27 

seconds response time with 10 0000 requests simultaneously. 

Also, regarding user permission grant/denial, the system 

responded with an average of 4.13 seconds response time per 

10 000 user request simultaneously (grant) and 2.35 seconds 

response time (denial). Authors concluded that with these 

results, users can effectively manage the access to their data, 

as the system has demonstrated the ability to support high 

load of requests. This allows the system to perform 

transactions in a very effective way by granting and denying 

permissions to the rest of the participants.   Then (6) 

demonstrated the effectiveness of the proposed solution by 

measuring its performance in terms of scalability and 

efficiency. With the focus on proof generation, data 

validation and data integrity, the system tested a number of 

concurrent records and concluded that it could handle s large 

data set at low latency. This indicates the effectiveness in 

scalability and efficiency of data. 

  

Other studies focused on data sharing, exchange and 

transmission over the network in smart healthcare systems 

such as (1); reported that the proposed security framework is 

shown to be effective by analysing and testing the random 
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key generation.  The key generation is tested based on two 

points. Namely, the stop-time in the system which is 

unknown to the adversary, and the number of iterations 

needed to produce the key.  This leads to obtaining different 

key values resulting to a drastic sequence change of the 

generated key. Authors demonstrated that the security and 

randomness in the generated keys is achieved by using the 

proposed encryption technique. Hence the security of the 

encrypted message that is communicated between devices is 

achieved. (5) Showed how the proposed scheme MedChain 

was effective by analysing the system performance compared 

to existing blockchain-based solutions in terms of 

communication and storage overhead (5). The results show 

that in terms of the communication overhead in data access 

this approach facilitates integrity check in data access since it 

encodes the digest of data stream into a digest chain from 

blockchain and this allows validation of data integrity. 

Similarly, in terms of storage overhead, existing schemes 

stores all the data on the blockchain. However, for MedChain 

only stores the fingerprints and the rest of the data is stored 

on the directory servers which are mutable and the data can 

be removed from the servers only when the session is revoked. 

Hence MedChain guarantees less storage overhead.   

Furthermore, (7) showed that the proposed system is shown 

to be effective by the author’s performance analysis. Authors 

discuss that the proposed system is designed with its ability to 

provide flexibility as it is deployed on mobile platform and 

can be accessible to any authorize user with a smartphone. 

Additionally, authors measure the effectiveness of this system 

by its ability to provide high level of availability of health 

data anytime anywhere. They conclude that it uses a 

decentralized storage system which avoids single point of 

failure and also guarantees high security of data, integrity and 

privacy with the use of blockchain and smart contracts. (8) 

Measure the effectiveness by analysing the two-level 

encryption framework (Strong encryption done on the cloud 

and a light weight encryption done by the user) is shown to be 

effective by encrypting the whole image before sending it to 

the cloud, rather than the encryption of a portion of the image. 

This way, a lesser encryption time is achieved as compared to 

previous scheme such as the Saijjad scheme.  To measure the 

effectiveness of the proposed framework in comparison to the 

Saijjad scheme, values of the encrypted data such as (Size of 

the compressed image, Pick signal ration, similarity index 

between old and new image and the number of changing pixel 

rate NPCR) should be as low as possible. Authors concluded 

that smaller values on the encrypted data was achieved, For 

example, I the case of medical image 1, Image dimensions 

were 256x256, when encrypting with the Saijjad scheme, the 

NPCR was 0.5784 and the proposed method yield the 

NCPCR of 0.6404. This method allows the preservation of 

the authenticity of the image as well as a lower encryption 

time, thus validating the effectiveness of the proposed 

encryption scheme. Finally, (10) demonstrated how the 

proposed security framework is shown to be effective by 

comparing the CPU and Memory performance with variation 

in the number of hosts in a network. The test results show that 

when the number of hosts is small, the CPU and Memory 

usage is high. However, as the number of hosts increases, the 

CPU and Memory usage does not increase linearly, but shows 

a small increase. This illustrated in the graph as follows: for 

memory usage, single system usage for 3 hosts is 12% and 

11%; and for 8 hosts and 30% for 22% for distributed system. 

For CPU usage the figures are 6% and 7.8% for 3 hosts and 

14% and 10% for 8 hosts. 

 

IV. DISCUSSION AND CONCLUSIONS 

  The included articles described the smart healthcare 

system and identified the security requirements, security risks 

and solutions to mitigate the risks. Each study also explained 

the effectiveness of their proposed security solution. However, 

it was evident that some studies briefly reported the 

effectiveness of their proposed solution and this was 

considered poor reporting. Of the 14 studies included in the 

final selection, most of them focused on detecting security 

risks that have potential to cause harm to user authorization, 

data authentication, confidentiality, integrity and availability. 

However, while doing the study selection, it was evident that 

most of the excluded studies only focussed on user 

authorisation and authentication, hence they were excluded 

because they paid no attention to the rest of the security data 

journey which is securing data at the acquisition device, over 

the network while the data is being transferred as well as 

ensure the security of data at the storage device. Most studies 

have proposed measures such as biometrics, data encryption 

and blockchain technology to address security threats within 

the smart healthcare systems. These proposed measures have 

the potential to transform the security of smart healthcare 

systems and therefore to providing security of data from the 

point of acquisition, while being transferred through mobile 

networks, and during storage. 

The limitation of this research is that it was carried upon a 

few selected online databases (3) namely Scopus, Medline 

and Web of Science due to other databases yielding result of 

0 studies after the search queries were performed. 

Additionally, A few articles (4) could not be retrieved for full 

text analysis. 

It is evident that the issue of securing data throughout its 

process from the acquisition, while being transferred through 

the network as well as at the storage has been resolved by 

providing end-to-end security of data. Studies have achieved 

this security by ensuring adherence to the proposed 

mechanisms. For example, by using the biometrics 

(fingerprints) mechanism for access control on the EHR, this 

eliminates the risk of permanent loss of identity and access 

control to EHRs and further assures patients data privacy (13). 

Another example is, with the use of a physical layer security 

scheme that was proposed for mobile computing tier in m-

Health, patients medical data can be transferred with secrecy 

and delay constraints can be overcome (11).  Also, by using 

MedChain, users exchange data through the blockchain 

technology which allows transaction of data without the need 

for a decentralized third party. This scheme is proven to 

provide efficient data sharing without any security 

compromise (5). 

 

The results of the study are set to inform security system 

designers on the best approaches and policies for developing 

security mechanisms in smart healthcare systems. The results 

may also be useful to network operators in showing the 

potential risks to health information as it traverses mobile 

networks. The results could further be useful to conscientise 
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departments of health in the potential risks of publicly shared 

health data, possible mitigation measures, and potential 

solutions. Hence, this will positively impact the security for 

smart healthcare system as whole.  

 

All the included studies reported the effectiveness of their 

mitigation measures against security risks in smart healthcare 

systems. These studies focused on the protection of patent’s 

data from attackers who may cause harm. However, there is 

lack of studies that focuses on protection data in cases where 

the intruder has already accessed the system. This leaves a 

gap for researchers to consider exploring the area of security 

of healthcare systems by detecting the attacker who has 

already gained access into the system as well as the protection 

of data after intrusion. Recommendations for future research 

and open research issues include the need for future studies to 

focus on intrusion detection within smart healthcare systems. 
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Abstract—Affordable Internet access has been critical for
continued remote education and work-from-home environments
during the COVID-19 pandemic. However, localized services
made available through a community network can also provide
high value for education, work and entertainment in com-
munities that lack affordable access. Creating these localized
services is technically challenging and in this paper, we take the
first attempt at describing the development issues faced when
creating these services as well as the first attempt at fostering
a collaborative approach to developing community networks in
Africa. We examine a case study relating to the development of a
localized service followed by detailing an improved containerised
architecture for easily bootstrapping new localized services using
a combination of a virtual machine, Docker containers and the
Traefik HTTP reverse proxy. Through the creation and subse-
quent sharing of our codebase and containerised architecture,
we aim to set a precedent for resource sharing and collaboration
amongst developers in the African wireless community network
space.

Index Terms—Wireless Community Networks, Open Source
Development, Virtualisation

I. INTRODUCTION

As South Africa continues to develop, access to the internet
has become an ever more pivotal tool and resource for many
population members. However, mobile data usage in low-
income areas in South Africa is limited. This is due to the high
cost of data relative to the per capita income in these areas
and variable mobile signal coverage, which results in low-
quality connections [1] [2] [3]. As a result, a large portion of
the country’s population is left with limited or no access to
the internet.

To rectify the above disparities, there has been an increase
in the creation of Wireless Community Networks (WCNs)
throughout South Africa. WCNs are created to connect com-
munities to the internet while also offering zero-rated local
services [4]. However, this movement struggles from a lack
of collaboration and subsequently a lack of shared resources to
educate and build off of. Rey-Moreno et al. [5] examined over
thirty WCNs based in Africa, where more than sixty percent
were based in South Africa and found that the majority
of parties involved in the creation of WCNs were unaware
of other projects similar to their own. He concluded that
there is the need for collaboration and resource sharing to
facilitate a collective movement towards bringing communi-

cation technology to resource-constrained environments [5].
Creating a starting point for collaborative development in this
space is the main contribution of this paper. By sharing our
entire codebase we aim to set a precedent and motivate other
WCN owners to do the same, thus forming a collaborative
ecosystem for WCN development. While there have been
numerous papers addressing the benefits of WCNs in Africa
and examining their architecture [5] [6] [7] [8], to the best
of our knowledge, this is the first attempt at examining the
development process taken on by contributors to an open
source WCN platform and a first attempt at documenting a
freely available containerised WCN server. Thus, there is no
relevant related work to our project.

This paper will focus on the iNethi project, an open
source platform that allows communities to quickly bootstrap
a community-built internet service provider (ISP) developed
with Docker containers. iNethi was started by a group of
researchers, developers, entrepreneurs, and community ac-
tivists. It aims to facilitate the development of WCNs simply
and intuitively while also abstracting the complex networking
knowledge needed to carry out such a task. Furthermore, by
facilitating an easier and more efficient way to produce a
WCN, these networks can become community-owned entities
and, thus, create a sense of ownership and control over users’
services and data. There is an active deployment of iNethi in
Ocean View (OV), a low-income area in Cape Town, South
Africa. There are currently ten Libremesh WiFi access points
in the community, which roughly three-hundred residents use
to access local services or the internet at R20 per gigabyte.

The open source nature of this project means that the code
for the system is openly available online, with anyone able
to contribute to the project. Students at the University of
Cape Town have been actively participating in the expansion
of iNethi, with numerous postgraduate projects being based
on the OV network and the university’s Developers’ Society
actively recruiting members to participate in iNethi. Such
projects have shown a need for a simple and efficient way to
set up a development environment that contributors can work
on individually and test their services before adding them to
the code base. We will examine a case study developed using
the original HAProxy architecture to illustrate the Docker
container architecture development process and challenges
encountered, followed by an improved architecture that sim-
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plifies configuration complexity. This case study outlines the
need for a testing environment that nullifies the expansive
knowledge of networking needed to participate in WCN
service development while also emphasising the importance
of WCNs in addressing the digital divide in low-income areas
in South Africa. Additionally, it highlights the complex nature
services can adopt when catering for the needs of members
of low-income areas.

To solve the aforementioned issues, we modified our de-
ployment environment’s architecture and built an Ubuntu-
based Virtual Machine (VM), that is freely available on-
line and mirrors the OV deployment environment. The pre-
configured nature of the VM allows contributors to start
developing immediately and nullifies the need for a complex
understanding of the deployment environment. Therefore,
the VM facilitates collaboration through simplification and
improves the chances of successful deployments by mitigating
potential differences between development and deployment
environments. Additionally, the open source nature of the
configuration files and code used to create this VM makes
the process of creating a functional WCN server as simple as
running pre-existing build scripts. The VM uses Dnsmasq and
Traefik Docker containers to route traffic and create the links
needed throughout the Docker network to build a working
environment.

The remainder of this paper is organised as follows: Section
II outlines the background of the iNethi project, Section III
motivates the need for the VM system in open source projects
like iNethi, Section IV presents an iNethi case-study that
exemplifies the need for the VM, Section V describes the
VM framework, and section VI concludes the paper.

II. BACKGROUND

This paper focuses on the iNethi deployment in OV, which
launched in 2018. The network is owned by OVCOMM Dy-
namic, an entirely community-owned cooperative. The direc-
tors of OVCOMM Dynamic come from various backgrounds,
including education, art and media, youth development, and
radio communication. In addition, they live in OV and are
therefore representative of the community.

The iNethi infrastructure consists of several Libremesh-
based WiFi access points located in the community. Li-
bremesh allows the network to make use of layer-two and
layer-three mesh protocols. This makes it possible for users to
move between access points without losing their connection.
Additionally, it creates room for network expansion and
accommodates scalability as the mixture of the two routing
approaches allows inter-cluster links to be established over
dedicated radio links. The aforementioned community access
points allow users to utilise the iNethi network and internet
through a voucher-based system. Vouchers cost R20 per
gigabyte, making them at least five times cheaper than the
lowest one-gigabyte data bundle offered by South African
mobile service providers [9].

WCNs, such as the deployment of the iNethi in OV, are
important pillars in societal communication architecture. The

creation of WCNs lessens the digital divide by establishing
more affordable internet access and communication technolo-
gies. This has become even more important in under-resourced
areas in light of the COVID-19 pandemic. E-learning has
become an important tool in combating the spread of COVID-
19 in South Africa. At OV secondary school, a staggering
36 percent of respondents to a school-wide survey could
not access online learning material during the nationwide
lockdown [9]. This led to the creation of the iNethi NextCloud
platform, an open source cloud hosting service similar to
Dropbox that can be hosted on Linux servers, such as the
server located in OV. iNethi runs a global and local instance
of NextCloud that allows teachers to upload content to the
global server even when they are not within the confines of
the community. This content is synced with the local instance
on NextCloud, and students can access it via an app or through
a browser-based interface.

The creation of iNethi NextCloud stemmed from a need
within the community and was expanded upon in community-
led workshops with OV-based educators. This is an important
aspect of iNethi and its principles; all service creation and
additions to the network must stem from a need identified by
those within the community rather than a project which an
outside source deems interesting or useful.

The creation of iNethi and the local content distributed
within the community draws on the concept of locality of
sharing that Phokeer et al. [1] found apparent in low-income
areas, with OV being one of the areas they examined. This
concept highlights how members of such communities com-
municate with people within their locality. This has motivated
iNethi to be a means of access to the global internet and
offer locally-hosted messaging, file sharing, video streaming,
music sharing, and the aforementioned e-learning platform
to community members. Instead of using the most popular
mainstream applications to message a neighbour via an inter-
national expanse of networks, users’ can use a locally-hosted
service. This thereby nullifies the need for a message to be
sent via expensive external data links. This is a key factor in
reducing the cost of communication and media consumption
within low-income areas. Therefore, sharing the code and
framework used to create and host features such as iNethi
NextCloud will allow other WCNs to adopt such a service,
thus benefiting the global WCN ecosystem as a whole.

There are currently few contributors to the iNethi project,
meaning that there are numerous important services that the
community has requested that have not been started and
numerous projects that have been started but never reached de-
ployment. The lack of continued involvement by contributors
and the number of unfinished projects can be attributed to the
skill gap that many contributors face and a general tendency
towards a lack of commitment. These are issues that have
already been documented in many other open source projects
[10] [11] [12].

III. MOTIVATION

Up until now, there have only been a handful of long-
term contributors to the iNethi project. There have been many

Southern Africa Telecommunication Networks and Applications Conference (SATNAC) 2021 Page 211



students from the University of Cape Town that have tried to
contribute. However, the complex nature of the network has
led to a skill gap that many have not been able to overcome.
To set up an adequate test environment, contributors need
to have experience with low-level network configuration and
a good understanding of traffic routing within a network.
This is the main issue students, and other contributors face
when trying to help contribute to iNethi. In turn, this has
made collaborating with new contributors very difficult as the
few active contributors have to answer a myriad of questions
before these developers can start on projects. While this
is possible, active contributors do not always have time to
upskill new developers. These issues are best exemplified
by examining previous student contributions. In 2020, four
honours students attempted to create bespoke services for the
iNethi project. Considerable time investment was required
for integration and this was only achieved by one student.
Another student then was able to leverage this work to
create a plausible iNethi-hosted service, while the other two
students failed to integrate their solution with the deployment
environment.

The aforementioned issues have led to the development of
a fully functional VM replica of the iNethi server in OV. The
VM uses Dnsmasq and Traefik Docker containers to make up
the networking architecture. In addition, the scripts used to
set up the VM are also available online so that contributors
can build an iNethi environment on their own servers, VMs
or machines. While this not only equips contributors with an
adequate test environment, it also allows the iNethi project
to be easily reproducible. This allows more people to adopt
this architecture and thereby is a step towards addressing the
lack of shared resources amongst African WCN owners and
developers [5].

Traefik is a Hypertext Transfer Protocol (HTTP) reverse
proxy and a load balancer designed to deploy microservices,
such as Docker containers [13]. It configures itself auto-
matically and dynamically, abstracting the complex network
knowledge needed to set up a WCN test environment. Dns-
masq further simplifies this process by acting as a Domain
Name Server (DNS) within the VM, resolving requests for
services hosted by the VM. In addition, Dnsmasq is pre-
configured in the VM and does not require user intervention
to run even when new services are added.

Thus, using Traefik in conjunction with Dnsmasq allows
a contributor that is new to Docker and networking to start
a hosted service with a Docker compose file easily. Conse-
quently reducing the skill gap required to contribute to iNethi.

IV. INETHI CASE STUDY

In 2020 we conducted an honours project that focused on
creating a tailor-made music sharing service for the iNethi
architecture in a co-design fashion. This project was proposed
by members of the OV community and aimed to create the
aforementioned music sharing service with specific features
to allow local artists to share their music with residents
of their community and people residing outside of OV in
a simple, cost-effective and data-efficient way. The purpose

of this website was not only to encourage local content
creation and celebrate the local talent but also to stimulate
the local economy by providing the musicians with a way
of making money and marketing themselves online. This
was addressed by incorporating social media style profiles
where artists can advertise themselves, accept donations and
share contact details. Additionally, the platform included an e-
commerce component that allowed users to purchase coupons
to access restricted content or download music marked as
freely downloadable.

Background research was done before interviews with OV-
based musicians to gather context and design well-refined
questions. Three musicians were interviewed, and an OV-
COMM Dynamic director who has a passion for music and
interacts with the artists regularly.

This project set out to solve an important problem spe-
cific to low-income areas in South Africa, exemplifying the
significance of not only iNethi but WCNs in general.

A. Background and Community Insights

From interviews with the musicians based in OV, it was
apparent that the biggest issue faced by South African mu-
sicians in low-income areas is their inability to share their
music. This is due to a lack of an established platform that
aligns with the data restraints they and their fellow community
members face.

This has lead to music sharing in low-income areas being
dominated by Bluetooth and WhatsApp file sharing [14]
[15]. There has only been one previous attempt to facilitate
music sharing in these communities, which resulted in the
development of a website called KasiMP3. It was designed
for use on feature phones with data constrained users in mind
[15] [16]. At its peak, KasiMP3 had over fifty-thousand artists
on their platform. However, this platform is no longer running.

During the feature selection process, the OV-based musi-
cians suggested that the music sharing system incorporated
a feature that allowed them to sell access codes, referred
to as coupons, for the music they chose to place behind a
paywall. This would replace their need to sell compact discs at
live performances, which they said had become less lucrative
over the years as digital music consumption has become more
prevalent.

B. Implementation

To allow musicians to grow their audience outside of OV,
two instances of the music sharing website were created. The
first was a version that would only be seen when someone
accessed the website using a wireless access point within
the community. The second was hosted on an Amazon Web
Services (AWS) server and was accessible by anyone. These
two versions will be referred to as the local and global
deployments, respectively. Each site only differed in terms of
feature accessibility. The global website only allowed users
to sign up as a customer and download music. In contrast,
the local website allowed users to sign up as customers or
musicians and upload their music.
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Fig. 1. Architecture of the global music sharing website

Fig. 2. Architecture of the local music sharing website

These websites were built using various Docker containers.
The website front-end was built using WordPress to allow for
easy customisation from someone without computer science
knowledge. This aligns with the goal of iNethi to build
community-owned networks. In essence, much of this project
was built in the simplest way possible to allow for community
maintenance and ownership. The system consists of a Word-
Press Docker container, a MariaDB Docker container, and
a custom-built Python flask-based Application Programming
Interface (API) housed within a Docker container, known as
the system management API. The system management API
handles the coupon creation process and updates the download
statistics for each song.

When the system is built, the Docker containers are con-
nected to a Docker bridge network, which allows them to
communicate with each other. An HAProxy Docker container
was run as a reverse proxy server on both the AWS and
local servers. This takes in Hypertext Transfer Protocol Secure
(HTTPS) requests for the AWS server, verifies and decrypts
them and then passes them to the WordPress Docker container
as an HTTP message, see Fig. 1. In the local network, the
HAProxy container routes HTTP messages to the WordPress
container or system management API, see Fig. 2.

On both servers, the WordPress container carries out the
request and returns an HTTP response to the HAProxy
container, which is then encrypted in the case of the AWS
server and sent as an HTTPS response back to the user. In
the case of the local server, the process is the same, except the
response is sent in HTTP format. Optionally, the WordPress
container queries the connected MySQL database, hosted in
a MariaDB container, if data is needed from it.

The aforementioned request pattern includes actions like
downloading music and browsing the site. These requests
are handled by the containers and are thus architecture-
independent and run on any server that can run Docker.
However, in more complex cases where custom-built solutions
are needed to handle user requests, the system management
API or server will play a role in carrying out a portion
of the request. The two core features of the website fall
into these categories. Both the music upload process and
coupon creation process are handled by the server and API,
respectively.

The music upload process uses backend processes run on
the server to coordinate product creation between the local
and global server, i.e. creating an entry for a song in the e-
commerce store that acts as the music library. These processes
include updating the file name, moving the file into a perma-
nent location, syncing files between the servers, reading from
the database to get the user’s submitted information and then
using the WordPress WooCommerce API, the e-commerce
store used on the website, to create the product locally and
globally.

The coupon generation process uses the system man-
agement API to process user input and coordinate coupon
creation between the local and global servers. The API uses
calls to the WordPress WooCommerce API and information
gathered from the local database to create a coupon.

C. Deployment Issues

Although the system was successfully tested throughout
development within a local environment, the architecture-
dependent nature of the song upload process meant the de-
ployment on the local server was unsuccessful. This was due
to compatibility issues with the libraries used for the backend
processes. In addition to this, integrating the service’s Docker
containers, which were architecture-independent, into the de-
ployment environment was difficult and time-consuming. The
manual and environment-specific configuration that HAProxy
required led to friction when trying to deploy this service be-
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fore testing could take place. When this phase was completed,
the testing phase brought to light the library compatibility
issues.

V. VIRTUAL MACHINE FRAMEWORK

Fig. 3. Architecture of the VM

After the conclusion of the music sharing project, we had
seen the shortcomings of the current software development
life cycle employed in the iNethi project. It was noted that the
chance of an unsuccessful deployment of the music sharing
service could have been significantly reduced if we had a
development environment that mimicked that of the iNethi
deployment environment. To stop projects from experiencing
issues similar to those observed during this honours project,
the aforementioned VM was created.

The VM is built using Oracle’s VirtualBox, a free and
open source hosted hypervisor for x86 and AMD64/Intel64
virtualisation [17]. The VM itself runs the same OS as the
OV server, a 64-bit Ubuntu 18.0.4 long term support OS. By
mirroring the OS and the rest of the network within the VM,
we ensure that there will be no unexpected software or library
incompatibilities when deploying a new service.

Docker is pre-installed on the VM, and the architec-
ture is pre-configured. When Docker is installed, it creates
two custom Iptables chains named ’DOCKER-USER’ and
’DOCKER’ [18]. It also ensures that incoming packets are
always initially checked by these two chains. This allows the
host machine and the VM to access the services hosted on
the VM without any complex manual configuration. Iptables
is a pre-installed firewall system that interfaces with the
kernel’s Netfilter packet filtering framework. It interacts with
traffic through packet filtering hooks in the Linux kernel’s
networking stacks. Whether incoming or outgoing, every
packet will trigger these hooks allowing specific associated
programs to interact with these packets at key points in the
networking process.

Two Docker containers are pre-configured on the VM
to facilitate the networking needed to use the VM as a

development environment. Traefik is set up as a reverse proxy,
and Dnsmasq acts as the DNS.

Traefik was chosen as it is a simple and easily configurable
reverse proxy that eliminates the need for configuration of
each route to connect paths and subdomains to their mi-
croservices. Instead, this is done automatically as services
are started and removed. It intercepts and routes incoming
requests to the corresponding backend services using service
discovery to configure itself dynamically from these services.
Additionally, Traefik does not need to restart every time a
service is added, thereby minimising the overhead of adding
new services to the development environment. Furthermore,
this choice was motivated by the shortcomings of the old
HAProxy architecture as it was difficult to use and required
manual configuration to deploy a new service successfully.

Dnsmasq is used as it is a lightweight application that
is suitable for resource-constrained environments. Thus, the
DNS virtualisation will not take up computing power that
can otherwise be used for development [19]. Furthermore,
using Dnsmasq means that the VM can act as a self-contained
development environment because the hosted services can be
accessed from the VM’s browser. It also allows the host device
to access the VM’s hosted services with minimal configuration
on the host machine. The Dnsmasq configuration file does
not need to be edited by users, which abstracts knowledge of
DNS services and network traffic routing that a contributor
may otherwise need.

The first step in interacting with the VM’s services involves
domain name resolution, whether that be for a request sent
from the browser of the host machine or from within the VM,
see Fig. 3. Incoming requests on port 53 will be sent to the
internal Internet Protocol (IP) address of Dnsmasq. This will
act as a DNS and confirm that the request has reached the
VM. Any request on port 83 or 8080 is forwarded to Traefik,
which uses a wild card configuration to ensure that any
Uniform Resource Locator (URL) ending in ’.inethihome.net’
is forwarded to the relevant Docker container’s internal IP
address where the request will be processed. For example, if a
user were to search for ’splash.inethihome.net’ in the internet
browser on their host machine, the request would be sent to
their local DNS and resolve to the IP address of the VM, see
Fig. 3. This request is then be sent to the VM via its Network
Interface Card (NIC). The incoming packets will activate the
hook for port 53 in the Docker chain. This packet will be sent
to Dnsmasq, which sends a confirmation response packet to
the host machine via the NIC. Following this, the subsequent
packets will activate the port 80 hooks in the Docker chain
and be sent to the internal IP address of Traefik, which will
subsequently send them to the Nginx Docker container. The
Nginx Docker container is used to host the ’splash’ page - the
web page a member of the OV community would see when
they first connect to an access point.

This means developers only need to add Traefik labels
to their Docker compose file to integrate a service with the
environment. Once these are added, the above processes will
facilitate their service’s networking requirements, and they
will be able to test their services in a quasi-iNethi deployment
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environment. Once the service has been tested on the VM, it
can easily be deployed on the local or global instance without
modification.

The VM is also pre-loaded with shell scripts used to
build the iNethi environment. A ’build all’ script allows
the user to select what services they wish to have running
on their machine. This script then automatically configures
the network and other settings needed to mirror the iNethi
deployment environment. Furthermore, these services can
be stopped and resumed with other scripts that are freely
available online. Therefore the creation of the VM is more
than just an effort to allow contributors to test their services.
It is a fully configured containerised version of iNethi and
allows the machine running it to utilise the VM as a pseudo
access point. Because the scripts to build this system are made
available to the public, this will allow people to build an
iNethi server effortlessly with no manual configuration. This
is a significant step in making iNethi a product rather than
just a project in the eyes of potential network administrators,
as the code that was used to set up the VM can be run on
any Ubuntu-based machine to set up a replica of the OV
deployment server. Therefore, we are facilitating the first step
towards creating a collaborative WCN ecosystem in Africa by
facilitating simple external deployments of our framework.

VI. CONCLUSIONS

Open source projects can struggle to gain traction and
contributors when there is a significant learning curve needed
to understand the codebase and deployment environment. Due
to the complex networking knowledge and understanding of
Docker that is needed to grasp the intricacies of iNethi,
there has been an issue in maintaining long-term contribu-
tors’ interest in the platform and deploying projects. This
has led to a small team of contributors and a slow code
output rate compared to other open source projects. These
factors motivated the development of a VM that imitates the
deployment environment of iNethi in OV. This will allow con-
tributors to focus on their individual projects without spending
time configuring a suitable development environment. By
abstracting the networking knowledge that would otherwise
be needed, the skills required to work on iNethi are less
specific, and projects that work on a developer’s local machine
have an increased chance of successfully integrating with the
deployment environment in OV.

Additionally, making this code freely available online facil-
itates the creation of more WCNs similar to iNethi and allows
other networks to use our code in pre-existing infrastruc-
tures. Ultimately this will allow for developers and network
administrators from different WCNs to create collaborative
relationships. This is a vital step in addressing the lack of
resource sharing and tools available in the African landscape
for deploying WCNs and building services for them.
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Abstract—Internet security is an ever-expanding field. Cyber-
attacks occur very frequently, and so detecting them is an
important aspect of preserving services. Machine learning offers
a helpful tool with which to detect cyber attacks. However, it
is impossible to deploy a machine-learning algorithm to detect
attacks in a non-centralized network. Software Defined Networks
(SDNs) offer a centralized view of a network, allowing machine
learning algorithms to detect malicious activity within a network.

The InSDN dataset is a recently-released dataset that contains
a set of sniffed packets within a virtual SDN. These sniffed
packets correspond to various attacks, including DDoS attacks,
Probing and Password-Guessing, among others. This study aims
to evaluate various machine learning models against this new
dataset. Specifically, we aim to evaluate their classification ability
and runtimes when trained on fewer features. The machine
learning models tested include a Neural Network, Support
Vector Machine, Random Forest, Multilayer Perceptron, Logistic
Regression and K-Nearest Neighbours.

Cluster-based algorithms such as the K-Nearest Neighbour
and Random Forest proved to be the best performers. Linear-
based algorithms such as the Multilayer Perceptron performed
the worst. This suggests a good level of clustering in the top few
features with little space for linear separability. The reduction of
features significantly reduced training time, particularly in the
better-performing models.

Index Terms—Machine Learning, Software Defined Networks,
Security

I. INTRODUCTION

Bots are typically seen as a problem in various services,
specifically in social networks. These bots come about from
compromised machines, which form part of a zombie botnet.
These bots can then perform any number of illegal activities
based on instructions sent to them by the owner of the bot.
With multiple bots in a botnet, coordinated attacks can be
done to, for example, execute a Distributed Denial-of-Service
(DDoS) on a server.

These bot-coordinated attacks are difficult to detect at the
router level, as the router can only see its specific portion of the
network. Software Defined Networks (SDNs) offer a global,
centralized view of the network. This provides an opportunity
for Machine Learning models to identify the pattern of a DDoS
attack and block the relevant IP addresses.

This study was funded by National Research Foundation (120654). This
work was undertaken in the Distributed Multimedia CoE at Rhodes University.

This study offers a comparison of various forms of machine
learning for identifying malicious bot activity on a network.
We aim to examine the machine learning algorithms best suited
for classification of malicious activity with very limited data.
Our hope is that this will give insight into these forms of
activity and pave the way for more efficient forms of machine
learning for malicious activity classification.

Section II provides an overview of the literature surrounding
this topic. In Section III, we discuss each form of classifica-
tion using machine learning. Section IV explores a recently-
released dataset, InSDN, identifying various bot-related ma-
licious activities. Section V describes the experiment design
for evaluating the machine learning models. Finally, Section
VI applies these machine learning algorithms to bot-related
activities and evaluates each algorithm for its ability to classify
malicious coordinated activity.

II. RELATED WORK

Wu et. al. [1] provide a comparison of various forms of
unsupervised learning to detect bots using traffic analysis. The
authors used datasets gathered from real-world malicious bots.
Specifically, they were aiming to classify Zeus, Waledac and
Storm attacks. The authors used three clustering algorithms to
classify these bots: Simple K-Means, X-Means and EM clus-
tering. They did some careful feature extraction and achieved
accuracy results ranging from 0.89 to 0.96.

Tuan et. al. [2] provide a comparison of various forms
of machine learning algorithms for DDoS traffic detection.
The algorithms compared include the Support Vector Machine
(SVM), Decision Trees, Naive Bayes, Artificial Neural Net-
works and various forms of unsupervised learning. It was
found that unsupervised learning produces the best results
when classifying DDoS attacks.

Cusack et. al. [3] used a Random Forest classifier to
detect ransomware over a network forwarding HTTPS traffic.
Specifically, they classified various Cerber ransomware attacks
over an SDN. From this, they achieved a high F1 score of 0.94
with a low false-positive rate.

Zhang et. al. [4] created a botnet detection framework
for Peer-to-Peer (P2P) architectures. The proposed pipeline
involves filtering Transmission Control Protocol (TCP) packets
and extracting the relevant features. They further reduce the
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features down to 10 before passing it across to the classifica-
tion. The authors used multilayer neural networks to classify
the packets as either a legitimate connection or a botnet
detection. The chosen datasets were the ISOT dataset [5] for
malicious bots, and the ISCX dataset [6] for non-malicious
traffic. The proposed approach achieved a precision of 98.32%
and an F-measure of 98.69%. Additionally, the false-positive
rate achieved was 0.75%.

III. CLASSIFICATION ALGORITHMS

A. Logistic Regression

Logistic regression is an algorithm that aims to separate
linearly separable data. This is done by fitting a logistic
sigmoid function to the data and classifying each resulting
value below 0 to the negative class and each value above 0 to
the positive class.

This algorithm creates a simple model with very few
parameters. As a result, training and inference are fast. The
logistic regression results can also be fairly informative, as
they measure the correlation coefficient and direction of as-
sociation of two variables. It is, however, not restricted to bi-
variate classification and can easily be extended to multinomial
regression. The only downside to logistic regression is that it is
restricted to linearly separable data and cannot learn complex
relationships.

B. Support Vector Machines

The SVM [7] is a form of linear classification. The al-
gorithm aims to minimize the number of data points falling
within a certain margin, set as a hyperparameter. The smaller
the margin, the higher the likelihood of overfitting.

SVMs can classify non-linear data through the use of a
kernel trick. This is done by projecting the data across an extra
dimension defined by a specific kernel. Some examples include
a radial basis function, polynomial kernel, linear kernel, among
others. The separation line is thus calculated in this extra
dimension and then downsampled to the previous dimension.
As a result, various shapes can be predicted by the SVM,
defined by the kernel.

C. Random Forests

The Random Forest algorithm [8] is an algorithm based on
an ensemble of Decision Trees. A single Decision Tree is an
algorithm that models the data using simple decision rules.
These decision rules are updated based on the training data.

The Random Forest algorithm takes the ensemble of De-
cision Trees trained and merges them to get a more accurate
result. This is usually trained through the bagging method [8].
Bagging is done by taking the aggregation of each bootstrap
estimation of the Decision Tree means. This is useful as it is
robust to high variations in the data.

The Random Forest algorithm benefits Decision Trees by
reducing overfitting while improving accuracy. It is also robust
to missing values in the data.

D. K-Nearest Neighbours

K-Nearest Neighbours (KNN) is a supervised clustering
algorithm [9]. Classification in this algorithm is done by
inspecting the classes of the nearest k neighbours relative to a
point in the feature space. The point is assumed to belong to
the class with the highest count in these nearest neighbours.

E. Multilayer Perceptrons

A single perceptron is a single unit that can classify data by
determining a line of best fit. While this can classify linearly-
separable bi-variate data, more complex data containing higher
dimensionality tends to be beyond the scope of a single
perceptron. A Multilayer Perceptron (MLP) extends this to
multivariate data. The MLP resembles a neural network but is
designed for linearly separable data in higher dimensions.

The use cases of MLPs are similar to those of SVMs.
However, MLPs tend to work better with data containing more
than two output classes.

F. Neural Network

Neural Networks [10] form a large basis behind deep
learning. While it is not the only form of deep learning, it
is relatively popular in the machine learning community. The
premise behind neural networks is to simulate the human brain,
with certain activations being sent to various neurons.

Neural Networks consist of three main parts: an input layer,
one or more hidden layers and an output layer. Each layer
consists of several neurons. The number of neurons in the
input layer is determined by the number of features in the
data. The output layer neurons are determined by the number
of classes, and the number of neurons in the hidden layers can
vary in number. The output of each neuron is the weighted
sum of the output of each neuron in the previous layer, with
an activation function applied.

IV. THE INSDN DATASET

The InSDN Dataset [11] is a recent dataset containing
labelled packets for various attacks within and SDN controller.
The data was simulated as an Open vSwitch (OVS) with
three networks attached. The first network is an attacker
network running Kali Linux. The second network contains
regular Mininet users to generate regular traffic. The final
network contains the vulnerable Linux server, running on a
Metasploit 2 framework. We investigate 6 different attacks
made on the vulnerable server: Brute Force Attacks (BFAs),
BotNet Attacks, Denial-of-Service (DoS), Distributed Denial-
of-Service (DDoS), Probe, and Web-Attack.

A BFA is when the attacker attempts to log in to another
user’s profile by guessing passwords. This particular type of
password-cracking guesses every combination of the valid
password tokens, hashes them and checks against the server.

A BotNet attack is a class of attack executed by botnets
in a network. A botnet is a host that has been infected by
the attacker and executes commands from the hacker. In the
InSDN Dataset, the Kali Linux machine performs this by
infecting two hosts from the Mininet network.
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Fig. 1. The number of instances of each class in the InSDN Dataset.

The Probe attack class arises from the hacker scanning the
vulnerable host for weak points. The attacking network scans
the Mininet hosts as well as the Metasploit server.

Web-Attacks refer to attacks on the webserver itself and
attacks at the application layer. The specific attacks used were
Cross-Site Scripting (XSS) and SQL Injection attacks, which
are two of the most common attacks [12].

The DoS and DDoS attacks both refer to an attack that
renders the network unavailable for regular users. This is done
by flooding the servers with spoofed packets that cause the
server to stall for prolonged periods. The DDoS achieves the
same goal but through using multiple botnets to flood the
bandwidth of the victim server.

Figure 1 illustrates the number of instances of each class
present in the dataset. The three highest classes are the DDoS,
DoS and Probe attacks. Considering this imbalance of classes,
this might introduce some bias in the results.

A. InSDN Features

The InSDN consists of Wireshark packet captures. In total,
there are 83 features in the dataset. These features can be
categorized as follows [11]:

• Network identifier attributes: Basic information about the
source and destination.

• Packet-based attributes: Information related to the pack-
ets, such as the total number of packets in a forward and
backward direction.

• Bytes-based attributes: Information related to the bytes in
the forward and backward direction.

• Interarrival time attributes.
• Flow timers attributes.
• Flag attributes: Attributes related to the flags, such as

SYN and RST.
• Flow descriptors attributes.
• Subflow descriptors attributes.

B. Baseline Results

The authors of [11] included a set of baseline results with
which to compare models. These baseline results used all of
the same models used in this study, with the exception of
the Neural Network and Logistic Regression models. Before
training, the authors removed any socket data and standardized
the numerical data to the range [0 : 1]. Training was done
on all remaining features of the dataset. These results are
summarized in Table I.

TABLE I
BASELINE RESULTS FROM THE INSDN DATASET [11].

Model Precision Recall F1-Score Training Time (ms)
KNN 99.9 99.9 99.9 1,391,163
MLP 99.9 99.9 99.9 806,736

Random Forest 99.9 99.9 99.9 231,436
SVM 99.8 99.9 99.9 17,161,164

V. EXPERIMENT DESIGN

We test a set of ML models against the InSDN dataset. First,
we preprocess the data to ensure that it more closely suits
the needs of these algorithms. The models tested include a
Neural Network, SVM, Random Forest, K Nearest Neighbours
(KNN), Logistic Regression and MLP. These models are
trained, fine-tuned and tested against a range of different input
dimensionalities. For fine-tuning, we use a grid search and
cross-validate the data with 5 folds. For testing, we extract
30% of the dataset.

We aim to test these models with respect to a decreasing
feature space. According to the features listed in Figure 2,
we extract the top 36, 18 and 8 features. We train and fine-
tune each model separately on each of these feature sets
and report on the achieved precision, accuracy and F1 score.
To accurately measure the training times of the models, we
instantiate a new model with the optimal hyperparameters and
train it on the dataset again, without any cross-validation. We
expect to see some drop in the scores achieved on lower
dimensionality when compared to the baseline results, but
hope that this comes with a significant decrease in training
time.

A. Preprocessing

Due to the high dimensionality of the dataset, we aim to
reduce the number of features to increase speed and reduce
overfitting. Before feature selection, we first preprocess the
data. This ensures that all values lie roughly within the same
region and provides a more stable ground for evaluating the
features. Firstly, we use a Robust Scaler to ensure that outliers
are handled. Then we use a Min-Max Scaler to ensure that all
feature values lie within the range of [0 : 1]. This results in
non-negative values within the dataset. All scalers were fitted
on the training data and applied on all data.
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Fig. 2. The features ranked by their χ2 score.

1) Feature Reduction: We first remove all string data within
the dataset to reduce features, as we aim to classify based on
numerical data. This resulted in 80 non-string features. Fol-
lowing this, we use the SELECTKBEST method included in the
SCIKIT-LEARN package. We select based on the χ2 criterion,
as all features included are non-negative. The SELECTKBEST
method was fitted on the training data and applied to all data.
Figure 2 illustrates the χ2 scores of the top 36 features. We
find that these features hold the majority of the information.
As a set of feature space sizes, we extract the top 36, 18 and
8 features, respectively.

In particular, we see a significant amount of significance
in the top two features: the number of backwards-flowing
packets per second (i.e. from the client to the OVS switch)
and the number of packets per second in a given flow.
Considering the attack classes in the dataset, particularly in
DoS, DDoS and Brute Force attacks, these are logical features
to consider. Among other important features, information such
as packet length, protocol used and flag counts appeared to be
significant.

B. Classification

For classification, we use various models from the
SKLEARN package, as well as a deep neural network model
from the KERAS package. To find optimal hyperparameters,
we fine-tune each model using a grid search. This grid search
cross-validated the data with 5 folds, which was optimal as
detailed in [11]. The Neural Network used a combination of
layers containing 32, 64, and 128 nodes. Some dropout was
introduced into the network to introduce some regularization.
All models were run on a 16-core AMD Ryzen 9 3950X
processor. Each core averaged a clock speed of 2713 MHz.

VI. RESULTS

Table II details the achieved macro-averaged precision,
recall and F1 score of each model. From the outset, we note

that the skew classes shown in Figure 1 would have a large
impact on the performance of these models. Furthermore, we
aim to analyze these results with respect to their performance
in a low-dimensional environment.

The highest performing models were the Random Forest
and KNN models. These models achieved scores that were
consistently within the 90th percentile. Similar to [3], the
Random Forest model produced a lower False Positive Rate.
Furthermore, reducing the feature space did not seem to have
a significant impact on these scores. Imbalanced classes do
not have an adverse affect on the KNN models, and its high
performance in the top 8 features is indicative of the fact that
these features are well-clustered. This aligns with [1], who also
achieved good results with clustering algorithms. Similarly,
the clear clustering of data would result in features that are
categorized easily by the Random Forest algorithm.

The Neural Network and SVM models reported good re-
sults, with F1 scores ranging from the 50th percentile to
the 80th percentile. While these models are well-equipped to
learn complex relationships, and should therefore outperform
all other models, the low dimensionality of the data had an
adverse impact on the performance of these models. With
similar preprocessing to that of [4], better results may have
been achieved.

The lowest scoring models were the Logistic Regression
and MLP models. These models are highly linear in nature,
so separability in a low-dimensional space may be difficult.
As shown in the baseline results, the MLP is able to achieve
high results with all available features.

Figure 3 illustrates the training times of the models. As an-
ticipated, there is a significant reduction in these timings when
compared to the baseline results presented in [11]. However,
a lower number of features does not always introduce a lower
training time, as some instances illustrate. Interestingly, the
KNN model, which was among the highest training times in
the baseline, is among the lowest in Figure 3, indicating that
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TABLE II
CLASSIFICATION RESULTS OF EACH MODEL WITH VARYING FEATURE SIZE.

Model 36 Features 18 Features 8 Features
Prec Rec F1 Prec Rec F1 Prec Rec F1

Neural Network 77.77 95.95 80.50 72.68 91.32 78.31 59.33 79.20 64.87
KNN 92.63 94.70 93.55 92.01 92.48 92.22 91.92 92.95 92.36
MLP 16.67 6.30 9.15 57.62 61.21 59.11 55.43 62.83 57.77

Logistic Regression 59.19 64.75 61.36 53.31 65.95 56.33 46.15 47.24 46.38
Random Forest 93.53 92.91 93.18 93.59 91.57 92.44 92.36 90.89 91.52

SVM 82.74 98.82 88.12 71.99 97.33 79.89 67.68 96.85 76.42

Fig. 3. Train times of the various models.

convergence is reached quicker with fewer dimensions. The
Random Forest was also among the lowest in train times, with
the exception of the train time using 18 features. This indicates
that convergence may be difficult to reach in a certain feature
space size. The Logistic Regression interestingly did not take
long to train. However, this is due to the fact that the imposed
maximum number of iterations were reached, hence all train
times were similar.

The MLP and NN models were the longest to train. In the
case of the MLP, its low classification result indicates that its
long train time is due to the fact that sufficient convergence

was not reached. For the Neural Network, the train time does
not depend on convergence, but rather the number of epochs
included. As a result, its train time is not significant.

The SVM did not take too long to train. Considering that
this was the longest train time in the baseline results, this is
a significant improvement. This indicates that, with a higher
dimensional space that is still significantly lower than the total
number of features in the dataset, this model will reach a good
trade-off between train time and classification power.
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VII. CONCLUSION

BotNet detection is a highly important aspect of mak-
ing secure SDNs. Machine learning can be utilized in this
environment as the SDNs offer a centralized view of the
overall network. As a result, an evaluation of various machine
learning methods is important to ensure that the best methods
are always used in detecting botnets and cyber attacks. The
recently-released InSDN dataset provides a fresh set of data to
test various models on. This paper evaluates a set of machine
learning methods against the InSDN dataset. Specifically, it
examines their performance with a low feature space.

Various models were trained on the InSDN dataset. These
models were trained using the top 36, 18 and 8 features. The
optimal hyperparameters were found using a grid search with
a 5-fold cross-validation.

We found that methods relying on well-clustered data per-
formed well, showing a very small sacrifice in classification
power when compared to models trained on all available
features. This illustrates that the selected features are well-
clustered. Additionally, the training time showed a marked
decline in these models, resulting in a strong classifier with
a high computational efficiency. Linear-based models suffered
the most due to the reduction of the features.

Further exploration of these models performance in vary-
ing feature sizes would give insight into the perfect trade-
off of speed and classification ability. Additionally, studying
unsupervised forms of learning, such as that of [2], would
potentially yield better results.
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Abstract—Network intrusion detection system (NIDS) adop-
tion is essential for mitigating computer network attacks in
various scenarios. However, the increasing complexity of com-
puter networks and attacks make it challenging to classify
network traffic. Machine learning (ML) techniques in a NIDS
can be affected by different scenarios, and thus the recency, size
and applicability of datasets are vital factors to consider when
selecting and tuning a machine learning classifier. The proposed
approach evaluates relatively new datasets constructed such that
they depict real-world scenarios. It includes empirical analyses
of practical, systematic ML-based NIDS with significant network
traffic for improved intrusion detection. A comparison between
machine learning classifiers, including deep learning, form part
of the evaluation process. Results on how the proposed approach
increased model effectiveness for NIDS in a more practical
setting are discussed. Recurrent neural networks and random
forests models consistently achieved the best results.

Index Terms—Computer Networking, Security, Network In-
trusion Detection Systems, Machine Learning

I. INTRODUCTION

As the world has become more dependent on computer
systems, the infrastructure has experienced an increase in the
scale of security attacks [1]. A 2019 IBM report1 shows that
successful attacks have an average detection time of 206 days,
coupled with a 314-day life cycle to contain each security
breach. As such, early detection can assist in improving
response times for any system seeking to maintain a high-
security posture [2]. It follows that intrusion detection is
an essential part of monitoring computer events. A Network
Intrusion Detection System (NIDS) is one such security tool
that identifies an inside attack, outside attack and unauthorised
access into a computer network.

NIDS use two methods for detection, namely, signature-
based and anomaly-based detection. In signature-based detec-
tion, pre-installed rules for the attacker patterns are adopted as
models to detect attacks. Anomaly-based detection uses traffic
shape observations to measure the deviation from normal
traffic [3]. Anomaly-based detection using machine learning
(ML) has recently shown promising results [4].

This study was funded by National Research Foundation (120654). This
work was undertaken in the Distributed Multimedia CoE at Rhodes Uni-
versity. Thank you to the Canadian Institute for Cybersecurity for making
datasets used in this paper publicly available.

1www.all-about-security.de/fileadmin/micropages/
Fachartikel 28/2019 Cost of a Data Breach Report final.pdf

A key characteristic of ML-based techniques is their ability
to learn and improve their performance over time [5]. Com-
mon strategies for ML emphasise building a framework that
enhances its execution based on previous results – changing
execution strategy based on recently acquired data – to
classify an intrusion. ML techniques have the advantage of
adaptability and capturing of interdependencies when effec-
tively implemented. However, an immediate challenge with
ML is observed with the need to compromise between model
complexity and training duration. Selecting an appropriate
algorithm for NIDS is vital in addressing this problem.

The approach of using ML-based intrusion detection has
potential. However, there are challenges and limitations as-
sociated with it that require comprehensive review before
developing ML-based NIDS. These will form part of the basis
of this paper.

II. MOTIVATION AND CONTRIBUTIONS

In real-world systems, most network traffic is non-
malicious; it follows that categorising irregular traffic may
be challenging for NIDS. Furthermore, NIDSs inevitably
encounter novel scenarios. As such, they should be able to
adapt to these new traffic scenarios. A review of systematic
NIDS development, that perform multi-class classification, is
worth first exploring.

Hence, this paper addresses the above challenges and gaps
in ML-based NIDS research by developing a multi-class NIDS
that is effective on new/unseen data. Top-performing NIDS
models are evaluated and contrasted against related systems
found in the literature.

III. LITERATURE REVIEW

Supervised ML-based NIDS approaches are considered
based on related studies. Subsequently, datasets are reviewed
to reflect the intended contributions.

A. Related Work

This sub-section details related ML algorithms used in
related studies to develop NIDS classifiers

1) K-Nearest N.eighbour (KNN): KNN assumes similari-
ties exist at a close distance. The algorithm selects k entries in
a dataset that is closest to the new data point. A majority vote
of the prevalent classes among those k entries will be the class
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of the new data point. Using the CICIDS 2017 dataset, Atefi
et al. [6] achieved a 0.964 accuracy with the KNN model.

2) Support Vector Machines (SVM): SVM first maps the
input vector into a higher dimensional feature space and
obtains an optimal hyperplane in the higher dimensional
feature space [7]. The hyperplane aims to separate two classes
of data points by finding the largest margin between two
points. Aksu et al. [8] used SVM to determine the effect of
each feature on classification. The results show a selection of
30 features producing an f1-score of 0.656.

3) Decision Trees (DT): DT is based on a divide and
conquer strategy, which utilises decision nodes and leaf nodes.
In this, a test over one of the decision node attributes and a
leaf node represents the class value [5]. Bisht and Ahmad [9]
used DT and attained an f1-score of 0.831.

4) Random Forests (RF): RF is consists of a large volume
of individual DT’s that operate as an ensemble [10]. Each tree
in the RF outputs a class prediction. When combined, the class
with the most votes becomes the model’s prediction. Bisht and
Ahmad [9] used RF for NIDS and achieved a 0.809 f1-score,
which was lower than the work DT finding for the same study.

5) Multi-layer Perceptrons (MLP): Artificial Neural Net-
works (ANN) incorporates a collection of connected units
called artificial neurons, which have connections between
each neuron with transmission ability to signal another neu-
ron [11, 12]. MLP is a feed-forward ANN that has a series
of algorithms that recognise underlying relationships in a
dataset [11]. Typically, back-propagation is then used for
training in a supervised manner. MLP is composed of activa-
tion functions that are chained together in a layer. The layers
are fully connected as each unit in the layer is influenced by
all previous units. Chuan-long et al. [13] utilised MLP in a
multi-class classification NIDS and achieved an accuracy of
0.781.

6) Recurrent Neural Networks (RNN): RNN contains
loops, allowing information storage within the network [11].
RNN also uses back-propagation learning through storing
recurring time sequences. Therefore, if the input order were to
be changed, the RNN model would become significantly dif-
ferent [13]. RNNs form part of deep learning methods. Chuan-
long et al. [13] used an RNN model composed of 80 hidden
nodes and a 0.1 learning rate. The model achieved an accuracy
of 0.833 and 0.813 for binary and multi-class classification,
respectively.

B. Datasets

The KDD 99 dataset has been most prominent for NIDS
research and comprises 41 features [14]. Key challenges of
this dataset lie with the redundancies present, which has
made ML model training biased towards the most represented
classes leading to poor classification for underrepresented
classes. The KDD 99 dataset has several limitations which
make the obtained results unrealistic [15]. Other datasets to
supplement these limitations that are widely adopted datasets
include UNSW-NB, Kyoto 2006+ and AWID. However, for
this paper, these did not form part of this experiment.

This paper focused on using the CICIDS 2017 dataset as
the training, validation partition and testing set. The CICIDS
2018 dataset for additional model training and testing with-
out model validation. These datasets reflect real-world and
practical scenarios in composition and data distribution. The
CICIDS 2017 dataset was gathered by Sharafaldin et al. [16]
using simulated attack and victim networks. The dataset was
prelabeled by the authors of the dataset and adopted in this
system. The output is statistical features calculated separately
for a bidirectional network. The final dataset constitutes 83
statistical features and a classification label, each calculated
for forward and reverse network traffic directions. The dataset
is composed of 15 classes2.

The CICIDS 2018 dataset follows a similar data gathering
methodology as the CICIDS 2017 but in a different setting.
Context data of the attacks is defined as scenarios in time
windows provided by the dataset authors. The dataset includes
some different attack scenarios from the CICIDS 2017 dataset
and a distinct attacking infrastructure. This dataset is com-
posed of 15 classes, but three of those classes are additional
DDoS variants. Many classes are similar to CICIDS 2017 but
CICIDS 2018 lacks Heartbleed and PortScan.

IV. PROPOSED METHODOLOGY

This section explains the proposed methodology and as-
certains the top-performing approaches for NIDS that are
optimised for macro f1-score. Macro-f1 is the harmonic mean
between precision and recall, where the average is calculated
per label and then averaged across all labels. If pj and rj are
the precision and recall for all λj ∈ h (xi) from λj ∈ yi, the
macro-F1 is:

macro-f1 =
1

Q

Q∑

j=1

2× pj × rj
pj + rj

Each classifier undergoes much experimentation – based on
the literature review – for this paper. The approach for creating
the proposed NIDS is illustrated in Figure 1.

Fig. 1. Experiment Design Overview.

The system goes through several stages in the pipeline,
namely; 1) Data Preparation, 2) Feature Engineering, and 3)

2Benign, Bot, DDoS, DoS(GoldenEye, Hulk, Slowhttptest, slowloris),
Patator(FTP and SSH), Heartbleed, Infiltration, PortScan, Web (Brute Force,
Sql Injection and XSS)

Southern Africa Telecommunication Networks and Applications Conference (SATNAC) 2021 Page 223



Model Evaluation and Tuning. ML processing pipelines are
adopted to prevent data leakage in the test harness by ensuring
that data preparation is constrained to each fold of the cross-
validation procedure.

A. Data Preparation

During preliminary visualisation and testing for the CI-
CIDS 2017 dataset, numeric features were loaded as floats
and integers. By loading all data as integers except the ‘Label’
column, loading speeds were significantly improved across
the different datasets. This was necessary to address time
constraints and memory limitations during experimentation.

The extracted CICIDS 2018 data was used as semantic
information to determine different variants of classes – both
known and unknown – for labelling, using rules from regular
expressions. The caveat of the approach is that sub-classes
of attacks can be inaccurately labelled for unknown attacks
in CICIDS 2018. Furthermore, the CICIDS 2018 dataset in-
cludes some different attack scenarios from the CICIDS 2017
dataset. Since most features are the same, the 69 common
features in both datasets were tested.

1) Data Preprocessing: The data was first merged into a
single dataset by loading all the CSV files from the CICIDS
2017 dataset into data frames and consolidating them into a
single data frame. Note that the first field is typically a header
containing the feature names per column. After merging, it
was discovered that there are duplicate header fields through-
out the CICIDS 2017 CSVs. These were removed, resulting
in a total of 2,660,377 samples and 15 classes.

Data was prepared per the guidelines described in Reis
et al. [10] and Rosay et al. [4] where CSV field headers and
duplicate samples were removed, NaN values were mapped
to –1 and class label strings were mapped to integers.

2) Balancing and Sampling: Stratified sampling was ap-
plied to the CICIDS 2017 dataset to separate training and
test data. Post-strata, the sample is selected randomly in
proportion with a seed of 42 for reproduction purposes.
Training/test data splits of 10/90, 30/70 and 50/50 percentage
were selected to observe the effect of the training data size on
the models. There was a clear presence of a class imbalance
in the CICIDS 2017 dataset. Note, a subset train set is used
as the validation set.

The study defines minority classes as those with a repre-
sentation of fewer than 5000 samples in a dataset. Synthetic
Minority Oversampling Technique (SMOTE) was applied to
synthesise 100 to 500 samples to minority classes. Two
hundred synthetic samples produced optimal results during
preliminary tests but yielded insignificant accuracy changes
to classification performance. Random Undersampling was
subsequently applied to remove excess samples from majority
classes if they contained more than 50000 samples. Of note,
SMOTE was applied only to the training data for a fair com-
parison – avoiding data contamination during cross-validation
and testing.

SMOTE was thus applied without contaminating the cross-
validation and test data for real-world applicability. Note,

10/90 – 10% training and validation data, and 90% testing
data – was determined to be the minimum distributable split
ratio (limited data). The assumption was that if a model
performs well with this limited data, it may perform well
on novel data. Furthermore, using this limited data can reflect
the effectiveness of feature selection that is more applicable
to real-world scenarios.

B. Feature Engineering

1) Feature Scaling and Transformation: Several feature
scaling and transformation approaches are evaluated in the
pipeline, where standardisation is applied to mitigate distance-
based classifier problems. This step explored using Standard,
Power, Quantile and Robust scaling techniques. Note, RF and
DT – non-distance based classifiers– have cases where scal-
ing/transformation is not adopted due to their scale-invariant
nature.

2) Feature Selection and Dimensionality Reduction: Fea-
ture importance methods were evaluated for feature selection,
namely, Gini Importance (GI) and Permutation Importance
(PI). These methods were evaluated across all scalers. PI
is adopted as a method that could be generally applied to
some degree. Feature importance ranks the best features in
each model by permuting over 34 (features / 2) iterations
and explicitly selecting features with the best f1-score for a
particular base model.

Alternate to feature selection, dimensionality reduction
using the PCA method is adopted. PCA transforms data
into a vector (eigen) space that can be scaled effectively
for distance methods. Other subspace 3 methods were tested
on the validation set but not presented in the results due
to observed limitations, including the tendency to overfit,
low classification performance, and high computational re-
quirements. The first 26 principal components explain 0.99
of variance used to identify the number of required PCA
components.

C. Model Tuning and Evaluation

The proposed method evaluates several supervised ML
classifiers highlighted in Section III. As a training strategy,
One versus All (OvA) is used. The strategy involves training
a single classifier per class, with the samples of that class as
positive samples and all other samples as negatives.

26PCA or 26PI – 26 components by PCA or 26 top-
selected features by PI – represents the feature space reduc-
tion approach. Moreover, Q-26PCA-MLP represents a model
application, where the first character represents the scaling
method – Quantile as Q, Power as P – followed by the feature
space reduction method – 26PCA – and finally the tuned
classification algorithm – MLP.

While each ML classifier has diverse hyperparameter tun-
ing parameters, Grid Search4 was used for an exhaustive

3LDA, LLE, t-SNE and UMAP
4First Random Search is used to reduce search space, followed by Grid

Search, which iterates exhaustively through the best subset of the hyperpa-
rameters of a target algorithm.
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search with 5-fold cross-validation in the pipeline toolkit.
A series of experiments were conducted for each tuned ML
classifier against its best feature space reduction method. The
performance metrics are used for contrasting purposes of each
output ML model against related systems.

The macro-average is the adopted metric for this study
because it gives all classes equal importance. As such, it com-
putes the f1 metric independently for each class and averages
them, whereas a micro-average aggregates the contributions
of all classes.

Data from CICIDS 2018 were divided into two groups:
group 1 contained data from classes previously seen in CI-
CIDS 2017 and group 2 contained data of previously unseen
classes. The models were updated using data from the unseen
classes (group 2).

V. RESULTS

A. Feature Engineering and Model Tuning Results

The model classifier parameter tuning process was initiated
by finding the optimal features to adopt per base model
through evaluating the CICIDS 2017 validation set taking
from the 10% training set. Following the feature preprocessing
steps in the proposed methodology, classifier base models
are tuned by ranking their respective PI according to the 69
feature set, applicable to the real world. Model tuning results
on the validation set are based on data scaling in combination
with feature selection or dimensionality reduction approaches.

PI and PCA are compared to determine which approach
effectively reduces feature space and improves classification
accuracy. In general, feature selection had varying effects per
ML model. Results show that this step was vital for RF,
DT, KNN and MLP classifiers. When performing additional
dimensionality reduction, PCA produced better results com-
pared to other explored extraction methods.

The hyperparameters are based on the balance of the
bias/variance trade-off by selecting the value where both
training and cross-validation accuracy scores peak.

Table I shows classifiers with their respective most influ-
ential parameter. Tuning results show that the CICIDS 2017
dataset yields similar results for Quantile and Power transform
methods, where Quantile is typically insignificantly better.

B. Validation Set Results

The best performing models used the minimum dis-
tributable train/test split ratio to prove efficacy against training
data dependence in practice. Multi-class classification models
are trained for all the classes in the CICIDS 2017 dataset.

Table II shows the best results for the NIDS models on
minimum distributable data. All the models achieved a macro
f1-score above 0.70. 26PI-RF achieves the best macro f1-score
of 0.87 with a precision as high as 0.90.

1) RF: 26PI-RF yields the best results with limited data
with a 0.87 macro f1-score plus a perfect (rounded) accu-
racy and micro f1-score, outperforming the 0.9648 accuracy

TABLE I
MOST INFLUENTIAL HYPERPARAMETERS USING 26PI.

Classifier Parameter(s) Accuracy

RF
n-estimators = 300
max-features = sqrt
max-depth = 25

≈1

SVM
kernel = rbf
gamma = 7
C = 100

≈1

MLP

solver = adam
learning-rate = constant
hidden-layer-sizes = (200, 200, 200)
alpha = 0.0001
activation = relu

0.887

KNN
weights = distance
n-neighbors = 1
metric = manhattan

≈1

DT

min-samples-split = 3
min-samples-leaf = 3
max-features = sqrt
max-depth = 25
criterion = gini

0.93

RNN

epochs = 500
batch-size = 64
dropout-rate = 0.2
learn-rate = 0.001
neurons = 128

≈1

TABLE II
BEST RESULTS MINIMUM DISTRIBUTABLE TRAIN/TEST SPLIT RATIO

MODELS.

Model Accuracy Precision Recall f1-score
(macro)

26PI-RF ≈1 0.90 0.86 0.87
Q-26PI-KNN ≈1 0.80 0.86 0.82
Q-36PI-MLP ≈1 0.83 0.85 0.81
Q-26PI-SVM ≈1 0.82 0.84 0.81
S-16PI-DT ≈1 0.78 0.83 0.76
Q-69PI-RNN ≈1 0.74 0.82 0.73
S-36PI-NB 0.70 0.43 0.74 0.47

achieved by Kurniabudi et al. [17], which was the best
observed in the literature. For feature space reduction, RF
prefers feature selection (26PI) over dimensionality reduction
(26PCA) methods. The model performs exceptionally well for
the major classes and improves the macro-level score even
when minority classes may not be exceptional.

2) MLP: Q-36PI-MLP achieves the highest macro f1-score
of 0.81. Chuan-long et al. [13] ’s study achieved a recall
of 0.78, which is lower compared to those achieved by all
evaluated MLP models in this study. For optimal results, the
model prefers more features than the RF, SVM, DT and RNN
models.

3) SVM: Q-26PI-SVM is the best SVM model with a
0.81 macro f1-score. Interestingly, SVM results exhibit trends
different to RF’s, in that SVM’s recall is significantly better in
many cases, and conversely, precision is worse. Furthermore,
differences in f1-scores are much lower across other feature
selection combinations than RF. This indicates that the SVM
is relatively sensitive to features included in the model.

4) DT: 16PI-DT is the best performing model with a
macro f1-score of 0.76. An opposite model performance effect
is observed for scaling and extraction methods. It is observed
that Quantile performs better than both Power and Standard
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when used with 26PCA. Of note, DT preferred fewer features
in both validation and these experiments compared to the rest
of the models evaluated.

5) RNN: Unlike the rest of the evaluated models, RNN
was preferred all the features and did not undergo feature
space reduction. Due to several factors such as the training
approach, loop structure of the neural network, layers, dropout
layers, the focus was placed on model tuning. Q-69PI-RNN
has the best performance at a macro level for detection. The
model was effective at anomaly detection due to near-perfect
detection rates on major classes compared to the rest of the
models but not for the minority classes.

Moreover, across the different train/test split ratios, the
results show that more training data was not necessarily better
in most cases. There is a lack of evidence that an increase in
the training data would significantly improve most models.
As such, the selection of features in the models was effective
for real-world adoption.

C. Unseen Dataset Results

Table III shows novel results for the best CICIDS 2017
classifiers tested against the CICIDS 2018 dataset. Q-36PI-
MLP achieves the best macro f1-score of 0.22.

TABLE III
CICIDS 2017 MODEL AGAINST CICIDS 2018 DATASET.

Model Precision Recall f1-score
(macro)

f1-score
(micro)

Q-36PI-MLP 0.22 0.25 0.22 0.81
Q-26PI-SVM 0.29 0.18 0.19 0.9
Q-26PI-KNN 0.23 0.21 0.17 0.66
Q-69PI-RNN 0.14 0.15 0.13 0.78
16PI-DT 0.08 0.13 0.09 0.62
26PI-RF 0.06 0.07 0.06 0.81

All classifiers predict the Benign class with an excellent
micro f1-score, greater than 0.80. The majority of classes
were detected to some degree by MLP, SVM, KNN and RNN.
However, all classifiers failed to predict the minority classes.
Regardless of the low macro performance, MLP, SVM, KNN
and RNN models show better detection of unmodelled data.
These results from the proposed model address the motivation
raised in Section II, where NIDS are expected to adapt to new
scenarios.

Table IV shows the best models for each classifier after
retraining with the 10% of the CICIDS 2018 dataset.

TABLE IV
CICIDS 2018 BEST MODEL PER CLASSIFIER.

Model Accuracy f1-score
(macro)

Q-69PI-RNN 0.98 0.73
26PI-RF 0.78 0.72
Q-26PI-SVM 0.73 0.68
Q-26PCA-MLP 0.78 0.67
Q-26PI-KNN 0.77 0.66
16PI-DT 0.77 0.64

After model retraining, Q-69PI-RNN results are the best
with a macro f1-score of 0.73 and remains similar to those

from the previous dataset contrasted with other classifiers. RF
was marginally lower with a 0.72 f1-score with a 0.16 decline
against the 0.88 from the first model.

An interesting observation is that PCA with a Quantile
transform performs well against the CICIDS 2018 dataset.
This suggests that PCA may be transforming the data into a
more uniform distribution5.

In the table presented, there were no other results of
significance observed for the other classifiers.

VI. CONCLUSION AND FUTURE WORK

This paper focused on ML-based NIDS development fol-
lowing a systematic multi-class analysis of classifiers. During
the process, an identified challenge was categorising irregular
traffic and adapting to novel malicious traffic. In response,
several supervised ML classifiers, hyperparameter tuning,
feature engineering and data preprocessing activities were
explored.

As part of data preprocessing, the effect of Quantile trans-
formation with uniform output on distance-based classifiers
– KNN, MLP, SVM, RNN and NB – showed superiority
in the macro f1 of the models. This suggests that a uni-
form distribution transform to the training dataset inherently
benefits the models. The literature reviewed did not identify
the need as part of the proposed methodology except for
the Standard scaler used by Rosay et al. [4]. In practice, a
computer network is likely to follow a uniform distribution
in usage, thus likely why the transformation was as effective.
Of note, None distance-based classifiers preferred no scaling
and had lower accuracy when PCA was applied.

RNN was the best ML classifier in terms of average
macro f1-score, followed by RF that performed marginally
lower. RNN remains consistent when presented with new
datasets, thus reflecting more stability from a macro f1-
score perspective. RF does perform better at a micro-class
discrimination level to the RNN model. The model is thus a
better fit for diverse network traffic classification and novel
scenarios compared to the rest of the model evaluated. At a
macro level, the rest of the evaluated models perform well
except for NB.

The macro f1-score was the most reliable metric for this
imbalanced dataset as the other metrics – ROC curve, AUC,
micro f1-score, accuracy – were hard to distinguish results for
analysis. The literature reviewed did not describe the choice
of metrics and their effectiveness on models evaluation, to a
great extent for minority classes.

PI yielded favourable results over PCA for dimensionality
reduction. As part of future work, a correlation matrix to
identify correlated features during feature selection can be
explored to contrast with PI. Given the widespread adoption
of the KDD-99 dataset – which has different features extracted
to the CICIDS 2017 and CICIDS 2018 datasets used in this
paper – additional studies to consolidate features and labelling

5PCAs dominant components resulted in a uniform distribution.
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across datasets can be developed to address limitations that
are inherent in model development with different datasets.
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Abstract— Changes within ICT over the past decade required a 

review of the network solution deployed in the Siyakhula Living 

Lab (SLL), a joint venture between the Universities of Fort Hare 

and Rhodes, focussed on finding blueprints for sustainable e-

infrastructure in poor communities. The review found that the in-

network cache – Squid - is no longer effective, given the switch to 

HTTPS, the strong presence of advertising, and the data weight 

of current web pages. The issue can be cured leveraging Squid’s 

‘bumping’ and splicing features; deploying a browser extension 

to make picture download optional; and using Pi-hole, a DNS 

sinkhole. However, in this work, we report on the browser 

extension. The results show that, by blocking images and videos, 

we decrease the page weight and manage data usage, which 

improves user experience. The browser extension also aims to 

satisfy the important constraints of technical simplicity and 

financial viability within the ‘broadband islands’. 

Keywords— ICT4D, Broadband Island, access networks, user 

experience, page load time, bandwidth management. 

I. INTRODUCTION 

The Siyakhula Living Lab (SLL) is a joint ICT for 

Development (ICT4D) venture between the Universities of 

Fort Hare and Rhodes in South Africa. From its start in 2005, 

its aim has been the practical development of blueprints for the 

sustainable deployment of the e-infrastructure in poor 

communities, both rural and peri-urban. The e-infrastructure 

model has three main components: one focusing on the 

network, one on computing and one on the applications. 

 

      Over the past decade rapid change has characterized ICT, 

which has affected network design across the industry.  As a 

result, there was a need to review the blueprint for the network 

component of the SLL, to gauge the extent to which the change 

had affected it and suggest appropriate updates where 

necessary, to ensure that it remains a useful tool to allow access 

to the Internet to poor communities in South Africa. The results 

of the review showed that the switch from HTTP to HTTPS, 

among many other changes, has impacted the page weight and 

that has resulted in high bandwidth consumption. 

 

 The adoption of HTTPS was inevitable due to the rising 

concerns of security in a more personalized web2.0. This issue 

was addressed in two ways; leveraging Squid’s ‘bumping’ and 

‘splicing’ feature and deploying a browser extension to make 

picture download option. In this paper, we will discuss the 

latter issue. 

 

II. BACKGROUND 

A. Research Background  

The network component of the Siyakhula Living Lab is 

based on a high-speed wireless local area network, called 

Broadband Island (BI), connecting a cluster of nearby schools 

and linked in redundant fashion, but at much lower speed, to 

the Internet. The advantages of this approach to network design 

are as follows: it provides high speed communication between 

entities and members of the community within the span of the 

Broadband Island, facilitating local collaboration; and it allows 

the community to share access to the Internet in a cost-effective 

manner [1], [2]. The high-speed local area network allows also 

the sharing of common services. An important service to the 

network component is a central cache, so that remote content 

is stored locally as much as possible to reduce bandwidth and 

data usage when reaching outside the Broadband Island 

Within this model, local schools house digital access 

nodes, which are computing infrastructure points of presence. 

In practice, the network component comprises routers, 

switches, wireless access points, antennas, WiMAX CPEs and 

in some cases micro base stations[1], [2]. 

The actual deployment has been using WiMAX 

technology from Alvarion to share Internet access. The 

decision to use WiMAX was based on the promise, in 2006, of 

a new technology, described in both academic and consumer’s 

literature as “Wi-Fi on steroids”. WiMAX offered solutions to 

the problems of outdoor use of Wi-Fi at that time. It could be 

used natively over much longer distances, without the need of 

a clear line of sight, supported higher data throughput and was 

less susceptible to interference because of running in licensed 

bands [1], [2].  

The original deployment was divided into cells, each of 

them hosting a WiMAX micro base station (μbs). The WiMAX 

μbs are wireless access point and were located at two schools. 

The μbs's worked together with the BreezeMAX CPEs housed 

in the other connected schools. The two WiMAX base stations 

were mounted, together with 13 dBi omni-directional 

antennas, on 12m masts in the schools’ property. These μbs’s 

were then connected to a core router responsible for routing 

traffic from the schools where the μbs’s are hosted to the 

Internet [1], [2]. 

The links to the Internet were realized through VSATs 

(Very Small Aperture Terminal, a satellite-based technology).  

The web cache service was realized using Squid, a well-

known proxy server at the time of the initial deployment. Its 

presence improved drastically network performance, helped by 

the homogeneity of the community served by the Broadband 

Island. Also, Squid allowed good control on websites access, 

preventing for example access to inappropriate content, either 
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because of its nature or because its impact on the links to the 

Internet. 

 

B. The effects of recent technological trends on the page 

weight  

Over the last 10 years web browsing is has evolved at a 

very high pace. We have seen webpages evolve from simple 

text content from one server to complex dynamic web pages 

being served from multiple domains [3], [4]. The increase in 

page complexity is partly due to the introduction of Web2.0 

and HTTP/2, which have dramatically influenced the nature of 

the content and how it is delivered. Web2.0 has resulted in 

more personalized dynamic web sites e.g., Social Media 

websites. In addition, we have seen an increase of the User’s 

bandwidth over the years. According to Nielsen’s Law of 

Internet bandwidth, the User’s bandwidth grows by 50% per 

year and there is evidence that shows that the law fits data 

collected from 1983 to 2019 [5]. With the increase in resources 

i.e., user bandwidth, the introduction of more efficient content 

delivery protocols or technology, the demand for rich content 

and more functionality on Web sites has risen. Consequently, 

page complexity has had to increase consistently to meet user 

expectations.  

As expected, there is anecdotal evidence of users being 

frustrated by the high page load times and increased bandwidth 

consumption [3].  It is clear that to an extent, this outcome is a 

result of conflicting expectations. Since in general, the heavier 

and more functional a webpage is, the higher its Page Load 

Time (PLT) because we then factor in computational overhead 

and the bandwidth bottleneck. In some instances, web masters 

have resorted to rendering web pages on the server and then 

simply serving the client with a fully rendered webpage. 

However, this also limits the number of requests servers can 

handle, depending on how much computation has to be done 

per request. However, it is worth noting that these issues 

mentioned have had solutions provided for them, such as edge 

caching, reverse caching and Server Push (an HTTP/2 feature). 

HTTP/2 was recently standardized to optimize the Web by 

promising faster Page Load Times (PLT) as compared to the 

standard HTTP/1.1 [6] . In addition, the introduction of edge 

caching and CDNs, has allowed content providers to ensure 

that they provide fast delivery of their content by serving them 

from servers that are geographically closer to the end user. 

Therefore, it is clear that the increase in page complexity has 

been coupled with adequate improvements to handle the ever-

increasing demands from the end user. However, these 

solutions fare well only in high resource environments where 

users have access to high bandwidth and are willing to pay 

extra for sophisticated infrastructure or faster internet.  

Our observation is that in an environment where the user’s 

resources i.e., disposable income, bandwidth and advanced 

devices, are not a limiting factor, the rate of data consumption 

is less likely to impact user experience. However, in low 

resource communities, with no access to high bandwidth due 

to financial constraints, the rate of data consumptions impacts 

user experience more significantly. To be clear, this does not 

imply that either environment would not have issues arising 

from PLT or general high data consumption. This only 

highlights the types of trade-offs likely to be taken in both 

environments based on the available resources.  

The problems mentioned above could be observed during 

one of our experiments in a school, in Dwesa, Eastern Cape, 

point of presence of the SLL. The data usage from a simple lab 

experiment reflected that the rate of data consumption was not 

sustainable. Based on HTTPArchive, we have seen significant 

increase in the average page weight from the time that we 

initially setup the broadband islands network [7]. It is also 

highlighted those images and videos are the biggest 

contributors to this increase. To relate this to what we 

mentioned earlier, in a low resource environment like Dwesa, 

where there are limited financial resources, the rate of data 

consumption does not only impact user experience, but it also 

determines whether the solution as a whole is viable in the long 

run. Since it’s already been established that images and videos 

contribute significantly to the problem, in this chapter we 

propose a browser extension that will reduce the page weight 

of each webpage by blocking unnecessary images and videos 

C. Page Weight and User Experience  

Page weight refers to the total size of a web page including 

all resources used to create the page. Page weight is important 

because it affects user experience [8]. Broadly speaking, user 

experience can be put into two categories: page load time and 

rate of data consumption. In this scenario however, we are 

more concerned lowering the rate of data consumption. In 

recent times, it is clear that images and videos constitute more 

of the total page weight as illustrated by the diagram below.  

 

Figure 1: Type of resources contributing to page weight [4] 

 

D. Our Solution  

Now that we have established the degree to which images 

contribute to the dramatic increase in page weight., we will 

discuss one component of our solution: the image blocking 

browser extension. This solution is one part of a two-part 

solution, which involves leveraging Squids ‘ssl-bumping’ 

feature, to allow us to cache encrypted webpages. The image 

blocking extensions has 3 main processes:  

(1) Intercept all get requests and then filter the request 

URL header(s) of each request and cancel all requests 

that contain images extensions. 

(2) Storing the URL of the cancelled request 
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(3) Embedding the image URL(s) in a button the user can 

use to download the image later.  

The following sections will explain the architecture of the 

browser and how we designed, implemented and tested the 

solution 

III. BROWSER ARCHITECTURE 

 
                   Figure 2: Modern web browser architecture [9] 

 

A.  Graphical User Interface (GUI) 

 
The user interface in a browser, is the top bar in a browser and 

that is where the controls for the user lie. The user interface 

includes space to type in a URL, a refresh button and 

back/forward buttons.  In addition, the user interface displays 

all active extensions  [9].  

B. Browser Engine 

The browser engine is the bridge between the render engine 

and the user interface. Based on the inputs from the user, it 

queries and manipulates the render engine [9].  

1. Rendering Engine  

The render engine starts by getting contents of the 

requested document from the networking layer and then it goes 

through this four-step process:  

 

 
 Figure 3: 4 stages of page rendering [10] 

The render engine parses through the HTML document 

looking for HTML symbols and related attributes so that it can 

convert them into DOM nodes that can be traversed using 

JavaScript. The engine will also parse through CSS files 

(inline, embedded and external) to create a cascading style 

sheets object model (CSSOM). The styling information and the 

visual instructions from the HTML will create another tree 

called the render tree [9] [11] .  

The layout process determines where each node will 

appear on the screen. Finally, the browser engine will traverse 

through the render tree and paint it below the GUI using the UI 

backend layer/Display backend [9] [11].   

2. Networking  

 
The networking components handles HTTP requests and 

all aspects of internet communications. In addition, it 

implements a cache of retrieved documents to reducing where 

possible network usage. 

3. The Request/Response Cycle 

At the core web is a series of requests and responses 

between clients and servers. A client is a software component 

that requests for services made available by the server. 

Normally, a client is a web browser but, in some instances, they 

can be API’s making requests to another server. A client 

generates a text string containing specifications of the 

resources it needs from the server, this string is called an HTTP 

request. This request is containing a URL, which is a string that 

specifies the resource the client wants from the server [12] [13].  

C. PLUG-IN N 

1. Browser Extensions  

 
A browser extension is a typical example of a plug-in. A 

plug-in is a software component that extends the features of an 

existing program without the need to modify its codebase. The 

browser extensions can take advantage of the same APIs that 

the browser uses on the web page and extend the features of 

the browser with its own set of APIs. Browser extensions 

enable third-party developers to create behaviours which 

extend the browser without the risk of them modifying the 

source code [9].  

2. How a browser renders a webpage  

First, the user types in the URL of the webpage or 

resource they need. The browser engine then uses the network 

process to create an HTTP GET request with the URL of the 

desired resource or web page. (The client then does a DNS 

Lookup to find the IP address of the host containing the 

resource specified in the URL [11], [14]). When the host server 

locates the resource, a HTTP response message is sent back to 

the browser.  If the returned resource is a web page, the 

browsers render engine parses through the HTML file. Parsing 

means that the browser will derive the structure or layout of the 

webpage by processing the various components contained in 

the response. The HTML file contains the text content of the 

web page, the structure of the web page and links to other 

resources (URLs) [11]. As the render engine is parsing the 

HTML file, it communicates through IPC with the network 

component to fetch the other resources the web page needs. 

These resources include CSS (sets the rules for the structure of 

the page), JavaScript (describes the behaviour of the webpage) 

and media content which includes images and videos. After the 

browser parses through the HTML file, CSS files and decodes 

all media needed for the page, it renders the web page and 

displays it to the user. In addition, it creates an internal data 

structure called the document object model[11].  
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IV. BROWSER EXTENSION IN SSL  

 
In the last section we described how the browser software 

component functions and we also described the role or purpose 

of browser extensions. In this section, this information will 

now be put into the context of SSL.  

A. SLL Browser Extension  

 
The SSL extension consists of 4 different, but cohesive, 

components. These components include, a background script, 

content script, UI elements and a JavaScript file that maintains 

its state globally and across different tabs. Based on the 

description of the SSL extension, this section will use a holistic 

approach to the analysis of the browser extension in order to 

emphasize how the constituent components of the extension 

correlate and are the sum of the system.  

B. MANIFEST FILE 

The manifest file fulfils provides metadata of the 

extension. This metadata includes information that specifies 

the most important files and the capabilities the extension 

might use.    

C. UI ELEMENTS  

  The browser extension is expected to be used by 

various users, both technical and non-technical users, 

therefore, the user interface design has to be simple enough for 

the average user to understand but also offer complex enough 

information for the practitioners to use. As a rule, a browser 

extension must only have one clearly defined objective. The 

SLL extension has one objective, which is to block images and 

videos to allow the user to save data. To be clear, the SLL 

extension is not simply just blocking the image from being 

loaded on the user’s webpage but it is ensuring that the images 

or videos are not transferred over the network or access link. 

This is a key point because the extension is offering an 

alternative to the proxy cache. The SLL extension doesn’t not 

simply block images and videos, but it also offers the user the 

option to download specific images they may want to view. In 

addition, the browser extension will provide statistics to the 

user regarding the potential data saved and the total number of 

images that were blocked.  

 

 
                Figure 4: User Interface for SSL Browser extension 

 

As illustrated above, the status of the browser extensions 

provides the user with regular feedback on the state of the 

system. Much of the design principles used for the user 

interface are based on Nielsen’s 10 heuristics.  For example, 

the choice to use the cog to represent systems settings and the 

circular arrows as the refresh button was to leverage the 

familiarity that comes with these icons as they are widely used 

in the majority of interfaces. Another example is the 

minimalistic design is to ensure that all information displayed 

on the UI is relevant, therefore, allowing the user to spend less 

time understanding the extension. Lastly, is the visibility of the 

system status, this is to ensure that the user is informed about 

what is going on.  

D. BACKGROUND SCRIPTS 

The background scripts of the SLL extension 

have a single purpose: to block images from being 

downloaded from the server. To do this, the scripts 

will make use of the web request api events in figure 

5.  

 
Figure 5: Web request API events [16] 

 
Since the purpose of the SLL extension is to provide 

similar benefits to the proxy cache, a lot of the design decisions 

were based on architecture of a proxy cache. For example, the 

proxy stores remote content locally to ensure that the expensive 

access link is used sparingly, therefore, it makes sense that the 

browser extension would listen to network events before they 

are sent over the network. So, the SLL extension will be 

listening for the onBeforeRequest to allow it to filter out any 

URL’s that are fetching images before the images are already 

transferred over the access link. This will use the URL filter 

policy that will cancel any request that has a URL containing 

an image extension or if the request type is an image. 

According to HTTP archive, the most common image 

extension types on the web have the following file extensions: 

- jpeg, webp, ico, svg. In addition, the policy will also cancel 

requests with a MIME type containing image [7], [16].  
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Also, the background script estimates the total data saved 

during each browsing session using the following equation: 

Estimated data saved = Average size of an image x number 
of images blocked                            (1) 

This is an estimate because it is not possible to know the size 

of the image unless it is transferred over the network. The 

average size of the image is based on the data provided by 

HTTP Archive that states that as of 2020 the average size of an 

image is 973.4 KB [7].  

E. CONTENT SCRIPT  

Context scripts work in the context of the webpage; 

therefore, they are treated as if they are not part of the main 

extension [16] [17]. The content script of the SLL extension is 

will make changes to the webpages the user visits and it will 

listen to events and pass messages to the background 

extension. The goal of the extension is not only to block all 

images but to also allow the user to pick specific images they 

would like to view 

Since the content script run in the context of the 

webpage, it uses a message passing API to communicate with 

the rest of the extension. This communication is done using an 

API for one-time requests or in certain instances long-lived 

connections. The content script will need to communicate with 

the background script throughout the duration of the users 

browsing session. This is because the extension will be 

continuously updating tab statistics for the user and also 

listening for click events in the case where the user needs to 

download an image. That is why the content script uses long-

lived connections that allow a longer conversation between the 

background script and the content script.  

 

F. HOW IT ALL WORKS TOGETHER:  

 

 
Figure 6: How all the browser components work together [18] 

The diagram above shows how the different 

components of the browser extension all work together and 

communicate for the common goal.  

 
When the page is loaded, the script executes code that 

traverses through the DOM and adds a download button to next 

to all blocked images or within the same parent node.   

 
Figure 7: Images blocked by SSL extension 

 

G. FUNCTIONAL TESTING  

Independent variable: Disabled/Enabled images in the 

browser 

Dependent variable: Data Usage 

Controlled variables: Browser cache (Always must be 

cleared at the beginning of each experiment), the experiments 

will all be done on the same website and each experiment will 

be done in Google Chrome.  

 Table 1. A SUMMARY OF THE RESULTS FROM THE EXPERIMENT  

 

 

As illustrated on table 2, the average data saved per webpage 

is 50.7%. These results confirm that the browser extension is 

more effective than the browsers in-built image blocking 

function and this is mainly because the extension also blocks 

videos. Due to the blocked images and videos, the page weight 

of the web pages is reduced, as a result, less data is consumed.  

H. UX TESTING  

 
The aim of this testing it to assess the effectiveness and 

efficiency of this browser extension.  The criteria for the testing 

are accessibility, functionality and user interface. The browser 

extension was tested by colleagues and friends on various 

devices and below is the feedback we got.  

I. Feedback  
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The users stated that the user interface of the extension has 

a very simple design which comprises of a single button that 

allowed them to either enable or disable the extension with 

ease. The extension automatically reloads the webpage when 

the state of the system changes i.e., the user starts or stops the 

extension and this improved the user experience for the users 

as they were provided with visual cues whenever they 

interacted with the system.  

For those who were in a low-bandwidth setting, the user’s 

experienced faster page load time, which significantly 

improved their user experience 

Lastly, we expected that the lack of images during 

browsing would negatively impact the browsing experience, 

especially on websites where images are used to communicate 

or capture the user’s attention. However, that was not the case, 

as the feedback from the users suggested that the majority of 

the images where merely placeholders and had no effect on the 

users overall browsing experience.  

J. Porting the browser extension  

The browser extension was designed and 

implemented on Google Chrome, therefore, there was a need 

for us to port it to other web browsers. Porting the extension 

from Google Chrome to Firefox and Microsoft Edge is a 

straightforward process because the Web Extension APIs are 

designed to support cross browser compatibility. This is 

because most of the Web APIs support call back functions 

under the chrome namespace. For this reason, the extension is 

a lightweight and easy to deploy software which is a crucial 

faction in this context. The browser extension improves user 

experience and this can be broadly put into two categories; 

page load time and data usage. Google has indicated that page 

load time or page speed is used as a ranking factor when it 

comes to user experience.  

V. CONCLUSION  

In conclusion, we built a browser extension for a low-

bandwidth setting, to allow users to block images as a way to 

reduce data consumption, which would also improve user 

experience. The results from testing this extension showed us 

that individuals in a low-bandwidth setting, benefit more from 

making the trade-off between data consumption and blocking 

images from webpages. We also managed to port the browser 

extension on other browsers with no difficulty.  
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Abstract—Mobile money fraud detection is very important for 

users of the platform. The majority of the literature focuses on 

evolving and enhancing quantitative approaches to improve how 

well detection models perform. On a hugely imbalanced dataset, 

this work explores the influence of sampling approaches on the 

efficiency of machine learning algorithms. Using three sampling 

techniques, five quantitative algorithms are tested. Up-sampling, 

downsampling, and Synthetic minority oversampling (SMOTE) 

are the sampling techniques employed in this study. Decision 

trees, Naïve Bayes, k-nearest neighbors, gradient boosted trees 

and logistic regression are the five classification algorithms used. 

The juxtaposition of each algorithm performance on varied 

sample sets of the hugely skewed dataset was reviewed. 

According to the findings, the appropriate sampling method for 

developing detection algorithms is largely determined by the 

frequency of fraudulent transactions in the learning sample set.  

 

Keywords—Classification, Mobile money, Skewed dataset, Up-

sampling, Down-sampling, SMOTE 

I. INTRODUCTION 

A. Background 

Fraudulent activities in mobile money ecosystems have 

progressed at the same rate as the mobile money market’s 

technological advancements. Fraudsters have taken advantage 

of flaws in mobile network providers' systems and processes. 

There have been a lot of methods that fraudsters use in taking 

advantage of mobile money platforms [1].  This may include 

malware installed on mobile devices or personal computers, 
impersonation of company representatives, vishing (voice 

calls), fraudulent emails and smishing (short message 

services), data transmission interception, Fraud in near-field 

communication, and denial of service attacks on mobile 

money systems. Owing to the restrictions necessitated by 

COVID 19, South Africa has of late, seen an exponential 

increase in mobile money fraud daily. This has led to huge 

losses of people’s hard-earned money. Of course, this 

happens despite financial institutions putting in place several 

interventions which include prevention and detection. 

Prevention is always the first line of defense, with financial 
institutions implementing tactical measures such as multi-

factor authentication, short message service alerts to 

subscribers, regularly cleaning malware as well as access 

control through HTTPS protocol. The second line of defense 

disposable to financial institutions is detection. Just like 

prevention strategies, there are several options for 

implementing fraud detection in mobile money systems, these 

include process behavior analysis [2], machine learning 

techniques, neural network approach, Bayesian  

 

 

networks and many others. This work is only limited to fraud 

detection hence the discussions in this paper focus on 

financial fraud detection. 

Financial fraud detection is a common classification 
problem from a statistical standpoint in which a transaction is 

categorized into a non-fraudulent or a fraudulent category 

based on its characteristics. Quantitative methods are 

typically used to detect a link between a service's fraudulent 

attacks and its mobile money transaction data from the 

previous fiscal year or other data from the same period 

revealing the platform's operating environment. This is 

commonly referred to as a mobile money fraud detection 

model (MMFDM), which is built using a portion of archival 

data and assessed using another portion of archival data. With 

the expectation that the connection will continue hereafter, 

the algorithm will be able to detect fraud henceforth using the 
platform's current data. Improving the mobile financial fraud 

detection model is based on data-fitting experimental findings, 

and the common model development method is depicted in 

Figure 1. The figure shows various factors that influence the 

performance of the model. The factors shown are sampling, 

feature selection, modeling, and evaluation criteria [3].  

 
Figure 1: The process of creating an empirical fraud detection model 

 

B. Related work 

  A great deal of research has gone into the selection of 

features in the development of MMFDMs.[4] identified 14 

key ratios for detecting financial fraud and put them to test 

using a generic algorithm model on 7001 instances of 

fraudulent / non-fraudulent transactions. The empirical 

findings revealed that the most efficient attributes were “age 

of client”, “merchant” and the “amount that is being 

transacted”.[5] reviewed 10000 instances of fraudulent and 

legitimate transactions. The authors used a multilayer 
perceptron, support vector machine, and  Naive Bayes 

algorithms to test 8 separate ratios recognized to be essential 

determinants for detecting fraud; The empirical findings 

revealed that the time gap between each transaction, the type 

of transaction, the amount transacted, the transaction 

originator's old balance before the transaction, the originator's 

final balance after the transaction, the recipient’s old balance 
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before the transaction, amount transacted and the recipient’s 

final balance after the transaction were the most decisive 
attributes that could accurately detect fraudulent activities. In 

the same vein, several quantitative approaches and techniques 

from data mining have been used to develop algorithms that 

can perform better. These include linear regression [6], and 

decision trees [7] algorithms. Regardless of which approaches 

are used to develop better algorithms, how well a fraud 

detection model performs is influenced not only by the 

features chosen and the quantitative methods used but also by 

the volume of samples used to fit the model. The type of 

quantitative techniques employed determines the form of a 

model, but the algorithm parameters are decided by the data-
fitting methods, and thus by the sample collection, [8] 

evaluated the performance of 4 models built using various 

quantitative methods and different feature sets chosen using 

different feature ranking techniques.  

[9] compared the detection abilities of neural networks when 

the degree of imbalance was different: 30/100, 50/100, 

70/100, and 100/100. They concluded that support vector 

machines outperformed convolutional neural networks in 

rightly classifying fraudulent and non-fraudulent transactions 

when given equal sample size in the learning phase.  As can 

be noted, most of the research carried out to our knowledge 

focused on either determining the parameters that best detect 
fraudulent transactions or comparing the performance of 

models upon varying the degree of data imbalance. This 

paper aims to investigate the effects of varying learning 

sample sets and how that affects the performance of widely 

used fraud detection models.  

The remaining sections are organized as follows: Section II 

presents the sampling strategies, section III presents the 

metrics of performance, section IV presents the methodology, 

and section V presents the empirical results. 

II. SAMPLING STRATEGIES 

The approach employed to resample the dataset in tackling 
the problem of data skewness has received some scrutiny in 

the machine learning community [10-14]. Down-sampling 

and up-sampling are two common resampling strategies. 

Down-sampling involves selecting a fraction of the class with 

higher data instances to attain a balance with the class having 

lesser data instances in the binary class. Let the class 

containing lesser data instances and the class with more data 

instances be denoted by |𝑌𝑚𝑖𝑛 | and |𝑌𝑚𝑎𝑥 | independently, the 

volume of the class with lesser data instances |𝑌𝑚𝑖𝑛 | is by far 

less than the volume of majority class with more data 

instances |𝑌𝑚𝑎𝑥 | in the skewed training dataset. Y stands for 

the learning dataset. Table 1 [15] is an illustration of a 

learning dataset for fraud detection. This illustration is only 

meant to demonstrate techniques for sampling, and it is 

unbalanced. Each observation has an N attribute and a 

transaction status that has been noted: whether transactions 

are fraudulent or not. In the ‘‘isFraud" column, the 

fraudulent observation is marked with a value of 1, the 

legitimate observation is denoted with a value of 0. Each 

observation has its correspondence denoted by C. 

Fraudulent observations are denoted by the letter "J" and non-
fraudulent observations are denoted by the letter "N". 

Fraudulent observations are in the minority in this example, 

while non-fraudulent observations are the class with more 

instances. As a result, the group of minorities 𝑌𝑚𝑖𝑛  = {𝐽1, 𝐽2,𝐽3,
𝐽4 } and | 𝑌𝑚𝑖𝑛 | = 4. Majority class's 𝑌𝑚𝑎𝑥  = {𝑁1,𝑁2, … , 𝑁10 } 

and | 𝑌𝑚𝑎𝑥 | = 10. 

TABLE I  

AN EXAMPLE OF THE ORIGINAL TRAINING DATASET IN ITS SIMPLEST FORM. 

C 𝑮𝟏 𝑮𝟐 … 𝑮𝑴 isFraud 

𝑱𝟏 1.05 0.03 … 0.01 1 

𝑱𝟐 1.20 0.03 … 0.04 1 

𝑱𝟑 0.67 0.01 … -0.12 1 

𝑱𝟒 0.57 0.21 … -0.15 1 

𝑵𝟏 0.24 -0.57 … -0.64 0 

𝑵𝟐 8.50 -0.13 … 0.88 0 

𝑵𝟑 12.47 -0.10 … 0.89 0 

…   …   … …  … … 

𝑵𝟏𝟎 0.58  0.01 … -0.10 0 

 

A.  Up-sampling 

The extensively used up-sampling methods are Synthetic 

Minority Over-sampling Technique (SMOTE) and Random 

Up-sampling with Replication (RUWR). RUWR is a method 

for balancing skewed distribution by replicating the skewed 

class examples at random [14]. 
 

 Random Up-sampling with replication 

Model 1:  RUWR (𝑌𝑚𝑖𝑛 , 𝑌𝑚𝑎𝑥) 

Input: The class with lesser data instances  𝑌𝑚𝑖𝑛  and a 

representative class with more data instances  𝑌𝑚𝑎𝑥  

Output: evened class Y of volume 2| 𝑌𝑚𝑎𝑥 | sample set 
i.Y =  𝑌𝑚𝑎𝑥  

ii.              for i = 1 to | 𝑌𝑚𝑎𝑥 | 

A random element 𝑎𝑖  was chosen at random from the 𝑌𝑚𝑖𝑛  

sample set. 

Y = Y ∪{𝒃𝑖}. 

endfor 

 
The following is an illustration of the definitive learning set Y 

for the learning dataset shown in Table 1. { 𝐽4, 𝐽2,𝐽1 , 

𝐽3, 𝑁5, 𝑁7, 𝑁8} and has eight as size. 

 

B. Synthetic Minority Over-sampling Technique 

This technique is a revised up-sampling approach reviewed 

by [14]. Here, the class with lesser data instances is up-

sampled by developing "synthetic" data instances as opposed 

to up-sampling with substitutes. The concept of SMOTE is to 

up-sample the class with lesser data instances by taking 

samples of the class containing lesser data instances and 

inserting synthetic samples along line portions linking 
unspecified or the entire k class with lesser data instances 

nearest neighbors. The following is a list of SMOTE's 

features [14]: 

 

Model  2:  SMOTE(|𝑌𝑚𝑖𝑛|, 𝑄, 𝑙) 
Input: |𝑌𝑚𝑖𝑛|number of class containing lesser data instances 

samples Q percent of the class with lesser data instances is 

up-sampled; l is the number of closest neighbors. The class 

with more data instances set |𝑌𝑚𝑖𝑛 | and the (Q/100) * |𝑌𝑚𝑖𝑛 | 
synthetic minority class samples are combined. 

i.if Q < 100 then 

                Sort the |𝑌𝑚𝑖𝑛| minority class samples at random. 
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               T = (Q/1 × 102) * |𝑌𝑚𝑖𝑛| 
               Q = 102 

              endif 

ii.Q = (int)(Q/100) 

iii.the sum of neighbours 

iv.sumfeat= the sum of all the features 

v.Instance[][]:the class containing lesser data instances 

vi.newinstances = 0//records the instances produced 

vii.Generated[][]: a collection of produced instances 

viii.for i = 1 to  |𝑌𝑚𝑖𝑛| 

       Calculate the indices for i's k nearest neighbors and 

save them in the qqarray. 

            Fill in (Q, i nnarray, Synthetic, and newindex) 

       endfor 

            Fill in (Q, i nnarray, Synthetic, and newindex) 

ix.while Q ≠0 

           qq = figures between 1 and  k at random 

      for feat= 1 to sumfeats 

            dif = Sample[qqarray[qq]][feat] −            

Sample[qqarray[i]][feat] 

                  void = a random figure that is either 0 or 1 

                  Generated[newinstances][feat] = Sample[i][feat]     

+ void × dif 

           endfor 

           newinstances ++ 

            Q = Q – 1 

           Endwhile 

 

Assume the criteria in the SMOTE technique are set as |𝑌𝑚𝑖𝑛| 
= 4, M = 300, k = 2, for the learning dataset presented in the 

above Table. SMOTE produces a learning set of twenty-two 

data instances, including twelve fraud data instances and ten 

legitimate data instances {𝑁1 … , 𝑁10}. Step 8 in the above 

SMOTE is the most important in generating the 12 fraud 

observations. Assuming 𝐺𝑗  i represents the 𝑖𝑡ℎ  feature of 

observation with correspondence of 𝐽𝑗 . The eight-step 

generates another Q/100 = three data instances for each fraud 

observation, which are referred to as "synthetic" examples. If 

𝑙1 ’s two closest neighbors are 𝑙2  and 𝑙4 , and the random 

figures qq in SMOTE’s step nine is two, then one synthetic 

data instances  𝐼1
1 for 𝐼1 is obtained as follows: 

 𝐺1−1 = 1.05, 𝐺1−2 = 0.03, … , 𝐺1−𝑀 = 0.01 

𝐺4−1 = 0.57, 𝐺4−2 = 0.21, … , 𝐺4−𝑀 = −0.15 

∆𝐺1 = 0.57 − 1.05 =−0.58, ∆𝐹2 = 0.21 − 0.03 = 0.18, …, 

∆𝐺𝑖 = 𝐺4−𝑖 − 𝐺𝑖−𝑖,…, ∆𝐺𝑚 = 𝐺4−𝑀 − 𝐺1−𝑀 

( 𝐺1 , 𝐺2 , … , 𝐺𝑖 , … , 𝐺𝑀 ) = (1.05, 0.03, … , 𝐺1−𝑖 , … , 0.01 ) + 

Rand() × (∆𝐺1, ∆𝐺2, … , ∆𝐺𝑖, …, ∆𝐺𝑀) 

 

C. Down-sampling 

 Random Down-sampling (RD) 

The goal of random down-sampling is to make equal the class 

dispersion by randomly removing the class with more data 

instances [16]. The RD used in this paper is to incoherently 

choose a portion with more data instances to attain evenness 
that yields the same result. 

 

Model 3 RD (𝑌𝑚𝑖𝑛 , 𝑌𝑚𝑎𝑥) 

Input: The class with lesser data instances class 𝑌𝑚𝑖𝑛  and 

class with more data instances𝑌𝑚𝑎𝑥 . 

Output: equal class Y of size 2|𝑌𝑚𝑖𝑛 | sample set 

1. Y = 𝑌𝑚𝑖𝑛  

2. for i = 1 to 𝑌𝑚𝑖𝑛  

A random element 𝒃𝒊 was chosen from the sample set. 

 𝑌𝑚𝑎𝑥  

   Y = Y ∪ {𝒃𝒊}. 

 endfor 

 

Learning set Y was developed by RD for the dataset in Table 

1 as follows: {𝐽1 , 𝐽2,𝐽3, 𝐽4 𝑁8 , 𝑁3,𝑁7, 𝑁5} and has a size of 

eight 

 

Down-sampling based on Nearest Neighbour Clustering 

(DBONNC) 

The clustering problem inspired DBONNC, which splits the 

nodes into K clusters and picks the nodes that are closest to 

the middle region of every cluster to depict the entire cluster. 

A breakdown of DBONNC is analyzed below: 

 

Model 4 DBONNC (𝑌𝑚𝑖𝑛 , 𝑌𝑚𝑎𝑥) 

Input: The class with lesser data instances class 𝑌𝑚𝑖𝑛  sample 

set and the class with more data instances 𝑌𝑚𝑎𝑥  sample set 

Output: Evened class Y of proportion 2|𝑌𝑚𝑖𝑛 | sample set. 

1. Y = 𝑌𝑚𝑎𝑥  

2. With the two phases that follow, separate the points 

in 𝑌𝑚𝑎𝑥  into |𝑌𝑚𝑖𝑛 | clusters [17]: 

2.1. In a situation where every iteration consists of entire 

nodes being transferred to the center of the closest cluster at 

the same time and then cluster centroids being recalculated, 
batch updates are employed. 

2.2 When nodes are reassigned independently, online updates 

are used. 

     3.     for i = 1 to 𝑌𝑚𝑖𝑛  

 Find the cluster i's mid-point 𝒄𝑖. 

 Choose the node 𝒃𝑖 that is closest to the node 𝒄𝑖 in 

cluster i. 

   Y = Y ∪ {𝒃𝒊}. 

   endfor 
Assume non-fraudulent observations in Table 1 are divided 

into four clusters as shown; {𝑁2 ,  𝑁3,𝑁8 }, {𝑁1 ,  𝑁7,𝑁10 }, 

{𝑁4, 𝑁6,𝑁8, 𝑁9},{ 𝑁5}. The midpoint of each cluster is simple 

to calculate; the midpoint’s coordinates are the median of the 

equivalent coordinates of all nodes in the cluster. Nearest 

nodes to the cluster's midpoint can then be evaluated.             

Y = {𝐽1, 𝐽2,𝐽3, 𝐽4 𝑁2, 𝑁7,𝑁6, 𝑁5} 

III. METRICS OF PERFORMANCE 

To assess the models' performance, the following five 

common performance measures were chosen: 

A. Sensitivity = 
NN

NF+NN
 

B. Specificity = 
FF

FN+FF
 

C. Accuracy = 
NN+FF

NF+NN+FF+FN
 

Where NN denotes non-fraudulent classification as fraudulent, 

NF denotes non- fraudulent classification as fraudulent, FF 

denotes fraudulent classification as fraudulent and FN denotes 

fraudulent classification as non-fraudulent. 

D. F1-Score = 2 * 
Precision ∗ Recall

Precision+ Recall
 [18] 
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Where Precision =
NN

NN+FN
, Sensitivity = recall. Precision 

indicates how many legitimate data instances were correctly 

classified as legitimate by the models, whereas Recall/ 

Sensitivity indicates how many real non-fraudulent 

observations were accurately classified as legitimate by the 
algorithms. 

E. AUC stands for the area underneath the Receiver 

operating characteristic curve: Sensitivity serves as the Y-axis, 

while 1-Specificity serves as the X-axis. In a two-dimensional 

ROC graph, the relative arbitrate is depicted in a ROC graph 

(true non-fraudulent) and cost (false non-fraudulent). It's 

effective for building and visualizing classifiers, particularly 

in areas of expertise where class dispersion is skewed. The 

AUC of a model classifier is the likelihood that an arbitrary 

chosen positive instance will be rated above a randomly 

chosen negative instance [19]. 

IV.  METHODOLOGY 

Within the confines of this study’s domain, two 
methodologies can be implemented. These methodologies are 

CRISP-DM [20] and SEMMA. CRISP-DM stands for Cross 

Industry Standard Process for Data Mining. SEMMA 

methodology comprises five sequential stages that aid the 

implementation of data science tasks. These stages are 

“Sample, Explore, Modify, Model, and Assess” [21]. CRISP-

DM methodology was chosen due to its capability of 

understanding the business domain. The SEMMA 

methodology shows a smaller focus on the initial planning 

stages of a data mining task. This is disadvantageous when 

building machine learning models because the performance 
evaluation of these algorithms is based on the business 

understanding of the use case. 

     
A. THE DESIGN OF THE STUDY 

The design consists of the total requirements for 

implementing a data science project. The stages of the 

CRISP-DM process made up the strategy for the data analysis. 

1) Business understanding 

The business understanding includes being aware of the goals 

and specifications of a project. This stage helps to select the 

best sampling technique applicable for making the best 

business decisions. Data sources and choice of software are 
necessities in this stage. 

2) Data understanding 

This stage involves data collection, description, and 

exploration. The entire procedure is described in the 

subsections that follow.  

a) Data collection 

Secondary data was adopted mainly to promote the 

confidentiality of mobile money customers, these records 

were obtained from a month's financial history of an 

organization. The dataset was obtained from Kaggle[22]. In 

the Kaggle dataset, a fraudulent transaction is denoted by 1 
while a legitimate transaction is denoted by 0 in the 

‘‘isFraud" binary class. 

b) Data description 

The synthetic dataset was created by a simulator known as 

paysim. It is made up of 6,362,620 mobile money records and 

11 attributes. The step attribute refers to the time interval 

between transactions where 1 step (total steps =744) equals 1 

hour (total days =30); type refers to the nature of the 

transaction. It has 5 class attributes namely CASH-IN, 
CASH-OUT, DEBIT, TRANSFER, and PAYMENT; amount 

refers to the transaction amount in the local currency; 

nameOrig refers to the account name of the merchant who 

began the transaction; oldBalanceOrig refers to the initial 

balance in the merchants’ account before the transaction 

occurred; newBalanceOrig refers to the new balance in the 

merchants’ account after the transaction occurred; nameDest 

refers to the account name of the customer involved in the 

transaction; oldBalanceDest refers to the initial balance in the 

customer’s account before the transaction occurred; 

newBalanceDest refers to the final balance in the customer’s 
account after the transaction; isFraud refers to the instance of 

the transaction characterized as fraudulent equals 1 and non-

fraudulent equals 0; isFlaggedFraud indicates transactions as 

fraudulent when there is an attempts to transfer more than 

200000 in one transaction. 

c) Data Exploration 

Exploratory Data Analysis (EDA) is a technique for 

describing the features of the data. In the type feature, the 

matplotlib library was used to visualize the class attributes. 

The data frame method type.value_counts() in python was 

used to count the class attributes and it showed that 

CASH_IN comprised of 1399284 transactions, CASH_OUT 
comprised of 2237500 transactions, DEBIT comprised of 

41432 transactions, PAYMENT comprised of 2151494 

transactions, and TRANSFER comprised of 532909 

transactions. To determine the fraudulent and non-fraudulent 

transactions in the class attribute of the type feature, the 

df.groupby function of the pandas data frame was invoked. 

The CASH_IN comprised of 1399284 non-fraud and 0 fraud 

transactions, CASH_OUT comprised of 2233384 non-fraud 

and 4116 fraud transactions, DEBIT comprised of 41432 non-

fraud and 0 fraud transactions, PAYMENT comprised of 

2151494 non-fraud and 0 fraud transaction, TRANSFER 
comprised of 528812 non-fraud and 4097 fraud transaction. 

The isFraud feature was also explored. The seaborn library 

was used to visualize the isFraud feature. The total number of 

non-fraud transactions was 6354407 and the total number of 

fraud transactions was 8213 which infers a highly imbalanced 

dataset. The isFlaggedFraud feature was also analyzed. The 

isFlaggedFraud feature flagged only 16 transactions.  

3) Data preparation 

Data preparation is important to make certain that the best 

independent features are applied to machine learning 

algorithms for optimum performance.  

a) Feature selection 
The minimum and maximum amount in the account of the 

merchant before transferring funds to the customer was 

analyzed. Using the minmaxbalance() in python, it was 

discovered that the minimum and maximum amount of the 

initial balance of the merchant before sending money 

(oldBalanceOrig) when the limit was set was 353874 and 

19585040 respectively. After sending money 

(newBalanceOrig) when the limit was not set was 0 and 

575668 respectively. In a scenario where the amount limit 

was not exceeded in a TRANSFER transaction and money 

was erroneously transferred to a fraudster, the amount will be 
unknown to isFlaggedFraud because it only flags 

transactions above the threshold amount. The new balance in 
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the merchants’ account after sending money 

(newBalanceOrig) is updated when the transaction is 
completed. It was discovered that there were transactions that 

exceeded the threshold limit but were not flagged as 

fraudulent. Therefore (newBalanceOrig) shows no feature 

relationship with the isFlaggedFraud feature because it does 

not determine whether the limit of the transaction has been 

exceeded or not. In conclusion, the isFlaggedFraud feature 

has proven to be irrelevant and it will not be used in the 

further analysis because it has no relationship with variables 

of the dataset. Using the str.contains() in python, an analysis 

was done to check if merchants’ were included in the account 

names that sent money to the customers (nameOrig) or 
received money from the customers (nameDest) concerning 

CASH_IN or CASH_OUT transactions. It was discovered 

that merchants’ were involved in neither CASH_IN nor 

CASH_OUT transactions. Therefore it can be inferred that 

the nameOrig and nameDest do not show the existence of 

fraudulent transactions and on that basis, they will be 

excluded from further evaluations. 

b)     Data cleaning  

A function was defined to perform the cleaning task. The 

name of the function was cleaning. nameOrig, nameDest, and 

isFlaggedFraud were removed. TRANSFER and 

CASH_OUT are discretized using CAIM (class attribute 
interdependency maximization). Missing values were also 

filled in the customer and merchants' accounts.  

c) Feature engineering 

Errors inherent in the merchant and customer accounts were 

recorded. Two new features were derived for this purpose to 

differentiate zero balances inherent in the features of the 

destination accounts from non-fraud transactions of the 

dependent variable class.   

V. EMPIRICAL RESULTS 

The RUWR technique simply duplicates instances in the 

minority class by varying the sample sizes from 10% to 
100%. SMOTE creates new minority class instances and the 

samples sizes are also varied from 10% to 100%. To maintain 

equity in the binary class of the learning sample set, the RD 

technique down-sampled varied proportions of the non-

fraudulent class. Figure 2, Figure 3, and Figure 4 shows 

how well the implemented algorithms perform on AUC test 

data. The coding algorithm for upsampling and 

downsampling was adapted from [23]. The coding algorithm 

for SMOTE was adapted from [24]. According to the 

literature, AUC is the most appropriate evaluation metric for 

skewed datasets in the data mining community. Statistical 

comparisons of sampling techniques are visualized 
concerning the AUC score. As shown in Figures 2, the AUC 

score of down-sampling when decision tree model is 

implemented ranged from 62% to 72%, when gradient 

boosted tree model is implemented, it ranged from 65% to 

67%, when k nearest neighbor model is implemented, it 

ranged from 58% to 61%, when the logistic regression model 

is implemented, it ranged from 58% to 60% and when Naïve 

Bayes model is implemented, it ranged from 34% to 35%. 

These scores are poor because the downsampling technique 

discards valuable insights used to train the data. As shown in 

Figures 3, the AUC score of up-sampling when decision tree 
model is implemented ranged from 90% to 91% when 

gradient boosted tree model is implemented, it ranged from 

95% to 98%, when k nearest neighbor model is implemented, 
it ranges within 89%, when the logistic regression model is 

implemented, it ranged from 85% to 90% and when Naïve 

Bayes model is implemented, it ranged from 73% to 74%. 

These scores are better because the upsampling technique 

improves the resolution and signal-to-noise ratio, prevents 

phase distortion and information loss when used to train the 

data. As shown in Figures 4, the AUC score of SMOTE 

when the decision tree model is implemented ranged from 94% 

to 95%, when gradient boosted tree model is implemented, it 

ranged from 94% to 98%, when k nearest neighbor model is 

implemented, it ranged from 94% to 95%, when the logistic 
regression model is implemented, it ranged from 85% to 91% 

and when Naïve Bayes model is implemented, it ranged 

within 74%. These scores are better because the SMOTE 

technique eliminates overfitting. After all, samples are 

generated and not replicated when used to train the data. 

SMOTE and RUWR are better choices in terms of improving 

the model performance significantly. However, the 

computational time is overly increased. With RD, all five 

algorithms performed poorly even though the computational 

time is relatively small. With RUWR, gradient boosted trees 

performed best while with SMOTE, decision trees and 

gradient boosted trees performed better than the three other 
algorithms. The majority of previous studies used a random 

down-sampling method to train and test models with a 

balanced sample. However, in industry application use cases, 

the validation sample set is hugely skewed and as a result, 

using sampling techniques and also varying sample volumes 

before training and testing is important to observe 

improvements in model performance.  

 

 

 
Figure 2: A graph of the AUC score of down-sampling technique versus 

varied sample sizes ranging from 10% -100% 

 

 
Figure 3: A graph of the AUC score of up-sampling technique versus 

varied sample sizes ranging from 10% -100% 
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Figure 4: A graph of the AUC score of SMOTE technique versus varied 

sample sizes ranging from 10% -100% 

B. Discussions and conclusions 

The impact of different sampling techniques on mobile 

money imbalanced datasets is investigated. The experimental 

results show that when sample sizes are varied, SMOTE and 

RUWR are better sampling techniques in terms of improving 

the model performance significantly because varied learning 

instances of the class with fewer data instances in the binary 

class levels up with higher data instances in varied measures. 

Bias is not desirable in classification models but it cannot be 

avoided. Therefore the best sampling technique will exhibit a 
minimal probability of bias to the non-fraudulent class.  

However, the time complexity used in learning data instances 

is high as opposed to RD. In RD, because the class with 

higher data instances is downsampled, essential learning 

instances are cut out in varying degrees which negatively 

affects the model performance. However, because learning 

data instances have been down-sampled, computational time 

was fast. In RUWR and SMOTE, data instances are varied to 

determine the appropriate data instance with the best 

performance when evaluated on a model. Model performance 

varies depending on the sampling method used. The problem 
of overfitting was looked into and it was found that the model 

complexity was minimal because the best combination of 

input features was chosen for data training and it underwent 

cross-validation. For future work, there is still a need to 

ascertain if model accuracy and variability of a model can 

occur simultaneously.  
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Abstract—In this paper, we analyse the impact of DNS-based
filtering on Quality of Experience (QoE). We use three DNS
standard protocols: regular DNS (Do53), DNS over HTTPS
(DoH) and DNS over TLS (DoT) on Quality of Experience. We
conduct measurements against four open public DNS service
providers (Cloudflare, CleanBrowsing, Adguard and Quad9) un-
der three network conditions; Campus wired network, Eduroam
and 4G. We aim to establish whether the filters from the
same provider have statistically significant differences. This
information could be used by Internet users and Internet Service
Providers to make sound decisions when choosing DNS privacy
services. The results show significant DNS response time and
page load time differences between non-filtered and filtered DNS
recursive resolvers from Cloudflare, Adguard and Quad9. We
do not observe significant differences in page load times when
CleanBrowsing resolvers are used despite observing significant
differences in DNS response times. The results further show
that some filters would provide better QoE than non-filtered
counterparts.

Index Terms—Internet performance, DNS privacy, DNS mea-
surements, DNS filtering, QoE, QoP, DoH, DoT, Do53

I. INTRODUCTION

Domain Name System (DNS)[1] is a fundamental compo-
nent of the Internet that maps the human-readable names to
their respective IP addresses of Internet resources. For most
of the Internet’s history, these services have been delivered in
plaintext, providing a fertile ground for attackers to exploit
and compromise Internet users’ security and online privacy
[2]. As a result, various efforts have been developed to
encrypt DNS queries. These efforts have resulted in the
development of different protocols such as DNS over TLS
(DoT) [3], DNS over DTLS, DNS over QUIC, DNS over
HTTPS (DoH)[4], DNSCrypt [5] and DNSCurve [6]. DNS
over HTTPS (DoH) and DNS over TLS (DoT) are the two
newer standard protocols requiring more studies to understand
them fully. Both these protocols encrypt DNS traffic to
improve the privacy of Internet users. Our study focuses on
these two protocols as measured from end-user networks and
devices. We collectively refer to these protocols as DNS-over-
Encryption (DoE), a term that was introduced by Lu et al.
[7]. We use DNS over port 53 (Do53) to refer to the regular,
unencrypted DNS.

Given the recency of DoT and DoH, the Internet mea-
surements research community is yet to establish the real
performance cost of these protocols. At the writing of this
paper, we know of very few measurement studies on the per-
formance cost of DoT and DoH. An early preliminary study
by Mozilla 1 found that DoH lookups are only marginally

1See https://blog.nightly.mozilla.org/2018/08/28/firefox-nightly-secure-
dns-experimental-results

slower (6 ms) than conventional, unencrypted DNS over port
53 (Do53). Bottger et al. [8] studied the DoH ecosystem to
understand the cost of the additional DNS security. Their
findings indicate that the impact is marginal and does not
heavily impact the page load times. In their works, Hounsel
et al. ([9] and [10]) compared the cost of DoT and DoH
measured from campus network and Amazon ec2 instances.
Their results show that despite the lower resolution times of
Do53, DoT and DoH can perform better than Do53 in terms
of page load times. Lu et al. [7] conducted end-to-end DNS-
over-Encryption measurements. They report that generally,
the service quality of DNS-over-Encryption is satisfying in
terms of accessibility and latency. In our prior work[2], we
found that DoT and DoH negatively impact QoE, especially
when the content is hosted offshore using offshore resolvers.
We concluded the study by calling for ISPs and network
operators to implement DoE and hosting services closer to
their subscribers. In the current paper, however, we investigate
whether using filters would improve QoE.

DoH, in particular, is attracting the attention of the research
community due to its current centralised implementation. As
a response, some works focus on de-centralising DoH so that
no single provider has all the browsing information. Hoang
et al. [11] propose K-resolver to slice user information to
different decentralised DoH resolvers. This decentralisation,
however, suffers from increased latency when the servers are
geographically separated. A similar study is conducted by
Hounsel et al.[12] which proposes a distributed DoH server
architecture called M-DNS. However, none of the works so
far has evaluated the cost and potential benefits of DoE-based
filtering on Quality of Experience.

DNS-based filtering is one of the add-on services that
Internet Service Providers (ISPs) have been offering to their
subscribers to protect them from malware [13], adware,
botnets [14], [15] phishing, cyberbullying and pornography.
However, RFC 7258 [16] classifies such filtering mechanisms
as pervasive monitoring. This leaves the ISPs in a dilemma
since these mechanisms also protect their infrastructure apart
from protecting their clients. This has led to resistance by
ISPs from adopting DoH, which sends DNS transactions over
HTTP traffic [17]. The Internet research community has tried
and continues to measure the impact of DoE protocols on
QoE. Analysing the ensuing performance impact of such
protocols and their filtering services would be critical to both
ISPs and the end-users.

This paper presents the results of DNS security measure-
ment study taken from 13 vantage points located in 7 African
countries (including the name of the Internet provider): Mada-
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gascar (Widecom), Zambia (MTN, Liquid telecoms), Uganda
(Airtel, Orange), Kenya (Airtel), Nigeria (MTN), Malawi
(TNM, Airtel) and South Africa (Vodacom, Eduroam, Cam-
pus wired network). We conduct the measurements on end-
user devices against 11 resolvers from Four DNS providers;
Adguard [AdGuard Nofilter (AGN), Adblock/Security filter
(AGAd/AGS), AdGuard Family filter (AGF)], CleanBrowsing
[CleanBrowsing Adult filter (CBA), CleanBrowsing Security
filter (CBS), CleanBrowsing Family filter (CBF)], Cloudflare
[Cloudflare Nofilter (CFN), Cloudflare Security filter (CFS),
Cloudflare Family filter (CFF)], and Quad9 [9 Nofilter (Q9N),
Quad9 Security Filter (Q9S)]. We compared the performance
of these resolvers to the local, Do53 resolver provided by the
network.

We perform these measurements on 4G, Eduroam and
Wired networks. We compare the DNS response time and
page load time when different filters are configured. We
measure the performance of both filtered and non-filtered con-
figurations on each recursive resolver on the three protocols;
regular DNS (Do53), DoT and DoH. We further measure
the performance of the local recursive resolver’s non-filtered
Do53 to serve as a baseline. The main objective of this study
is to establish whether DNS filters from the same provider are
significantly different. We further investigate the implication
of DNS response times and page load times.

Contributions: The contributions of this study are as
follows:

• Performance analysis of DoE-based filtering (from the
vantage point of access networks in Africa.) We con-
duct baseline internet measurements from real access
networks in Africa. The results from these measurements
can inform the Internet community on the best DNS
filter provider to use depending on their geolocation and
network conditions. This contribution is two-fold: First,
the ISPs can learn from the performance of these open
public resolvers and implement their own local, filter-
enabled DoE infrastructure, which would reduce latency
to the DoE servers. This would lead to lower DNS
response times and page load times. Secondly, the results
from this study inform the user which filters would result
in better QoE.

• Observations. Using the dataset collected, we compare
the performance impact of DNS-based filtering using
public DoE resolvers. For example, we observe higher
DNS response times from Adguard’s filters. This infor-
mation may help the DNS providers to optimise their
services for networks in Africa.

II. METHODOLOGY

The study uses Alexa’s top 50 global websites for African
countries and the top 50 local ones for each African country
(hosted locally or operated by local entities). The local
websites were particularly included to represent the websites
serving African content and observe how DoT and DoH
impact the browsing QoE on the local websites. We managed
to get 1583 unique websites that we use in this study.

A. Experiment setup

To replicate web browser actions when a user visits a
website, we use automated Firefox 67.0.1 to randomly visit
the websites in our list in headless mode as discussed in prior
works [9], [2] . This is a clean instance without any ad or pop-
up blockers. We, however, install a plugin to export HTTP
Archive (HAR) objects from each visited website. We store
these HARs in a PostgreSQL database as JSON objects. Each
browsing session uses a randomly selected configuration tuple
of the form (domain, recursive resolver, DNS type [Do53,
DoT, DoH]) to measure the QoE impact of each of the
DNS protocols from the 11 public recursive resolvers from
Four DNS providers; Adguard, CleanBrowsing, Cloudflare
and Quad9. Of the four resolvers, two (Cloudflare and Quad9)
negotiate TLS1.3 while CleanBrowsing and AdGuard negoti-
ate TLS1.2

Firefox web browser natively supports Do53 and DoH.
On the other hand, DoT has to be configured on the user’s
machine outside the browser. As such, we use Stubby for
DoT resolution, a stub resolver based on the getdns library.
Stubby listens on a loopback address and responds to Do53
queries. All DNS queries received by Stubby are then sent
out to a configured recursive resolver over DoT. We modify
/etc/resolv.conf on our measurement systems to point to the
loopback address served by Stubby. This forces all DNS
queries initiated by Firefox to be sent over DoT. This ran-
domisation was done to avoid the potential effect of a query
warming the resolver’s cache for subsequent queries from the
other protocols tested.

This measurements study was done in two blocks; 1 March
2020 to 30 August 2020 and 1 June 2021 to 17 June
2021) from 13 end-user vantage points located in 7 countries
under three network conditions, 4G, Eduroam, wired campus
network. We conducted the measurements continuously, with
no delays between successive page loads. The researchers had
access to the vantage points. We ran the measurements on
i5 computers with 8GB of RAM running the Ubuntu 18.04
desktop version.

B. Metrics

This study aimed to understand the impact of DNS filtering
on browsing Quality of Experience (QoE). The study consid-
ered network-level and browser-level metrics. These metrics
are latency, DNS response time (in this paper referred to as
DRT), DNS success and failure rates and page load time
(PLT).

1) Latency: Several studies have pointed out that African
networks suffer high latencies. Recent studies [18], [19], [20]
have attributed these latencies to suboptimal routing, lack
of peering and cache sharing. Other studies have attributed
these latencies to offshore hosting and misconfiguration of
DNS. However, none of these works has looked at the
impact of security protocols on latency in the region. Latency
determines the kind of applications that can run on affected
networks. Therefore, it is important to understand how secure
DNS protocols affect QoE to inform Internet users what
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applications may run on a given network condition. Also,
it is important to show which DNS providers respond with
reasonable latency. This would aid users in the choice of DNS
recursive resolvers. We conduct ping measurements to each of
the resolvers and calculate the median RTT for each latency
measurement.

2) DNS Resolution Time: DNS query response time is one
of the major factors that affect the speed of page rendering
in the browser. A web page normally contains several objects
fetched from different servers. In this study, we measured
DNS resolution time firstly for the main page. After that,
we collected all the unique domains for components (i.e.
images, JavaScript, CSS, among others) for each domain and
measured their respective DNS Response time. We use getdns
and libcurl C libraries to issue Do53, DoT, and DoH queries.
Getdns provides an API that allows developers to perform
DNS Do53 and DoT requests using different programming
languages. Libcurl supports POST requests to be sent via
HTTPS. This capability enables us to measure DoH response
time. We could have gotten the DNS response times from
the collected HARs; however, we noted that some of the
timings were not correct and decided to use the getdns. It
is important to note that the DNS responses were not cached
by the browser used in the measurements to ensure that the
subsequent transaction is not affected by the cache.

3) Page Load Time: Page load time is an important metric
of browser-based QoE. It represents the time a user has to wait
before the page is loaded in a browser. In this study, Firefox
was used in headless mode to visit a set of websites. We
collect HAR files in JSON format for each website containing
timing information, including blocking information, proxy
negotiation, DNS lookup, TCP handshake, SSL, Requests,
Waiting and Content download. From the HAR files, we
record the onLoad timing - the time taken to load the page
together with its components completely.

C. Analysis

We use descriptive statistics to explore the data. We
then apply Shapiro to test normality. Finally, we conduct
a pairwise comparison of the DNS filters from the same
provider using a T-test to explain their relationship. For
example, Cloudflare provides two filters; security (CFS) and
family (CFF) and one non-filter resolver (CFN) each of
which provides three DNS protocols (Do53, DoH, DoT).
In the study, we are interested in identical comparisons,
Do53 against Do53, DoT against DoT and DoH against
DoH. This gives us nine pairwise tuples {(CFN Do53,
CFF Do53), (CFN Do53, CFS Do53), (CFF Do53,
CFS Do53), (CFN DoH, CFF DoH), (CFN DoH,
CFS DoH), (CFF DoH, CFS DoH), (CFN DoT, CFF DoT),
(CFN DoT, CFS DoT), (CFF DoT, CFS DoT) ) } on which
we perform T-test.

III. RESULTS

In total, we managed to successfully download and save
492, 977 HTTP Archive Record (HAR) files from which
we obtain and analyse the page load times (PLT). Each

successfully saved HAR had a number of objects, which we
measured independently for DNS response time (DRT). This
yielded 3, 427, 808 unique domains, which translates to, on
average, ≈ 7 domains referenced by a single HAR file.

A. Latency

We used ICMP ping to measure latency. Each successfully
saved HAR file was accompanied by five ping measurements
to the recursive resolver. This metric explains the differences
in the DNS response times and page load times between
resolvers from the same provider and between resolvers from
different providers. As expected, we generally observe lower
latencies to local resolvers provided by the Internet Service
Providers. However, for some ISPs such as Telekom Networks
Malawi, MTN Zambia and MTN Nigeria, we noted higher
latencies than public resolvers such as Quad9 and Cloudflare.
We posit that this might be the case under suboptimal routing.
Also, this may be the case when ISPs choose not so highly
cached DNS resolvers.

Observing from the network conditions’ point of view,
we find the lowest latency on wired (median RTT ≈ 87ms)
network followed by Eduroam (median RTT≈ 92ms) with the
higher latencies observed under 4G (median RTT ≈ 446ms).
We further observed differences in latencies under 4G; some
countries had lower latencies than others. Comparing differ-
ent resolvers, results indicate higher latencies to AdGuard
resolvers with a minimum RTT of ≈ 750ms. In general, the
latency results suggest that the resolvers from the same DNS
providers are colocated.

B. DNS resolution Delay

DNS response time is one of the sources of delay in
any online transaction that fetches resources from a remote
location. A web transaction, in particular, comprises multiple
name resolutions for page components such as images, scripts
and cross-site components. This section presents summaries of
DNS response times from all the measured resolvers, grouped
by DNS provider and the network conditions. Due to space
limitation, we focus our reporting on results from Cloudflare
representing the fastest DNS provider observed in this study.

Figures 1, 2 and 3 show Cumulative Distribution Func-
tions (CDFs) of DNS response times for the protocols and
filters from Cloudflare. As expected, we note that Do53-
based filters perform better than their corresponding DoE-
based filters. This makes sense, considering the extra latency
brought by the TLS handshakes. Comparing DoH and DoT
from each resolver, we note that generally, DoT has higher
DNS response times than DoH except for Cloudflare resolvers
which show almost no difference. Also, we note in the 4G
results (Figure 1) that the public Do53 perform better than
the local Do53 provided by the Internet Service Providers.
We note substantial differences in response times between
filters and their respective protocols from three (Cloudflare,
Adguard and Quad 9), with minimal differences noted from
CleanBrowsing’s filters. Comparing filters and non-filters, we
note that the filters, especially DoH-based filters, provide
lower response times than their non-filtered counterparts.
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Comparably, Cloudflare resolvers perform better than the
rest of the resolvers. Prior works [9], [21] have attributed
this to the fact that Cloudflare resolvers do not support
EDNS. In this work, we did not validate this claim. We also
argue that Cloudflare has multiple points of presence in the
region. This agrees with the latency results in which Adguard
has the highest RTTs. Traceroute results show that Adguard
resolvers are not present in Africa, hence the higher RTTs.
When compared against each other, security filters outperform
family filters. This pattern is helpful as it could inform the
users of protocols or filters that would give them the best
Quality of Experience.

Of peculiar notice is the performance of Quad9’s DoT,
which is consistently poorer regardless of network conditions.
Prior works [9], [7], [2] have reported this observation.
However, we have not engaged the provider to report or seek
explanations as at writing this paper.

So far, we have observed using descriptive statistics
that there are differences between resolvers from the same
provider in terms of DNS response times. The question we ask
is, are these differences significant? To answer this question,
we conducted a T-test between the same protocols from
different resolvers. Generally, we find that the results agree
with the descriptive statistics as presented by the CDFs such
as those presented in Figures 1, 2 and 3. We observe that the
difference between filters from the same provider is mostly
significant across recursive resolvers (p < 0.001) except for
some fewer cases [(AGAd, AGF), (AGN, AGAd), (CBA,
CBS), (CFF, CFS)] where the difference is not statistically
significant.

On the other hand, we observe significant differences
between DoE-based filters. Of the providers, Adguard and
Quad9 show substantial differences (depicted by larger t val-
ues) than Cloudflare and CleanBrowsing. When we compare
the filters, we note significant differences between the non-
filter DoE resolvers and filtered resolvers. However, we note
marginal differences between the filters (i.e. substantial dif-
ferences between (CFN, CFS) and (CFN, CFF) and marginal
differences between CFS and CFF). We also note that, under
better network conditions, DoT filters are not statistically
significant.

C. Page Load Times (PLT)

Pageload time is a more direct indication of how users
experience web browsing. We have already seen the differ-
ences in query response times among the various DNS pro-
tocols under different network types across African vantage
points. This section shows how the choice of filters and
DNS providers would impact the quality of the browsing
experience. We begin by comparing different filters with
the local, non-filtered recursive resolver. This would inform
the users of the cost they are likely to incur should they
prefer open, public DoE filtering services to the Do53 service
provided by their ISPs. Finally, we will compare the DoE-
based filters with their Do53 counterparts.

Generally, we note a similar pattern between the latency,

response time and page load time results. This is unsurprising
considering that, to a greater extent, TLS-based security
protocols are mainly determined by latency due to the extra
overhead incurred during TLS handshake. Figure 4 shows
the median page load time differences between public DNS
providers and a local DNS recursive resolver. The difference
is calculated by taking the median page load time for a
website/user using one public, filter-enabled resolver minus
the median page load time of the same website/user using a
local, unfiltered resolver. Therefore, the difference is indica-
tive of the extra cost a user would bear when using secure
DNS protocols provided by public DNS resolvers compared
to default Do53. From this Figure, we note that DoT performs
better than DoH except for two cases (Cloudflare no filter and
Quad9 no filter). Q9N’s DoT displays extreme results with a
mean page load difference of about seven seconds, concurring
with the DNS response time results.

When we compare the providers, Cloudflare and Clean-
Browsing fare consistently better than AdGuard and Quad9
with a page load difference of ≈ 2 seconds. We expected
Cloudflare to perform comparably to Quad9, considering that
both have multiple points of presence in Africa. We think
that Quad9’s DoE has some protocol design or infrastructural
issues such as caching.

We also use Figure 4 to analyse the performance differ-
ences among DoE filters from the same provider with respect
to the filter’s Do53 performance. We note marginal differences
between DoT and DoH-based filters with a median page load
difference of up to 2 seconds except for Quad9’s DoT, which
we have already discussed in previous paragraphs. However,
another aim of this study is to see whether these differences
are statistically significant. We use a T-test to investigate the
similarity and differences between filters and protocols from
the same provider. We observe significant differences in the
performance of Adguard, Cloudflare and Quad9 resolvers.
Cloudflare (See Table I) generally sows significant differences
in page load times except for DoT under wired network,
suggesting that DoT’s performance between CF’s filters is
not different under better network conditions. CleanBrowsing,
however, does not show any significant differences between
its resolvers across network conditions. This is in contrast to
the DNS response time T-test results. CleanBrowsing’s filters
are not new, suggesting that they may have higher cache hits
in Africa. On the other hand, Cloudflare’s and Quad9’s filters
are new, and users and ISP’s are yet to cache them hence
the substantial difference. Adguard’s performance is attached
to the long distance from the vantage points to its points of
presence which, from the latency measurements, indicate that
they are situated offshore.

IV. DISCUSSION AND IMPLICATIONS

Thus far, we have presented results indicating significant
differences in DNS response time and page load times ex-
hibited by filter-enabled resolvers from the same public DNS
provider. These differences are observed from all the mea-
sured network conditions; 4G, Eduroam and Campus wired
broadband networks. The key role of DNS-based filtering
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Fig. 1: DNS response time CDF for
Cloudflare filters under 4G
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Fig. 2: DNS response time CDF for
Cloudflare filters under Eduroam
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Cloudflare filters under wired network

AGAd AGF AGN CBA CBF CBS CFF CFN CFS Q9N Q9S
DNS Recursive Resolver

0

1

2

3

4

5

6

7

8

M
ed

ia
n 

pa
ge

 lo
ad

 ti
m

e 
di

ffe
re

nc
e 

(s
) DNS Protocol

Do53 DoH DoT

Fig. 4: Mean page load time difference between public and local recursive resolver

Pairwise PLT T-test-Cloudflare Wired Network Eduroam 4G

(CFN Do53, CFF Do53) (t=14.931, p=0.000)* (t=7.287, p=0.000)* (t=6.928, p=0.000)*
(CFN Do53, CFS Do53) (t=14.615, p=0.000)* (t=7.473, p=0.000)* (t=6.150, p=0.000)*
(CFF Do53, CFS Do53) (t=-0.316, p=0.752) (t=0.191, p=0.849) (t=-0.549, p=0.584)
(CFN DoH, CFF DoH) (t=2.651, p=0.008)* (t=3.015, p=0.003)* (t=2.090, p=0.036)*
(CFN DoH, CFS DoH) (t=2.857, p=0.004)* (t=2.809, p=0.005)* (t=1.407, p=0.160)
(CFF DoH, CFS DoH) (t=0.207, p=0.836) (t=-0.244, p=0.807) (t=-0.500, p=0.617)
(CFN DoT, CFF DoT) (t=-0.432, p=0.666) (t=2.234, p=0.026)* (t=6.225, p=0.000)*
(CFN DoT, CFS DoT) (t=0.318, p=0.750) (t=3.210, p=0.001)* (t=5.408, p=0.000)*
(CFF DoT, CFS DoT) (t=0.766, p=0.443) (t=1.136, p=0.256) (t=-0.371, p=0.711)

TABLE I: T-tests for Cloudflare’s Page load time

is to protect Internet users from malware, adware, phish-
ing, cyberbullying and pornography. The results have also
shown that DNS-based filters generally outperform their non-
filter counterparts, implying that their usage would improve
the Quality of Experience. Comparing the DNS providers,
Adguard and Quad9 perform more poorly than Cloudflare
and CleanBrowsing. Cloudflare performs consistently better
across all network conditions. From these findings, we offer
the following suggestions as possible remedies.

A. Implement local and regional DoE Infrastructure

ISPs widely use DNS level filtering as a value-added
service to their customers to block malware, enforce parental

controls, and prevent different cyber attacks. The problem
with the Do53-based filtering was its invasive nature into
the privacy of the subscribers described in the RFC [16]
and various DNS attacks. The coming of the standard DNS
privacy protocols is a relief to many security-conscious In-
ternet subscribers. The limiting factor, however, could be the
performance overhead incurred when using public resolvers.
Also, other subscribers would not be comfortable using third-
party DNS providers. This study and other prior works suggest
that the closer the resolvers are to the end-user, the better
the Quality of Experience. Therefore, we recommend that the
ISPs and Network Operators implement DoE services. This
would reduce the latency overhead and eventually improve
QoE.
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B. Offer configurable Quality of Protection to Internet Users

Internet is costly in edge networks. Because of this, pa-
ternalistic or stupid user implementation of Internet secu-
rity services may negatively impact some users from these
networks. On the other hand, the configuration of Internet
security services is not straightforward [22] imposing security
configuration overhead on the users. Consequently, most users
have developed poor mental models around security, including
DNS service, and they do not find the motivation to configure
security on their Internet access devices. We are aware of
recommendations by researchers to optimise secure DNS.
Deccio C. and Davis J. [23], connection-oriented DNS by
Zhu, et al. [24] proposed the usage of TCP Fast Open
(TFO) and TLSv1.3. Hounsel et al. [9] propose opportunistic
partial responses, wire caching and disabling of EDNS Client-
Subnet.

One possibility is to introduce an integrated, easy-to-use
cost-aware Internet security configuration framework that will
enable users to choose their desired level of security, such as
choosing the type of DNS filters in this case.

Finally, the results from this study enable both users and
ISPs to make better DNS choices based on the measurement
data and based on the trust they have in the DNS provider.
The results also inform the DNS providers on the possible
improvements and expansion of their services in Africa.

V. CONCLUSION AND FUTURE WORK

This paper investigated the QoE impact of public Do53 and
DoE-based filtering from African vantage points. The study
has shown that users who use DNS filters would experience
a better QoE. In some cases, the study has shown that DoE-
based filtering performs even better than Do53-based filters.
The results from this study assist Internet Service providers
and Internet users to make sound decisions when choosing
the DoE-based filters to implement. The choice of DNS filters
would improve the Quality of Protection and Experience.
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Abstract—Statistical bootstrapping has been used in different
fields over the years since it was introduced as a technique that
one can use to simulate data. In this study, parametric and non-
parametric bootstrapping techniques were used to create samples
of different compositions from the baseline data. The bootstrap
distribution of a point estimator of a population parameter has
been used in the past to produce a bootstrapped confidence
interval (CI) for the parameter’s true value, if the parameter is
written as a function of the population’s distribution. Population
parameters are estimated with many point estimators. The
study used mean as the population parameter of interest from
which bootstrap samples were created. This research was more
interested in the CI side of bootstrapping and it is this aspect
that this paper focused on. This is the case because the study
wanted to offer a certain degree of assurance and reliability of
IBR data to users who may not have access to a larger ’lens’ of
a network telescope to allow them to monitor security threats in
their network. The primary interest in the dataset were source
and destination IP (DSTIP) addresses, thus the study selected
different size pools of DSTIP addresses to simulate bootstrap
samples.

Index Terms—Bootstrapping, Network Telescope, Confidence
Interval (CI), Internet Background Radiation (IBR)

I. INTRODUCTION

Internet Background Radiation (IBR) [1], [2] consists of
non-productive data packets on the Internet, which target
unused IP addresses or ports, where there is typically no
functional network device to receive them [3], [4]. In theory,
no traffic should ever arrive at such an IP address. However,
when it receives traffic, it is marked as an anomaly, and
recorded for analysis [2], [5], [6]. IBR data is collected by
devices known as network telescopes [1], [7], [8]. The basis
of a network telescope is to monitor blocks of IP address
spaces on a network that are not utilised [5], [6], [8] and
have no services running on them [3], [9]. The value of
network telescopes has been dealt with extensively by other
researchers to the point that its significance to cybersecurity
research cannot be discounted [3], [5], [7]. Analysis of IBR
traffic often shows evidence of either malicious activity or
poor configuration [3], [10], the latter being either temporal or
permanent [3], [10]. Given the fact that there are no legitimate
hosts in an unused address block [8], [11], [12], then traffic
must be the result of poor configuration, back-scatter from
spoofed source addresses or scanning from worms and other
probings [1], [4]. What makes IBR critical as part of a larger
cybersecurity viewpoint is its ability to provide an early-
warning detection mechanism for new threats and attacks [13].

This research was conducted with the overall objective of
identifying the confidence interval for each of the datasets
under study with the aim of offering confidence to the users
of the dataset as to what range of values they would be
expecting to get should they opt to work with a sample of the
dataset presented to them. Essentially, the main question was,
if a sample is taken from a baseline dataset what confidence
does a telescope user have in the sample dataset in accurately
representing it’s baseline data.

In order to achieve this, the study had the following
objectives in mind:

1) Identify a confidence interval technique that can be used
to compute the values without being biased. Bootstrap-
ping technique was identified as the ideal technique for
this task.

2) Assess the confidence interval variations as the confi-
dence level changes from 80% to 99%.

3) Assessing how representative different samples are to
the baseline dataset after applying bootstrapping to the
sample to impute a month’s worth of data.

4) Identify the bootstrap technique that works best with
IBR data.

The remainder of this paper is structured as follows:
Bootstrapping is introduced in Section II. This is followed by
Section II-A which justifies why bootstrapping in essential to
this study. This is followed by Section II-B which explain the
bootstrapping techniques that were considered for this study.
Confidence Interval (CI) is introduced in Section III followed
by the nature of the data used and its sources in Section IV.
The research approach is laid in Section V, and results and
discussion are found in Section VI. The papers closes with a
conclusion and recommendations followed by future work in
Sections VII and VIII respectively.

II. BOOTSTRAPPING

Bootstrapping works on the principle of starting with a
dataset with an unknown underlying distribution from which
a partially randomised sample of the available data is selected
[14]–[16]. Using any specific population parameter of interest
(it could be mean, standard deviation, variance, etc) a normal
distribution is formulated by applying a statistical function
to the parameter of interest [14], [17]–[19]. This study used
mean as the statistical parameter of interest to bootstrap IBR
data. This study identified mean as its population parameter
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because it is an unbiased estimate of the corresponding
population parameters [15], [20]. Thus the true population
parameter of this study is the actual value of the mean that
has been computed from the sample being studied. The re-
sampled data, which approximates the normal distribution,
is formulated through simulation of the original data using
the statistical function of interest as the guiding population
parameter of interest [14], [19], [21]. Essentially, bootstrap-
ping eliminates the unknown variables (e.g. unknown data
distribution, stationarity) that are presented in the original data
by simulating the data to come up with known variables from
which values like CI can be computed from using the plug-
in-principle [19]–[22].

The plug-in-principle work on the notion of computing an
estimate of the unknown variable and replacing that which
is unknown in order to understand a population under study
[20], [22]. Thus, the unknown parameter(s) is substituted for
the one computed as an estimate of what was not known
initially. Through the simulation process, using the identified
population parameter estimator, the original data is reused
through re-sampling to create a new data sample which is
referred to as a bootstrap sample [14], [19]–[21]. With known
variables being present in the bootstrap sample, CI can now be
compute, as well as an estimate of the shape of the sampling
distribution, and an estimate of the standard error of the
quantity; an estimate of bias and P-value [14], [20], [23]. For
the bootstrap samples, this study computed Standard Error of
the Mean (SEM).

A. Bootstrapping Rationale

Bootstrapping is important to this study because the overall
idea is that the study is working with the assumption that
a user does not have access to a larger network telescope.
As such, the network telescope user will only be able to
collect IBR data with the IP addresses that the individual
has. However, there is no telling how representable the data
the user has collected is in relation to having more DSTIP
addresses. With bootstrapping, this study aims to simulate
various samples of the baseline data to mimic the number
of data points observed in the baseline data.

Baseline dataset in this case represents a larger network
telescope while the bootstrap samples represent the small
network telescope. By simulating the samples to reproduce the
baseline dataset, one can compute how different the bootstrap
samples are from the actual baseline dataset. Using such
differences between the bootstrap samples and the baseline
dataset, the study will show how suitable simulating the IBR
data is and how representable a smaller network telescope is
to a larger one. This study has an advantage in that it has
a baseline dataset with all the data points as such simulating
samples from it will have a proper benchmark from which one
can gauge from, something that a smaller network telescope
user will not have.

This research was more interested in the CI side of boot-
strapping and it is this aspect that this paper will focused on.
This is the case because the study wanted to offer a certain
degree of assurance and reliability of the bootstrap samples

to whoever would find themselves in a scenario where they
do not have access to a larger network telescope.

B. Types of Bootstrapping

In this study, bootstrapping was categorised into two parts:
parametric and non-parametric bootstrapping. This section
will expand more on what is involved in each bootstrapping
technique.

1) Parametric Bootstrapping: Parametric bootstrapping in-
volves the need to make parametric assumptions based on
an underlying equation or any specific model while non-
parametric bootstrapping involves none of such assumptions
but rather based on an estimate of the standard error of the
quantity [16], [17], [21], [23]. In parametric bootstrapping,
assumptions are made regarding the underlying model or
equation and the parameters of that model [17], [20], [22]. The
bootstrap samples are then drawn from the assumed model
together with the estimated parameters. It is worth noting that
the estimated parameters are in no way a replacement of the
baseline estimates, i.e the estimated mean cannot replace the
baseline mean but rather allows inference to be made from
such a computation to understand the unknown values of the
baseline dataset [20], [22].

Note that with parametric bootstrapping, you either know or
assume the function (or model) responsible for the distribution
of your bootstrap sample coupled with unknown parameters
that are revealed once the sample is computed [24]. In some
cases, you do not use the model but explicitly state the
distribution observed in the baseline data and use it as the
base line. Either way, the bootstrap sample is generated by
explicitly stating the assumptions and identifying whether
it was done with replacement or without replacement [24].
More often than not the unknown parameters estimated offer
maximum likelihood estimates to cover as much ground as
possible [24].

2) Non-Parametric Bootstrapping: Non-parametric boot-
strap on the other hand draws its samples from an empirical
distribution samples generated from an estimate of the stan-
dard error of quantity [16], [20], [22]. Usually, this is the
bootstrap that constitute large sample sizes and numerous sim-
ulations to get the appropriate bootstrap sample correctly [24].
It is also possible to make adjustments to a non-parametric
bootstrap by ensuring that samples are done with replacement
(usually referred to as bootstrap with replacement) [17], [25].
This was the approach that was taken in this case however,
this study maintained the use of non-parametric because
no assumptions were made regarding its distribution or pa-
rameters and thus still qualifies to be called non-parametric
bootstrap, something that [25] partly alluded to in his work.
This approach improves the accuracy of the results and some
of the criticism offered in its lack of having statistical basis
when formulating its bootstrap sample [25]. For this study, the
mean of the individual datasets was chosen as the estimate of
the standard error of the quantity. It is the result from this
statistical function of mean (upon simulation) from which
parameters of interest like the maximum likelihood CI and
standard errors are computed from [20], [21], [24], [26].

Southern Africa Telecommunication Networks and Applications Conference (SATNAC) 2021 Page 247



It is worth noting that median, standard deviation, variance
or any quantile can also be used as an estimate of the standard
error of the quantity when creating a non-parametric bootstrap
sample [22]–[24]. The main assumption when it comes to
non-parametric bootstrapping is that the distribution of the
bootstrap sample, more often than not, take the shape of
the data from which it was taken from [22], [23]. The re-
sampling with replacement involved in computing CI makes
both parametric and non-parametric bootstrap to fall under the
main category of percentile bootstrap [23], [24], [26].

III. CONFIDENCE INTERVAL (CI)

According to Dixon, CI coverage is the probability that
the CI includes the true parameter, under repeated sampling
from the same underlying population [24]. Working with this
definition, it essentially means that the value of interest after
multiple re-sampling from the baseline data understudy, the
parameter of interest ought to fall within the range generated
by the bootstrap sample created.

The range computed from the bootstrap sample is what
gives the user the level of confidence needed in the data in
order to make informed decision(s). When computing CI, the
quantile ranges are used in order to compute a specific CI
[16], [27]. The rule of thumb is that for each CI, for the
overall confidence level selected, the value is split into two
to accommodate both the lower bound and the upper bound
to mimic two standard deviations from the mean principle
[24]. For instance, in a 95% CI, the lower limit is defined as
the 2.5th quantile of the bootstrap distribution, and the upper
limit at the 97.5th quantile. If it changes to 99% CI, the lower
bound will be defined as the 0.5th quantile of the bootstrap
distribution, and the upper bound at the 99.5th quantile [24],
[28].

It is worth noting that empirical and theoretical studies of
coverage and the author of bootstrapping acknowledged and
showed that the percentile CI may not always give accurate
results i.e. it works very well in some cases and in other
cases the likelihood of one getting accurate results is very
slim [29], [30]. Its accuracy is dependent on how the CI
end points are calculated, the size of the bootstrap sample,
the type of bootstrapping used (whether it is parametric or
non- parametric), the statistical functions used as a parameter
estimator and how the bootstrap samples are selected [23],
[24]. Skewed sampling distribution tend to be less accurate
as compared to symmetrical sampling distribution when cal-
culating end points of CI [24], [30]. Increasing the size of
the sample and the number of simulations when generating
bootstrap sample boosts accuracy and confidence in the CI
computed from the samples [17], [24].

IV. DATA SOURCE

The data used in this research was collected from one of
the five of Rhodes University’s network telescopes [31]. Since
it is a feasibility study, it offers an opportunity to expand
more on to other datasets for future research. Worth noting
is that each of the five telescope’s sensors consist of /24 net-
blocks, routed to a collection server. Note also that there are

a lot of similarities in the datasets that were collected from
Rhodes University’s telescopes as is shown in previous work
[9], [10]. Thus in presenting the data from one of the five
network telescope datasets, it gives outputs that are similar in
more ways given previous work done on them.

A. Data Processing

Pre-processing of the raw Packet Capture (pcap) data
was performed using a combination of standard UNIX text
processing tools and a series of Python scripts that were
used to pre-process the pcap data and convert it to a .csv
file. The change in format made the data readable and easier
to work with when analysing the data, be it for statistical
or visual purposes. A breakdown of the traffic composition
of the dataset used for this study is shown in Table I.
The data dictionary table (Table I) shows the name of the
network telescope, where the data was collected from, the
number of packets from each of the major protocols identified
in the dataset, when it was collected and the duration of
data collection. It also shows the number of unique source
IP (SRCIP) addresses contained in each dataset and how
proportional these unique SRCIPs are to the overall traffic
observed. The dictionary also show the breakdown of traffic
based on the protocol used by each packet received.

This study focused mainly on TCP traffic because it was
the largest dataset that was observed. Three months worth of
data from a /24 IPv4 network telescoped were used, spanning
from January to March. Unfortunately due to space limitation
the study will only show how the results look like by using
the month of January as a test case. In this study, this network
telescope is referred to as 196/8 network telescope. The
variables of interest for this research study were source and
DSTIP addresses. SRCIP addresses were of interest because it
gives a more accurate distribution of traffic by SRCIP address
while the DSTIP addresses were needed because they are the
recipient of the traffic and are the ones that a user has control
over.

Fig. 1. 196/8 - A: Non - Parametric Bootstrapping at 95% CI
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TABLE I
DICTIONARY 196/8-012021

Dictionary Name 196/8-012021 Description
Start Fri Jan 1 00:00:00 2021 End Sun Jan 31 23:59:59 2021

Duration 31 Days
Total Traffic: 48,079,105 Unique Sources: 665,897 Unique Destinations 256

Protocols pkts % Sources Uniq src %
TCP 42,043,059 87.44 538,891 80.93
UDP 5,764,771 11.99 118,618 17.81

ICMP 271,166 0.56 8,279 1.24
Other 109 0.0002 109 0.016

TABLE II
MONTHLY ACTIVE TCP DATASET: CI FOR NON PARAMETRIC COMPUTATION - SRCIP/HOUR

CI Level
Bootstrap sample 80% 90% 95% 99%

196/8 - /e24 [793 - 806] [791 - 807] [790 - 809] [787 - 812]
196/8 - /e25 [399 - 406] [398 - 406] [397 - 407] [396 - 409]
196/8 - /e26 [199 - 202] [199 - 203] 198 - 203] [198 - 204]
196/8 - /e27 [99 - 101] [99 - 101] [98 - 101] [98 - 102]

TABLE III
MONTHLY ACTIVE TCP DATASET: CI FOR PARAMETRIC COMPUTATION - SRCIP/HOUR

CI Level
Bootstrap sample 80% 90% 95% 99%

196/8 - /e24 [931 - 951] [927 - 954] [924 - 957] [920 - 961]
196/8 - /e25 [468 - 479] [467 - 481] [466 - 482] [462 - 486]
196/8 - /e26 [234 - 240] [233 - 241] [233 - 241] [232 - 243]
196/8 - /e27 [116 - 120] [116 - 120] [115 - 121] 115 - 121]

TABLE IV
MONTHLY NON-PARAMETRIC BOOSTSTRAP SAMPLE SUMMARY STATISTICS FOR TCP DATASETS - SRCIP/HOUR

Bootstrap Sample Baseline Mean Bootstrap Mean Baseline SEM Bootstrap SEM
196/8 - /e24 799 800 4.84 4.84
196/8 - /e25 403 402 2.52 2.52
196/8 - /e26 100 100 0.70 0.70
196/8 - /e27 201 201 1.32 1.32

V. RESEARCH APPROACH

Outliers were removed from each dataset to ensure that
they do not affect the results. Using the Interquartile Range
(IQR), this study identified a range that contained at least 80%
of the data points in each dataset, thus any number falling
outside this range was detected and treated as an outlier.
Each baseline dataset contained all the 256 DSTIP addresses,
from which 32, 64 and 128 DSTIP addresses were randomly
selected to create new samples. It was from these samples that
the bootstrap samples were generated and the computation of
CI was conducted from it. These samples represent different
sizes of the network telescope ’lens’. Each bootstrap sample
contained 744 data points, the same data points that one would
find in a baseline data where each hour within a month was
considered a single data point.

The study opted to have all the bootstrap samples have the
same number of data points as the original data as proposed
in [14], [15], [19]. The reason for creating bootstrap samples
of the same size as the baseline data was to ensure that
there was comparability between the baseline data and the
bootstrap samples [19], [20]. Secondly, by having a bootstrap
sample be of the same size as the baseline, it eliminated the
need of standardizing the bootstrap samples since it contained

the same number of data points as the baseline [15]. This
approach also ensured that the standard errors observed in
the original dataset are reflected in the bootstrap sample as
compared to having hypothetically larger or smaller samples
[20]. This essentially meant that the number of observations
was the same but the composition was different just as
explained in Section II.

VI. RESULTS: UNDERSTANDING IBR DATA USING
CONFIDENCE INTERVAL

As explained earlier in Section III, CI coverage is the
probability that the CI includes the true population parameter,
under repeated sampling from the same underlying popula-
tion. The range computed from the bootstrap sample is what
gives the user the level of confidence needed in the data in
order to make informed decision(s). This section focused on
interpreting the results and what they mean to this research.

To ease understanding of the results in this section ,
consider CI as a range of values defined by an upper bound
being above the statistical mean of the sample under study
and lower bound being below the statistic’s mean of the
same population. The CI is likely to contain an unknown
population parameter being evaluated or examined. Thus the
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true population parameter of this study is the actual value
of the mean that has been computed from the sample being
studied. The likelihood of finding this unknown mean in any
sample under study is defined by the level of confidence used
to compute the CI.

The study computed CI at different levels of confidence in
order to offer a wider scope from which to work with. Tables
II and III show the CI levels at which CI was computed
and the number of unique DSTIP addresses contained in each
bootstrap sample. Tables II and III also shows percentages
of confidence at which different ranges of CI were computed.
These have been labelled CI levels which range from 80%
to 99%. Bootstrap samples are presented by using the name
of the network telescope followed by the name of the subnet
equivalent. Subnet equivalent because it is a random sample
with the same number of IP addresses found in an actual
subnet. For instance a /24 IPv4 baseline bootstrap sample for
Network telescope 196/8 will be presented as 196/8 - /e24
which means that this sample had 256 unique DSTIP ad-
dresses. A bootstrap sample from the same network telescope
which had 128 unique DSTIP addresses will be presented as
196/8 - /e25. Depending on the nature of study, different fields
use different levels of CI in order to attain their objectives.
For instance, medical practitioners demand the highest level
of confidence because they deal with life. In this study, the
levels started at 80% confidence level until 99% CI. As the
confidence level increased the CI range got wider meaning
that the user gets more certain of how many unique SRCIP
addresses one could get if the user bootstraps the IP addresses
available in their network. Narrow CI at 80% CI level created
more uncertainty of how many unique SRCIP addresses one
could find in their sample. The more certain a user is the
more confident they will have in the data to be used for more
analysis and achieve their objective(s). A look at Tables II
and III show that there are very slight variations between 95%
and 99% CI level.

Another important detail to note is that CI changes with
every new CI level of adjustment, i.e increasing the confidence
level will increase the margin of error resulting in a wider
interval. Standard Error of the Mean (SEM) tells you how
accurate your estimate of the mean is likely to be, i.e SEM
measures how much discrepancy there is likely to be in a
sample’s mean compared to the population mean [32]. Table
IV shows how each bootstrap samples performed when com-
pared to the baseline bootstrap. As the sample size of DSTIP
addresses taken from the baseline data to create a bootstrap
sample increased, SEM was increasing as well. This means
that bigger samples created better bootstrap samples which
were more representative of the overall baseline bootstrap thus
the SEM got closer to the baseline bootstrap.

When DSTIP addresses were systematically sampled, the
representation of the unique SRCIPs found in it was almost
proportional, i.e the number of unique SRCIP addresses
observed in a specific subnet, proportional wise, was approx-
imately the same. This pattern is observed here too when
looking at the CIs. As the sample size of DSTIP addresses
taken from the baseline data to create a bootstrap sample

increased, the CI increased by an equivalent proportion. Each
time the sample size doubled, almost the same proportion
was reflected in the CI. What this means is that whether
the sample is randomly sampled or systematically sampled
the proportionality of the unique SRCIP addresses between a
subnet and its subnet equivalent is similar.

Fig. 1 shows a CI plot for non-parametric bootstrap plotted
at 95% confidence level. What is observed in this plot is
that most of the data points are concentrated between [428
- 441]. This shows that we are 95% confident that every hour
the value of the average number of unique SRCIP addresses
observed by a unique DSTIP address is between 428 and
441. The dispersion seen outside of this region just shows
that the other 5% could fall outside of the [428 - 441] as
CI computation acknowledges the likelihood of the actual
population parameter falling outside of this region. With high
CI levels the likelihood increases. However as shown in
Tables II and III, the differences in CI between 95% CI and
99% CI are not significantly different compared to other CI
levels in this IBR dataset. What this means is that if a user
uses a small network telescope and gets values lower or higher
than this range, given their corresponding number of unique
DSTIP addresses, they may know with 95% certainty how
many unique SRCIP addresses are missing from their dataset.
The symmetrical nature of Fig. 1 also entails the accuracy of
our results as explain in Section III.

VII. CONCLUSION AND RECOMMENDATIONS

The study has proven that bootstrapping can indeed be
used to simulate IBR data to fill in the void left by those
who do not have adequate resources to afford larger network
telescope ’lens’. IBR data has shown results that were more
reflective of the baseline bootstrap when working with non-
parametric bootstrapping than parametric bootstrap thus the
study recommends the use of non-parametric bootstrapping
for future studies. The study has also confirmed observations
made by [20] in his study as mentioned in Section III.
The results are also consistent with what is expected in any
inferential computation when it comes to the value of SEM.

The study also recommends the use of the data at least at
95% CI level because the variations between 95% and 99%
CI level are not big, this way there will be a high chance
of reflecting the reflections observed in the baseline data. A
95% or 99% CI for any given sample size means that the
data user is 95% or 99% confident that each of the allocated
sample will contain a specific average amount of unique
SRCIP addresses in the available pool of DSTIP addresses.
Confident to a point of knowing how much is not accounted
for if the number observed are anything lower or higher than
the indicated interval presented per network telescope ’lens’
size. The number of unique SRCIP addresses observed in
the DSTIP addresses of the host’s network telescope is going
to be different based on the duration of observation and the
size of the network telescope ’lens’. Long observation period
offer high volume of unique SRCIPs contained in the pool
of unique DSTIP addresses observed. This is to say that
if a 30 minute observation interval showed a few unique
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SRCIP addresses as compared to hourly observation then a
monthly interval would show more unique sources than a
weekly observation. Also, a network telescope with 32 DSTIP
addresses will show less unique SRCIP addresses than a 128
network telescope as illustrated in Tables II and III.

VIII. FUTURE WORK

Work that could not be added in this study due to limita-
tions of space include the quantification of the differences
that exist between the bootstrap samples and the baseline
data using well known statistical tools like Mean Absolute
Percentage Error (MAPE), Symmetric MAPE, Mean Absolute
Scaled Error, Mean Absolute Eror. We have done work
on quantifying the differences between baseline and subnet
equivalents [33] but none links this work to bootstrapping
samples. The researchers plan to continue to investigate what
happens to these bootstrap samples if we were to use samples
that have been collected over larger time periods, specifically
to see if it affects the composition of the unique SRCIPs
collected from the selected DSTIP addresses.
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Abstract—This paper presents the procedure undertaken to
achieve automatic classification of 3 of the most popular Zulu
music genres namely: Maskandi, Gqom and Gospel. A dataset
consisting of 356 Zulu songs in .mp3 format which belong
to the three distinct genres was created. Clips of 15 seconds
were extracted from the collected data samples for usage in
the feature extraction process. The songs were then renamed
as part of manual labelling in the data-preprosessing stage
for classification. Timbral, rhythmic and chroma frequency
features were extracted from the clips for training the proposed
voting classifier which ensembles k-Nearest Neighbours (KNNs),
Support Vector Machines (SVMs), Linear Discriminant Analysis
(LDA) and Decision Trees. This paper however, focuses on
the contribution of KNNs and LDA to the achieved overall
accuracy of 94 % for the voting classifier. The KNNs and
LDA achieved accuracies of 83.3 % and 79.6 % respectively.
Another proposed classification method employs a ResNet50
model which achieved an accuracy of 90.6 %. This model was
trained on Spectrogram images generated from the audio clips.
The models had difficulty distinguishing between Gqom and
Maskandi genres. This is due to the strong correlation between
the features extracted and similarity in perceptual and rhythmic
features. A web application was implemented for demonstrating
the classification.

Index Terms—Automatic classification, Feature extraction,
Gospel, Gqom, KNNs, LDA, Maskandi, ResNet50, Voting Clas-
sifier.

I. INTRODUCTION

Numerous challenges arise when handling vast music col-
lections that have to be retrieved and classified [1]. Audio
classification systems can be employed in the generation of
automatic recommended playlists. Humans created music gen-
res as categorical labels used in the identification of different
music styles. However, genres are now used as descriptors in
the organization of large contents of digital music. The ability
of machine learning to perform pattern recognition is useful
when considering music genre classification, especially with
the millions of search queries in the music database that occur
on the internet. Certain characteristics are shared amongst
members of the same genre. Automatic genre classification is
popular in Western music, however, it has not been explored
for African music. This paper aims to bridge that gap by

presenting classification schemes for three distinct Zulu music
genres namely: Gqom, Maskandi and Gospel.

This paper starts by providing the background on previous
work that has been employed in automatic music genre
classification using machine learning. It then provides the
system overview followed by a detailed description of the
design methodologies employed to achieve the automatic
classification of Zulu music into distinct genres. The results
obtained from evaluating the models are then presented and
analyzed. This paper only focuses on the implementation of
the ResNet50 classifier and the contribution of KNNs and
LDA to the voting classifier. Details of the contribution of
SVMs and Decision Trees to the voting classifier along with
the details of the implemented web application can be found
in [2].

II. BACKGROUND

This paper draws from existing methods that have been
used to successfully classify Western music. More specifically,
the same features that were used to classify the Western music
into different genres will be used in this paper to classify Zulu
music.

The extraction of content-based features such as rhythmic,
timbral and pitch content features has proven to lead to more
accurate music genre classification schemes [3]. A combina-
tion of the aforementioned features is extracted and used in
the creation of a feature vector used to train a classification
model in [4]. This approach is adopted in the feature selection
stage for the proposed voting classifier algorithms by using a
combination of rhythmic, timbral and pitch content features.
According to the knowledge of the author, automatic music
genre classification has not been previously done for Zulu
music. It has mostly been done for Western music. Careful
attention is paid to the differences between African and
Western music in order to analyze the features extracted and
to distinguish their strengths on different genres.

Even though convolutional neural networks (CNNs) were
created for classification of natural images, the use of spectro-
grams as image inputs to CNNs has become popular in recent
times [5] with regards to audio classification. Deshpande in
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[6] makes use of Mel-frequency cepstral coefficients (MFCCs)
and spectrograms to transform audio data into images in the
visual domain and employs a texture-of-textures approach to
pick perceptually meaningful features from the images. This
paper draws from [6] to focus on the conversion of audio
into spectrogram images which will be used for training a
ResNet50 model. A systematic study was performed by [5]
to investigate the behaviour of pretrained ImageNet models
when it comes to learning audio representations on ESC-
50, GTZAN and UrbanSound8K datasets. In their findings,
they concluded that the fine tuned standard deep CNN Im-
ageNet pretrained models are applicable for use as strong
baseline audio classification networks. Moreover, they require
the smallest amount of work with regards to model design.
The proposed ResNet50 classifier draws from the fine tuning
process explored in [5].

III. SYSTEM OVERVIEW

The approach undertaken to achieve automatic classifi-
cation of Zulu music into three different genres namely:
Maskandi, Gqom and Gospel is depicted by the block diagram
in Figure 1.

Data
 Collection

356 songs
(more than
100 songs
per genre)

Training,
Testing and

Evaluation of
Classification 

Techniques

Voting Classifier
CNN Classifier

ResNet50

Demonstration Feature
Extraction

Web
Application

Computation of feature
values from Timbral,
Rhythmic and Chroma
Features.

Generation of
Spectrogram images
  from audio clips

Data 
Pre-processing

Conversion of audio from
.mp3 to .wav format
Extraction of 15 sec clips
Renaming songs based
on respective genres
as part of manual
labelling

Fig. 1. Block diagram of system overview

IV. SYSTEM DESIGN AND IMPLEMENTATION

Both MATLAB and python have a wide variety of packages
and libraries that are available for machine learning. In
comparison to MATLAB, python is a free open-source pro-
gramming language that requires less computational process-
ing power. Moreover, its environment enables easier remote
collaboration hence it was used in implementing the models.
Two classification methodologies were developed, a Voting
classifier which encompasses four algorithms namely: SVMs,
KNNs, LDA and Decision Trees and a pretrained ResNet50
that was trained with Spectrograms. This paper focuses on two
algorithms (KNNs and LDA) used in ensembling the voting
classifier and the complete implementation of the ResNet50
classifier.

A. Zulu Music Dataset

1) Data Collection: A new dataset consisting of a total of
356 Zulu songs under three different genres namely: Maskandi

(119 songs), Gqom (122 songs) and Gospel (115 songs) was
created as there was no readily available Zulu music dataset
that could have been used. Most of the music samples were
collected from the internet and youtube.

2) Data Pre-processing: All the music samples collected
were first converted from .mp3 to .wav format. This was
done because the .wav format is uncompressed thus it enables
better extraction of the content-based features that define the
signal. The songs were then sampled and renamed for manual
labelling based on the genre they belonged to. Moreover,
15 seconds clips were extracted from each song. The 7.5
seconds before and after the midpoint of the song were
used to avoid capturing the song at any random moment.
Furthermore, at the beginning and end of most Zulu songs
there is usually ululating, praises, clapping or shouting which
makes the required features to be more difficult to identify.
In addition, this was done to make sure that while pre-
processing the data, the perceptual properties of the music
content are preserved. The music samples were then converted
from stereo to monophonic format by averaging the stereo
channels to make them fully ready for the feature extraction
process.

B. Feature Selection and Extraction

The main challenge associated with pattern recognition sys-
tems is the construction of explanatory features which can be
calculated as a solid numerical portrayal of the audio segment
[7]. Features need to be extracted from audio signals in order
to be fed into a classification system. This is because audio
signals are naturally time-varying complex signals which
are incompatible for being directly fed into classification
systems due to their unclear representation. The efficiency and
performance of any classification system is highly dependent
on the features extracted. Too many features usually degrade
the efficiency as they lead to increased computational space.
Some features are also irrelevant, which diminishes model
performance [8]. Similarly, too few features lead to failure
in the process of sufficiently capturing useful information.
The features that were selected are the most critical features
because they define the genres of the songs being classified
[9]. The features that were selected and extracted to form
a feature vector are detailed below. The librosa library was
used for the process of feature extraction. Furthermore, the
mean and standard deviation of each feature was computed
as it was assumed that the feature values follow a Gaussian
distribution.

1) Timbral Features: These give the human ear the ability
to differentiate between sounds having a similar loudness and
pitch, as a result, they are used to characterize distinct traits
in a tone.

• Spectral Roll-off - indicates the frequency below which
85 % of a signal’s spectrum energy lies and is used to
measure the shape of the signal. It serves as a useful dis-
criminator between vocal and non-vocal sounds. More-
over, it is used in the approximation of the maximum
signal frequency [7].
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• Spectral Flatness - This feature differentiates between
harmonic and noisy signals [7]. It uses a scale of 0-1
where a spectral flatness of 1 represents a perfectly flat
power spectral density. It is measured as the magnitude
of the signal’s spectrum geometric to arithmetic mean
ratio.

2) Rhythmic Features: Points out the structural elements
in audio signals that are not recognized by timbral features.
It is mainly about the repetitive patterns in audio signals.

• Tempogram - indication of distinct strength of the pulse
of an audio signal over a time lag period. It indicates
the pace at which a music piece is performed [7]. It
provides the general sense of the music and attempts to
convey different emotions (such as sadness, excitement
etc). Furthermore, it is usually most dominant in African
music [10].

3) Chroma Frequencies: Characterizes the pitch and har-
monic content features in a music signal [7]. It obtains an
audio spectrum and divides it into relevant chromatic chords
then it marks them at the appropriate places where they occur.
This enables the ability to denote similarities between two
different music pieces.

4) Spectrograms Generation: The plt.specgram function
from the matplotlib.pyplot library was used to generate the
spectrogram image features from the audio samples. These
are visual representation of the frequencies composed within
each audio signal. Each extracted song clip was loaded in a
mono format for a period of 5 seconds. No window was
applied and 2048 datapoints were used per block in fast
fourier transform computations. A frame skip of 128 was used
to achieve increased time localization with a sampling rate of
22050 Hz.

C. Voting Classifier

A voting classifier is a type of ensemble classifier which
have been proven to produce lower error values and are
not prone to overfitting [11]. The voting classifier used in
this paper, is part of Python’s Machine Learning library
scikit-learn. The classifier creates a combination of predicted
outcomes for each genre, then all the algorithms are passed
through a majority vote. Soft voting was chosen for this
model because of its ability to improve the errors of each
classification algorithm used [12]. Soft voting adds aggregates
the predictions of each algorithm that is voting and then it
makes a decision based on the higher aggregate.

Four different supervised machine learning algorithms were
passed into a voting classifier for the novelty of the model.
This paper focuses on only two of them, which are the
KNNs and the LDA. Manually labelled data was used to train
the aforementioned algorithms to classify unlabelled audio
signals. The sklearn library from the scikit-learn package in
Python was used for the training. Scikit-learn is an open-
source machine learning package in Python [12].

1) KNNs: In this non-parametric supervised machine
learning classifier, a decision is influenced by a small number

of neighbours around a particular point [4], [13]. From the
training set, each sample gets assigned a label based on the
number of k nearest neighbours on the target feature vector.
The model was trained with uniform weights (meaning that all
the points in neighbouring positions were weighed equally).

The Euclidean distance formula is used to obtain the dis-
tances between the nearest neighbours. However, this method
is highly sensitive to magnitudes thus the data is normalised
using Max-Min Normalisation [14] in order to reduce all the
feature values to the same scale. In this paper, the best k
value was chosen based on an iteration of values from 1 to
10. Higher k values are costly to compute and may underfit
the data while very low values add noise to the results and
may overfit data [15]. Consequently, the optimal k value of 5
is relatively small hence it provides faster computational time
and a more flexible fit. Furthermore, choosing a smaller value
leads to a decreased bias.

2) LDA: This is another supervised machine learning
algorithm which obtains a linear transformation that separates
different classes and then works in the transformed space to
perform classification using a metric [13]. The separation is
achieved through the computation of linear discriminants that
are a representation of the axis between the different classes.
Bayes Theorem is employed in the estimation of probabilities.

D. ResNet50 Classifier

It is a pretrained residual CNN with 50 layers. The choice
of using a pretrained network was motivated by the fact that
it is trained on more than one million ImageNet image data
thus only requires fine tuning in order to classify the new
datasets [5]. Moreover, the network does not have a gradient
degradation problem since it uses shortcut connections and
has increased accuracy with its depth [5]. The open-source
fastai version 2 library was used with the datablock api for
increased efficiency. It was applicable for use because it is
designed primarily for notebook-oriented interactive systems
[16] and it has a flexible infrastructure.

1) Model Training: The spectrogram images generated
were already pre-processed as a three-channel input as done
in [17] and were directly fed into ResNet50. The weights
of the model were not changed, however, they were frozen
over all the layers just before the final hidden softmax
classification layer and the final softmax was fine tuned. The
cnn learner function connects an Adam optimizer with the
pretrained ResNet50 model and the data that the model was
trained and validated on. The classification head of the model
was replaced with the one proposed for Zulu music genre
classification. The method followed for training is as follows:
Only the last layer of the network was unfrozen and trained
on the spectrogram images since it is responsible for the
classification. After some training iterations, it was found that
using 4 epochs yields the smallest training error. The model
was then saved and reloaded with the added layer. In order
to optimize it further, the entire model was then unfrozen and
model.lr find() was used to obtain the optimal learning rate.
The model was then trained using that rate. The training and
validation losses plot achieved over 100 iterations is depicted
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by Figure 2 and it shows that the model does not underfit or
overfit.

Fig. 2. Training and Validation loss

V. RESULTS AND ANALYSIS

A. Voting Classifier Results

A total of 356 songs were used from the dataset. The split
between training and testing data was 80 % (284 songs) and
20 % (72 songs) respectively for the voting classifier model.
Table I shows the different accuracies that were achieved from
the models and machine learning algorithms trained.

TABLE I
MODEL ACCURACIES

Classification Method Accuracy (%)
KNNs 83.3
LDA 79.6

Voting Classifier 94
ResNet50 90.6

The KNNs and LDA models struggled to differentiate
between Gqom and Maskandi music as shown in Figure 3
and 4 respectively.

Fig. 3. KNN confusion matrix

It can be observed that the algorithms mostly incorrectly
classified Gqom songs for Maskandi and vice versa than it
did for Gospel. This is due to the similarities shown by the

Fig. 4. LDA confusion matrix

features extracted. The KNN performed much better than
LDA in classifying the Maskandi genre. The overall accuracy
that resulted from the Voting Classifier was mainly affected by
the independent results achieved from the different algorithms.
The confusion matrix generated by the voting classifier is
depicted by Figure 5. It shows that the overall accuracy
improved and less songs were incorrectly classified as other
genres. However, there exists a strong similarity in the features
of Gqom and Maskandi which is evident in the confusion
matrix from the LDA and KNN algorithms.

Fig. 5. Voting classifier confusion matrix

Figure 6 shows classification clusters from the model. A
strong correlation exists between Maskandi and Gqom mainly
due to the rhythmic, loudness and timbral features. As a result,
except for Gospel, the voting classifier failed to make a clear
distinction for Gqom and Maskandi genres.
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Fig. 6. KNN clusters for different genres

B. ResNet50 Classifier Results

Out of a total number of 326 spectrogram images, 64 were
used for validating the ResNet50 model. These resulted from
the 80 % to 20 % split for training and validation data. The
confusion matrix obtained from the validation set is depicted
by Figure 7. The model was able to correctly classify all
Gqom songs. However, a few of both Gospel and Maskandi
samples were confused for being other genres.

Fig. 7. ResNet50 confusion matrix

C. Critical Analysis

The dataset used for training the models is biased as there
is no balance between the number of collected songs for
each genre class. Moreover, this affects the results obtained
due to the unequal songs used since the model seems to be
routing for Gqom because it had the highest number of music
samples. The procedure utilised for extracting the segments
of the song is inadequate as audio is a time-variant signal
and extracting only the middle part does not expose the
time variation traits in the song. The essence and quality of
the captured features are highly restricted by the data pre-
processing stage.

Gospel can be subdivided into worship and praise. The
tempo (rhythmic feature) in praise is much faster compared to
worship. It explains why the KNNs and the ResNet50 would

classify some of the Gospel songs as Gqom or Maskandi due
to the similarity of the rhythmic features.

Fig. 8. Spectrogram images for different genres

Figure 8 shows different spectrogram images for each
genre. The frequency bands represented in the images are
much darker at the top for Gqom which indicates the absence
of high frequencies. This is due to the instruments used
in the production of this type of genre, the beats and the
drums. Gospel spectrograms show a huge variation due to
the different instruments that are used in its production. The
upper part of these images has strong dark bands which
indicate the absence of high transients on those parts. Overall,
all these music genres have high frequencies on their lower
and medium parts. However, some of the Maskandi songs
seem to have the same bands on top which supports why
the CNN would incorrectly classify Gospel for Maskandi
with a probability of 0.26 (symbolising less confidence in
classification) as shown in Figure 9.

Fig. 9. Incorrectly classified Gospel sample

D. Comparison with Existing Solutions

An accuracy of 75 % was obtained by [6] using KNNs as
a classification method for Jazz, Rock and Classical music.
Table II shows the accuracy results obtained from methods
previously used [3] for Western music genre classification.
Only those with features mostly similar to those extracted in
this work were considered.

The results obtained in this paper were within ± 5 % range
of the accuracies obtained in existing solutions. This proves
that features extracted for Western music are applicable to
African Zulu music for classification. Furthermore, classifi-
cation using ResNet50 achieved much higher accuracy com-
pared to the AlexNet model with 78 % accuracy. There seems
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TABLE II
MODEL ACCURACIES

Classification Datasets of Number
Method (Accuracy (%)) of genres
KNNs GTZAN (86.67) 3
KNNs McKay, 3

Fujinaga’s 3 root (75)
LDA McKay, 3

Fujinaga’s 3 root (86.33)
AlexNet GTZAN (78) 10

to be a promising future in classification using pretrained
models. Provided with more data samples and a combination
of more distinct features, the approaches proposed can achieve
improved performance.

VI. CONCLUSION

Three distinct Zulu music genres namely: Gqom, Maskandi
and Gospel, have been classified using a Voting classifier and
a pretrained ResNet50 model. The classification accuracies
obtained were 94 % and 90.6 % respectively. The models had
difficulties with differentiating between Gqom and Maskandi
music due to the strong similarities that exist between the two
genres. Based on the combination of the features extracted,
the results were within ± 5 % of the accuracies in existing so-
lutions. There is no conclusive evidence that these algorithms
can be applied to other distinct African music genres.
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Abstract—This paper presents a comparative evaluation of
cloud and cloud-fog environments for workflow scheduling using
the classical Particle Swarm Optimization (PSO) algorithm. This
paper also presents a weighted sum objective function based on
three objectives: makespan, cost and energy. The recently pro-
posed FogWorkflowSim is used as the simulation environment for
the cloud and cloud-fog architectures. The results obtained for
two well-known scientific workflows (Montage and CyberShake)
show that the incorporation of the fog layer for the execution of
workflows has the potential to improve processing efficiency and
reduce energy consumption, motivating the cloud-fog computing
paradigm. Future work will focus on the evaluation of other types
of workflows such as Epigenomics, LIGO and SIPHT as well as
increasing the number of tasks in a workflow.

Index Terms—Workflow scheduling, Fog Computing, Cloud
Computing, Particle Swarm Optimization

I. INTRODUCTION

As cloud computing [1] becomes more and more estab-
lished in the ICT industry, the possibility of conducting
large-scale scientific computations, that could not be done on
traditional computing systems is becoming a reality. Scientific
workflows [2]–[4] are some of the data-intensive scientific ap-
plications that are really benefiting from the cloud computing
revolution. In a nutshell, scientific workflow is characterized
by interdependent tasks and computations that are aimed at
achieving some scientific objectives. The cloud infrastructure
offers a suitable platform for executing scientific workflows
because these applications involve complex data and are also
characterized by long sessions of computation. Furthermore,
the cloud infrastructure offers other crucial attributes to work-
flow computations such as cost efficiency, high speed, accessi-
bility, manageability, elasticity, and virtualization capabilities.

Scientific workflows are typically described as a directed
acyclic graph (DAG), where the nodes are tasks and the
edges denote the task dependencies [4]. The scheduling of
these tasks for execution on cloud virtual machines presents
huge challenges because of high computation and communi-
cation costs [5]. Population-based techniques such as Genetic
Algorithm (GA), Particle Swarm Optimization (PSO) have
been used for scheduling the tasks on the cloud infrastructure
[5]–[10]. Currently, the PSO approaches seem to be the
most favourite amongst these population-based techniques
as evidenced by a recent extensive survey on PSO-based

approaches [9]. The interest in PSO is sparked by its fast
convergence and short run time.

While most of the aforementioned works have focused on
workflow scheduling in the traditional two-tier cloud infras-
tructure, very few [10]–[12] have focused on the emerging
three-tier infrastructure, which incorporates the fog devices
between the cloud and the end devices. Fog computing ex-
tends the cloud computing model and acts as an intermediate
layer. Any device with computing, storage and networking ca-
pabilities can be considered a fog device. Among other things,
fog devices are characterised by the following advantages,
compared to their cloud counterparts: lower latency, improved
user experience, higher security, and energy efficiency.

A simulation toolkit, known as Fogworkflowsim [13], for
workflow scheduling in fog computing was recently proposed.
This work was inspired by the WorkflowSim [14], which
has been used for simulating workflow scheduling in cloud
environments for close to a decade. In [12], a comparative
evaluation of population-based optimization algorithms for
Workflow Scheduling in cloud-fog Environments has been
conducted. The work developed a weighted sum objective
function that incorporates makespan, cost, and energy con-
sumption and proceeded to implement the Genetic Algorithm
(GA), PSO, Differential Evolution (DE), and the PSO-GA
algorithms in the Fogworkflowsim [13] toolkit.

The paper builds on the work in [12] by exclusively focus-
ing on the PSO algorithm’s workflow scheduling performance
in two architectures: the traditional cloud environment and
the emerging three-tier cloud-fog environment. To the best of
our knowledge, no work has so far compared PSO workflow
scheduling performance under the two environments. The
work is preliminary in nature as it uses only two types of
scientific workflows within the Pegasus framework, namely:
Montage and CyberShake. Makespan, energy consumption,
and cost are used as performance metrics.

The rest of the paper is organised as follows. Section
II briefly describes the standard PSO algorithm. Section III
presents the workflow Scheduling basics as well as the objec-
tive function, that was used in this work. Section IV presents
the PSO optimization process for workflow scheduling, while
Section V presents the performance evaluation. Section VI
concludes the paper and presents future work.
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II. PARTICLE SWARM OPTIMIZATION ALGORITHM

Particle swarm optimization (PSO) is a population-based
stochastic optimization algorithm introduced by Kennedy and
Eberhart [15]. The technique is used to solve optimization
problems by emulating the social behavior of bird flocking,
fish schooling and other animal societies that cooperate and
share information to improve their position without relying on
a leader. In this technique, a population of individuals, that
are candidate solutions represented as particles, move in a
given solution space according to its current position Xk

i , and
current velocity V ki for the kth iteration. The quality of each
particle is measured using a defined fitness function depending
on the optimization problem. Each particle’s movement is
based on its best known personal position pBesti, and also
moves towards the best known global position gBest for
the entire swarm. This process leads the swarm to the best
position over a number of iterations in the search process.
The particle’s velocity and position are described below:

V k+1
i = ωV ki + c1r1(pBesti −Xk

i )

+ c2r2(gBesti −Xk
i )

(1)

Xk+1
i = Xk

i + V ki (2)

where ω is the inertia weight, r1 and r2 are random
numbers between (0,1), and c1 and c2 are the learning factors.

III. WORKFLOW SCHEDULING BASICS AND OBJECTIVE
FUNCTION

This section begins by defining the workflow scheduling
problem. Then, the weighted sum based objective function is
presented for workflow scheduling.

A. The Concept of Workflows and Problem Formulation

The workflow application is represented as a Direct Acyclic
Graph (DAG), defined by G = (T,E), where T denotes the
set of n tasks {t1, t2, . . . , tn} and E is the set of edges,
representing the dependencies between pairs of tasks [6], [7],
[10], [12]. An edge can be illustrated by dij =< ti, tj >∈ E,
where dij is a positive value representing the output data from
task ti to tj . Therefore, the execution of tj cannot start until
ti has completed. A task ti with no parent is known as a start
task and a task tj with no child is known as an end task.

Workflow application scheduling in the cloud and cloud-
fog environments are defined here as the problem of assigning
computing resources with different characteristics to tasks
of the workflow application, in order to minimize the total
completion time, cost and energy of the workflow execution.

B. The Weighted Sum Objective Function

There are m computational resources which are of two
types, namely cloud and fog servers. In the cloud setup, only
cloud servers are considered, whereas the cloud-fog approach
includes both cloud and fog servers. The source end devices
are not considered as computational resources since the aim

of this work is to evaluate the incorporation of the fog layer to
the existing cloud paradigm. Next, the mathematical formulas
are defined for makespan, cost and energy consumption, and
finally the presentation of the weighted sum based objective
function.

1) Makespan: The makespan MS is calculated as follows:

MS = max{FTti , ti ∈ T} −min{STti , ti ∈ T} (3)

where STti and FTti are the starting time and finishing
times respectively for task ti in a workflow.

2) Cost: The computation cost and communication cost
are considered in this work. The computational cost [10] when
using computing resource r is

CEri = pr ∗ (FTti − STti), (4)

where pr is the unit processing cost. The communication
cost for a particular task refers to the cost of sending a task
output of size dij from the resource processing task i to the
resource allocated to process task j.

CCij = trcij ∗ dij , (5)

Therefore, the total cost TC is

TC =

n∑

i=1

n∑

j=1

CCij +

m∑

r=1

n∑

i=1

CEri . (6)

3) Energy Consumption: The energy consumption model
[16] is constructed using active Eactive, that is energy con-
sumed when a task is being executed, and idle Eidle, the
energy used when a resource is idling. The active energy is
calculated by using

Eactive =
n∑

i=1

αfiv
2
i (FTti − STti), (7)

where α is a constant; fi and vi are the frequency and
voltage for the resource on which task i is being executed.
The energy consumed during the idle period [16], [12] is
determined by using

Eidle =
m∑

j=1

∑

idlejk∈IDLEjk

αfmin iv
2
min iLjk, (8)

where IDLEjk is a set of idling slots on resource j, fmin i

and vmin i refer to the frequency and lowest supply voltage
on resource j respectively; Ljk is the duration of idling time
for idlejk. The total energy TE consumed for the execution
of the entire workflow is

TE = Eactive + Eidle. (9)
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Therefore, using the three aforementioned objectives, the
weighted sum objective function is defined by:

F (M) = w1 ∗ MSnorm + w2 ∗ TCnorm
+ w3 ∗ TEnorm,

(10)

where M is the assignment of the n tasks of a workflow
to the m available computing resources. MSnorm, TCnorm
and TEnorm are the normalized makespan, total cost and
total energy respectively; w1, w2 and w3 are the coefficient
weights. Equal weighted coefficients are used here to obtain
a balanced contribution of the three objectives since all are
equally important in a good solution. Normalization is used
here to eliminate any biases in the objective function and is
described in our previous paper [12].

IV. THE PSO OPTIMIZATION PROCESS FOR WORKFLOW
SCHEDULING

This section firstly describes the encoding of the particle for
PSO and how this mapping is used to generate a task-resource
schedule. The second part describes the PSO optimization
process.

A. Description of the Particle for PSO

The workflows used in this work can be scheduled for
execution at the fog server or at the cloud server. Each
computational resource has its own computational capacity,
power and bandwidth.

Since the scheduling of workflow tasks in a computing
environment is a discrete problem, we use natural numbers to
encode the individuals for the PSO algorithm. The individuals
of the PSO are represented by the particles that are mappings
of task-resource schedules. The dimension or length of each
particle is n which is the total number of tasks in the
workflow. Each position in the particle is a positive integer
representing the task number. The value assigned to this
position is the server ID that is allocated to execute the task.
The ID numbers are selected from the servers available on the
respective architecture tier. Suppose a workflow has 10 tasks
which are scheduled for execution on 5 available servers. In
this instance, the particle’s length is 10 and each element is
an integer between 1 and 5. An example task assignment
of this particle can be expressed as {3,3,2,4,5,3,2,1,5,1}.
This particle’s possible schedule for the cloud and cloud-fog
environments are illustrated in Table I and Table II.

Algorithm 1 illustrates the PSO optimization process. Pa-
rameters N and G denote the number of particles and the
number of generations respectively. while the other parameters
have already been defined in Section II. The algorithm starts
with the initialization of N , c1, c2, ω, and G. It then proceeds
by creating N particles, each of which is evaluated by running
the respective workflow scheduling on the Fogworkflowsim
[13] toolkit. The fitness function value is evaluated and the
personal best and the global best values are determined.
After that the algorithms goes into iterative process for G

generations. It updates the global best and the personal best
values whenever it gets better values.

TABLE I
EXAMPLE OF THE TASK-RESOURCE ALLOCATION USING ONLY THE

CLOUD LAYER

Layer Cloud Cloud Cloud Cloud Cloud
Server ID 1 2 3 4 5
Assigned Task 8,10 3,7 1,2,6 4 5,9

TABLE II
EXAMPLE OF THE TASK-RESOURCE ALLOCATION ON THE CLOUD AND

FOG LAYERS

Layer Fog Fog Cloud Cloud Cloud
Server ID 1 2 3 4 5
Assigned Task 8,10 3,7 1,2,6 4 5,9

Algorithm 1: Particle Swarm Optimization (PSO)
Algorithm

1 Input: N , c1, c2, ω, and G;
2 Output: gBest and F (gBest);
3 Randomly generate N particles;
4 F (gBest)← 0;
5 for i← 1, N do
6 Invoke the Fogworkflowsim workflow scheduler.;
7 Compute the fitness function value, F (xi), for

particle i, by using the Weighted Sum Objective
Function from Section III (B) ;

8 pBesti ← xi ;
9 F (pBesti)← F (xi) ;

10 if F (xi) > F (gBest) then
11 gBest← xi;
12 F (gBest)← F (xi);

13 t← 0;
14 while t ≤ G do
15 for k ← 1, N do
16 (1) Update vk and xk by using Eq. 1 and Eq.

2;
17 (2) Invoke the Fogworkflowsim workflow

scheduler. ;
18 (3) Compute the fitness function value, F (xk),

by using the Weighted Sum Objective
Function from Section III (B);

19 if F (xk) > F (pBestk) then
20 pBestk ← xk;
21 F (pBestk)← F (xk);

22 if F (xk) > F (gb) then
23 gBest← xk;
24 F (gBest)← F (xk);

25 t← t+ 1;

V. PERFORMANCE EVALUATION

In this section, the workflow models are presented along
with the simulation setup on the FogWorkflowSim tool [13],
and finally, a discussion on the simulation results.
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A. Workflow Models

This work uses two well-known scientific workflows that
have been studied extensively in research, namely Montage
and CyberShake [17]. The graphical representation of the
workflows are shown in Fig. 1. The Montage workflow,
created by NASA/IPAC, represents an astronomy application
that combines multiple input images to create custom mosaics
of the sky. It has a more sequential structure with a pipeline
of tasks, while CyberShake requires more parallel processing
of tasks for characterizing earthquake hazards threatening a
region. Together, these workflows are composed of a variety
of structures that provide a good basis for performance
evaluations.

(a) Montage (b) CyberShake

Fig. 1. Scientific workflows [17]

B. Simulation Environment

The simulations are done using the FogWorkflowSim simu-
lator. The simulator is executed using the Eclipse Java IDE on
a computer with 64-bit Windows 10 operating system, Intel(R)
Core(TM) i5- 5200U CPU @ 2.20GHz and 16 GB RAM. The
population size of PSO is set to 50. The PSO learning factors
C1 = C2 = 2. The inertia weight is 1. The number of iterations
is 100. The weighted coefficients w1, w2 and w3 are equal.
The two scientific workflows with 500 tasks each are used as
input where the workflow is a DAG XML file representation
of the workflow generated by Pegasus [18]. The simulations
are performed 10 times for each workflow and environment
setup. The number of cloud servers and fog servers are 10
and 6, respectively. The characteristics of each server on the
two tiers along with the parameter settings for the simulation
environment are shown in Table III.

TABLE III
PARAMETER SETTINGS OF SIMULATION ENVIRONMENT

Parameters Fog Server Cloud Server
Processing rate (MIPS) 1000 2000
Task execution cost ($) 0.48 0.96
Communication cost ($) 0.01 0.02
Working power (mW) 700 1700
Idle power (mW) 200 1200
Uplink bandwidth (Mbps) 500 300
Downlink bandwidth (Mbps) 800 500

C. Simulation Results

In Figs. 2-4, the results for makespan, cost and energy
consumption for the Montage workflow for 500 tasks are illus-

trated. The makespan is lower for the cloud-fog environment,
as expected, due to the 6 additional fog servers used in the
simulation. The cost metric is significantly better in the cloud-
fog layers. This is likely due to the reduced processing and
data transfer costs associated with the fog layer. The energy
consumption is also reduced in cloud-fog as the larger size of
the cloud requires more energy to remain online, and utilizing
the fog with the cloud enables more efficient and distributed
processing of the workflow tasks.

Fig. 2. Makespan for Montage

Fig. 3. Cost for Montage

Fig. 4. Energy consumption for Montage

In Figs. 5-7, the results for makespan, cost and energy
consumption for the CyberShake workflow for 500 tasks are
illustrated. The performance metric comparative results for
the cloud and cloud-fog are similar to what was observed
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for the Montage workflow, however, the metric values are
significantly higher. This is because the CyberShake workflow
task sizes and task runtimes are much higher compared to
Montage.

Fig. 5. Makespan for CyberShake

Fig. 6. Cost for CyberShake

Fig. 7. Energy consumption for CyberShake

VI. CONCLUSION AND FUTURE WORK

This paper has presented a comparative evaluation of
workflow scheduling in cloud and cloud-fog environments
using the classical PSO algorithm on the FogWorkflowSim
simulator. A weighted sum objective function made up of
makespan, cost and energy is described for workflow schedul-
ing. Results show that the cloud-fog environment performed
better than the cloud especially in terms of overall cost and

energy consumption. Therefore, the incorporation of the fog
layer for the execution of workflows has the potential to
improve processing efficiency justifying the benefits of the
emerging cloud-fog computing paradigm.

In future, the number of tasks in each of the workflows
will be increased. Other types of workflows such as Epige-
nomics, LIGO and SIPHT will be evaluated. The number of
fog servers, optimization objectives will be increased, and
deadline and budget constraints will be incorporated.
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Abstract—This study seeks to improve the data analysis
process for small business and individuals with limited resources
by developing an easy-to-use data analysis framework that allows
users to carry out data analysis effectively and efficiently with
only basic understanding of the data analysis process. The
framework was developed to analyse various alpha-numeric
data formats by using a variety of statistical and mathematical
techniques. As a proof of concept, an enhanced data analysis
framework is created and subsequently tested using a typical
analysis scenario on network packet data. Results of this testing
show that typical network management decision-making require-
ments can be satisfied using the framework.

In addition to supporting the general data analysis process,
the framework is enhanced by two additional features to fa-
cilitate the process, particularly when analysing large volumes
of data or carrying out repetitive processes. The two additional
components are a modeller that is used to develop data analysis
models and an iterator used to execute repetitive processes.

Further tests carried out on a large dataset show that analysis
tasks can be run without needing specific data analysis skills. A
further benefit is time saving in that the analyst no longer needs
to be present during the execution as the enhanced framework
can be used in a non-interactive mode.

Index Terms—Network Data Analysis, Network Management

I. INTRODUCTION

Data is valuable as it can be processed to gain information
about an object such as a person, organisation, or environment,
for example. Data analysis is the process by which data is
organized, for use in tasks that help to explain the past and
predict the future [1]. A typical data analysis process includes
the following processes: data collection, data preparation,
data analysis and data visualisation. With big data now the
norm for many organizations, data analytics plays a critical
role in how the data is effectively leveraged to add value in
various organizations and environments. Data analytics is the
discovery, interpretation, and communication of meaningful
patterns in data and involves a combination of computer tools
(software and hardware), techniques and the data analysis
process, which is an efficient and effective way of deducing
information from data [2].

Two of the challenges when performing data analysis
and analytics are that firstly, there are significant resources
required, such as computing capacity and secondly, some
level of specialised knowledge and skill is needed to use the
tools and because of the dynamic nature of data requirements,
there is no one approach to carrying out tasks [3], [4]. Thus,
this research seeks to address these challenges by offering a
simple solution for carrying out data analysis effectively and

efficiently with only a basic understanding of the data analysis
process and basic computing resources.

In this study, a proof-of-concept data analysis framework is
developed that supports the traditional data analysis process
but with the addition of two enhancements, specifically aimed
at handling large volumes of data and carrying out repetitive
processes. The research further explorers to what extent this
framework can support generic data and so what level of
automation can be carried out using open-source tools. Valida-
tion of the developed framework (both with and without using
the enhanced features) is carried out using network packet
data. The prototype framework does not support artificial
intelligence (AI) nor machine learning (ML), methods as this
study initially is concerned to address the two challenges
stated earlier as a foundation. Additional techniques are
envisaged as future work.

Network data can be collected from different sources de-
pending on how a computer network is configured. Computer
networking devices such as routers, switches, servers and
firewalls are normally used for network data collection since
network traffic travels through these devices before reaching
a recipient. Networking devices store details of the traffic that
passes through and this is the data that are normally analysed,
although in some instances such as network security related,
the actual data can also be examined [5].

The rest of this paper includes the following sections: a
discussion of related work (Section II), the design (Section III)
and implementation (Section IV) of the data analysis frame-
work, some results (Section VI), and finally conclusions and
suggestions for future work (Section VII).

II. RELATED WORK

Data analytics is widely used to generally add value to
business processes through identification and implementation
of efficient and effective business process innovation and
solutions by various entities and organizations, for example,
organizations are able to develop new or improved prod-
ucts/services [4]. With various technology adoptions (different
applications of computer technology to business processes)
across industries and advances such as the internet of things,
data is considered a key asset [6], [7]. Best data management
practices are thus important to handling data and the data
analysis process is the foundation for processing data. One
of the greatest challenges organizations face is that, obtaining
information from data often requires the execution of large-
scale data analysis involving the execution of large number
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of processes, primarily as a result of the ever increasing
generation of data across multiple industries [8], [9].

A significant amount of related work has been done. A
more general approach taken in the Automatic Statistician
project aims to automate data science, producing predictions
and human-readable reports from raw datasets with minimal
human intervention by automating the construction of models
for the dataset, a comparison of these models, and a software
component that turns these results into natural language
descriptions [9]. An exploratory case study undertaken by
[10] explains the flexible and reprogrammable nature of big
data analytics (BDA) technologies. Another approach by [13]
in network analysis for malware information and defence.
Features that are commonly used to improve more complex
analysis include ML and AI, however, they the require capable
computing resources, examples that these have been applied
in include; extreme condition traffic forecasting [11] and next-
generation wireless networks [12]. The validation testing of
the proposed framework is based on some of the analyses
used in these related works.

III. METHODOLOGY AND DESIGN OF THE FRAMEWORK

To satisfy the objective of the study, a quasi-experimental
approach was used for an iterative process of code imple-
mentation and framework refinement, followed by repeated
experimentation to find patterns and anomalies within the
dataset. Thus, a basic/generic data analysis software frame-
work that supports the traditional data analysis process was
implemented (with four main components of the data analysis
process, data collection, data transformation/preparation, data
analysis and data visualisation/presentation), and later refined
to include two enhancements, a modeller and an iterator.

The modeller has two main components, a record and
playback feature that allows recording (modelling) of data
analysis steps taken for a specific analysis process and then
rerun that process by using the recorded steps as input
on a bigger or different dataset. The iterator facilitates the
execution of repetitive tasks by the framework in a non-
interactive mode by allowing the user to specify variables and
conditions that specify how and which of the analysis tasks
should be repeated.

These enhancements aim to provide scaling of data analysis
tasks in an efficient way by limiting the interaction of the user
in the process and using computing resources efficiently.

A. Design Considerations

The design of the system included some considerations
that would improve the framework’s scalability and resource
utilization, namely, multiprocessing and multithreading. The
framework needed to run in an efficient manner, taking
advantage of available hardware resources by carrying out
some processes in parallel wherever possible to enhance the
data analytics process further.

Multiprocessing uses at a minimum two different central
processing units (CPU) to run at least two processes at a time.
Multiprocessing initiates multiple operating system processes

for each separate process/task to allow them to run in parallel
by separate processor cores [16]. For the framework, multi-
processing was designed to run two or more data analytics
processes at a time, one process in interactive mode and
a number of processes in non-interactive mode (subject to
hardware resources availability) because the processes would
be independent (i.e. the data analysis processes would be
separate).

With multithreading, multiple processing cores work on
shared input data, threads work on different parts of a process
with input/output (IO) bound processes [16]. Threading was
designed into the system, created an effect of inter-living of
tasks as is the case during data collection, once data has
been stored in computer memory and is then being copied to
the system database, data analytics operations can be carried
out on the data by the user; for example, after the system
copies data from source, the user will be asked to provide
project, database and table names, after which the main menu
will be displayed in order to process the data further using
transformation, analysis and presentation components of the
data analytics framework. When the copying of data to the
database is completed, the user will be notified and can access
that data at any time. Meanwhile a user will always process
the data in memory, an option to save it to the database will be
available (saving of data is designed to use multithreading) at
the menus of all three components in order to maintain data
integrity and to make it easy to roll-back if mistakes have
been made. As the processed data for a project is saved using
the same database provided earlier in the process, the user
needs to note the table names used.

B. Implementation Considerations

Tool selection was based on several desired characteristics
as determined by the researcher, such as, ease of use, the
open-source nature and functional capabilities of the tools
for data processing. The system was implemented using the
Python1 programming language with a MySQL database as
the system’s internal database.

Python was chosen because it offered flexibility and scal-
ability on data handling especially with the power of the
Pandas2 library and the open-source nature of it was preferred
as opposed to commercial tools to prevent limitations of
functions that would go against the dynamic nature of data
analytics.

The Pandas library was used to implement all data pro-
cesses, as it provides an efficient dataframe for handling
data, large or small. Other Python libraries such as NumPy3

and SciPy4 were used for data analysis functions, while
Matplotlib5 was used for data presentation. SQLAlchemy6, a
Python library, was used for handling interaction between the
system and the Database Management System, MySQL (using

1https://www.python.org/
2https://pandas.pydata.org/
3https://numpy.org/
4https://www.scipy.org/
5https://matplotlib.org/
6https://www.sqlalchemy.org/
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MariaDB7 10.4.6), SQLAlchemy interfaced with Python using
MySQL.Connector8, a Python library.

MairaDB is an enhanced, drop-in replacement for MySQL
developed by the original developers of MySQL and guar-
anteed to stay open-source. It is fast, scalable and robust,
with a rich ecosystem of storage engines, plug-ins and many
other tools that make it very versatile for a wide variety of
use cases. The framework utilizes the database system for
storing data. For data collection from sources, the framework
is able to interact with two types of sources, flat files such as
Comma Separated Values (CSV), Microsoft excel files, text
files etc. and Database Management Systems of which there
are four types, namely, MySQL, Microsoft SQL, Oracle and
PostgreSQL. The system can provide output (i.e. processed
data) to either a database or CSV files or PDF files.

As execution infrastructure, the system requires minimum
specifications as given in Table I.

TABLE I
MINIMUM SYSTEM SPECIFICATIONS

Operating System Windows/Linux/MacOS with
Python3

Python Modules Pandas, SQLAlchemy,
MySQL.Connector, Matplotlib,
Scipy, Numpy, pdfkit

Database Management System MySQL
Storage 1GB of free space on Hard Disk

Drive (otherwise dependant on size
of data being analysed)

Main Memory - RAM 8GB
Processor Duo Core with 1.9GHz

C. Dataset for Validation

A network packet capture (PCAP) dataset was used for
the framework validation. It contained 28,950,695 Internet
Protocol (IP) address records with the following attributes:
Time (for Time-stamp), SourceIP (Source IP Address), DestIP
(Destination IP Address), TTL (for Time To Live), PakcetSize,
Protocol, SPort (Source Port) and DestPort (Destination IP).

The PCAP dataset was chosen for this study because it
provided records for a real world network data analytics
environment and is free to use. Most functionality was tested,
however, due to space limitations, not all content was made
available in this paper. Each component of the framework
adds value to the data analysis process, while log data and
financial data have been used to validate the framework’s
generic application.

IV. FUNCTIONALITY OF THE GENERIC DATA ANALYSIS
FRAMEWORK

Implementation of the proposed framework was done in
two stages. First, a generic data analysis framework was devel-
oped and testing using a PCAP dataset with alphanumeric data
formats and an analysis scenario. Thereafter, the two enhanced
features, namely the modeller and iterator, were implemented

7https://mariadb.org/
8https://pypi.org/project/mysql-connector-python/

and tested on large scale data. This section discusses the first
phase implementation.

The generic framework supports the typical data analysis
process that includes data collection, data preparation, data
analysis and data visualisation. These stages are discussed
below, with the exception of the data collection component
as this merely involves retrieving data from a database or file
and as such is not discussed in any more detail.

A. Data Preparation

Data preparation involves three processes, namely extrac-
tion, transformation and loading [7].

• Extraction copies data from the data source to a data
store from where the next process can access it. In-
situ or streamed data is captured into a temporary data
store, where it is scanned to determine frequencies, size
and formats, this is referred to as preprocessing. The
data may be compressed to improve efficiency in the
processes to come [17].

• In the transformation stage, the data is moved, cleaned,
split, translated, merged, sorted and validated, then stored
in a preparation data store. This is aimed at improving
quality of analysis.

• The loading process deals with loading the data into
another data store where analysis will occur for data
exploration, where statistical methods are applied to the
data. Data in the preparation data store can be repli-
cated between data stores to allow for further analysis
while maintaining data integrity thereby maintaining or
improving quality of the results.

B. Data Analysis

The data analysis component offers statistical analysis
methods that can be applied to data to retrieve values and
information. Data analysis makes available statistical mea-
sures for gaining information from data. The input is data
specified in the system database and is processed using sta-
tistical measures chosen for analysis to produce information
as output. that can answer questions or meet set objectives.
For example, adding up the number of times a particular event
occurred, predicting when and how such an event can occur,
measuring the relationship between two or more events in
network traffic and to improve by taking appropriate action.
In order to address common challenges such as scalability,
data integrity, certain analysis measures might need to occur,
like data sampling.

This component is split into six functional groups as stated
below:

• Managing data, which provides for three options, sam-
pling, sorting and filtering.

• Measures of central tendency, including mean, median
and mode.

• Measures of dispersion, including range, variance and
standard deviation.

• Measures of association, including correlation and re-
gression.
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• Other tools, such as, counting values, summary statistics,
comparing columns and basic math operations such as
addition, subtraction, multiplication and division.

C. Data Visualization

The data presentation component provides visualisations,
i.e. methods for presenting information that is deduced from
data. Pattern discovery, reporting and general awareness of the
state of data is thus presented visually with this component.
Data presentation component is used to represent information
and data in readable forms using various tools such as charts
and tables.

Analysed data can be presented using various methods that
enhance the information deduced. Data being analysed can
aid in identifying what visualisations to use [18] as most
visualisations require specific properties from the data for
the visualizations to be effective, for example, line charts are
useful when showing changes over time, bar charts illustrate
categorical data better, maps represent data based on a certain
location or feature [18]. Experimenting with different visual-
izations can also help in identification of patterns and trends
not previously thought of since there is no general approach
that addresses all types of scenarios.

For this function, the input is data from the system database
and visualisation options that are desired and visualisations
are the output, the visualizations available are listed below:

• Charts include scatter plot, line graph, bar graph, pie
chart, horizontal bar graph, histogram, density estimation
plot and table view.

• Reports provide the capability of customised reporting
saved as either PDF or CSV files.

V. DATA ANALYSIS ENHANCEMENTS FOR THE
FRAMEWORK

The second part of the implementation was to develop
two enhancements to the framework: namely, record (also
known as the modeller) and playback (also known as the
iterator) features aimed at enhancing the data analytics process
by improving usability, scalability and resource utilization.
These characteristics were designed in the framework to add
value to the way the framework executes. With regard to
usability, the record and playback features should be able
to make the data analysis process easier to use by among
other things, minimizing user interaction and wherever there
is interaction, it should be short and clear. Some degree of
automation was identified to enhance the generic application
of the framework by enabling a user to record steps for
any data analytics process, from start to finish and then
run that recorded input using the playback feature to repeat
that process on a bigger dataset which would take more
time and resources, thus improving the scalability. Another
optional enhancement available is to be able to run a data
analytics process repeatedly on different attributes of the data,
for example, using different time periods. The record and
playback feature was designed to be able to utilize computer
resources effectively through multiprocessing and interleaving

of tasks discussed in Section III-A to improve scalability and
resource utilization.

Fig. 1. High-Level System Design - The Record and Playback Feature

The record and playback feature was designed to include
three main functions: a controller function, a logger function
and a reader function, Figure 1. These functions are accessed
by a user through one of two containers, namely interactive
mode and non-interactive mode. Interactive mode is the
default mode where the user interacts with the system step-
by-step. In this mode the user can choose to use the system
in the most basic form by just using the generic framework,
or alternatively to use what is called the recording function,
where by a log file is created that records the steps and input
the user takes to carry out data analysis (recording occurs
as the user carries out a data analysis process). The other
mode is the non-interactive mode, which is used to run a
data analysis process that has been recorded in a log file
with user input on a full/larger dataset or on a data analysis
process that is run repeatedly. In this mode the function uses
multiprocessing wherever applicable while letting the user
work in the interactive mode on other data analysis processes
by going through the steps and input in a specified log file
with the recorded user input. Thus an ideal approach would
be a user choosing a sequence of analysis tasks, recording the
steps while working on a small sample dataset, reviewing the
log file to refine the data analysis process and finally running
the recorded steps with the framework in non-interactive mode
for data analysis of the full dataset.

A. Logger Function

One of the functions in the record and playback feature is
the logger, which is responsible for the first of two main tasks
in this feature, the recording.

This function requires pre-formatted data as input and
produces a log file as output. The logger function records
user input throughout a data analysis process. This function
is available in the interactive mode. Logging is used to capture
all user input and corresponding functions accessed, it carries
out its processes in the background, recording input into a
log file for use by the reader function (see below). Each log
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record has the following format: date and time, user input,
input format and function ID as shown in Fig 2.

Fig. 2. Sample Log

B. Reader Function

The second of the functions in the record and playback fea-
ture is the reader, which is responsible for the playback. This
function plays back input to the framework when carrying out
a data analytics process in the non-interactive mode.

The reader function reads a log file comprising user input
(compiled by the logger function) to execute analysis tasks
on a specified dataset. This function is accessed in the non-
interactive mode and the only input required is the path of
the input file. Each log record is executed using the input
and function records and the processed data is then stored as
various files and database tables depending on user choices.
This function uses a function map module designed to call
the respective modules/functions in the framework.

C. Controller Function

This is the main function that manages the logger and
reader functions by interfacing the framework operations with
the record and playback features. The interactive and non-
interactive modes call this function and it is this function
that manages what is passed to the logger function to be
logged and what is read from the reader function to be fed the
framework. During the recording of a data analytics process,
as the user captures input, the logger captures it as well.
Similarly, when using the non-interactive mode as the log file
is being read as input, each input is passed to the framework at
a time and in sync with processes happening in the framework.

D. The Modeller

The modeller works by creating a log file and adds a header
(Timestamp, Input, Input Format and FunctionID) to the log
file, this then initializes the logger function to log all steps
the user takes in the data analysis process. At the end of the
process the user can then review the steps and make changes
if and where necessary.

E. The Iterator

The iterator works by executing the steps in a log file
created by the modeller. In specific instances where a process
needs to be repeated, using the interactive mode, there is an
option for iteration. With this option a user goes through the
step to be repeated while the logger logs the steps and then
at the end the user specifies the condition that needs to hold
during the iteration of the recorded step. Thus, this specific
action can be enabled when modelling.

F. Scenario Design

The scenario is based on general network information that
can be sought from a PCAP type of data. The scenario was
divided into two parts, the first part to carry out an analysis
of frequent source and destination IP addresses accessing the
network with total packet size using one processor the second
part carried out the same analysis using multiprocessing. Each
of the parts requires a different approach to data analysis and
thus determines what techniques and features are ideal for the
analysis that can be utilized from the framework.

The data used for this study had 8 attributes, namely, time-
stamp, source IP address, destination IP address, time to live,
packet size, protocol, source port and destination IP. The data
had 28,950,695 records recorded from 3rd December 2019 to
31st December 2019 (29 days). The data analysis made use
of four attributes, time-stamp, source IP address, destination
IP address and packet size to come up with information about
frequent source and destination IP address for different time
periods

VI. RESULTS

The results were obtained by running each of the two
parts of the scenario with and without enhancements while
recording the time taken for execution.

Figure 3(a) shows top 10 frequent source IP addresses with
total packet sizes for the whole duration the data represents
and Figure 3(b) shows the top 10 frequent destination IP
addresses with total packet size for the same period. When
enhancements are applied by modelling this data analysis,
users would save time in running such an analysis. When
enhancements were included in the running, results showed
a 53.70% saving in time spent carrying out the analysis. For
a general analysis like this the enhancements might not be
necessary if the analysis is not frequently required/run, for
example, the time range in this analysis might be considered
broad as such a drill down would be carried out.

A similar analysis process was carried out to produce
Figure 3 by increasing the number of days in each run, i.e.
repeating the the analysis steps for one to two days,three
day, four days and so on. The repetitive tasks were that of
collecting, processing and visualising of the data. The larger
the number of repetitions the more the time savings would be
realised, in this case it was an average of 9 seconds. In the
case where the two parts are run simultaneously the savings
are improved to 72.22%.

Page 268 Southern Africa Telecommunication Networks and Applications Conference (SATNAC) 2021



(a) Top10 Source IP Addresses

(b) Top10 Destination IP Addresses

Fig. 3. Top 10 IP Address - Inbound and Outbound

In the second instance there would be more information
gained from drilling down into more detail. For example,
trend analysis could be done for each specific day, this could
potentially lead to improved ways of managing a network.

VII. CONCLUSION

The results suggest that data analysts have the potential of
saving 50% of the time spent processing repetitive processes
through modelling and automating the running of the models.
When two different repetitive processes are run concurrently
the saving is about 70% of the time, assuming the hardware
resources are adequate. If more than two processes are run
the potential is slightly higher considering the resources.
However, in an ideal situation, the improved time savings
would be limited by the ability of the CPU can manage the
concurrency. The time savings simply allow for one to make
more use of it by doing more in a time period.
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Abstract— Target detection is a significant research area in 

computer vision with its applications in military, maritime 

surveillance, and defense and security. Maritime target detection 

during critical sea conditions produces several false positives 

when using the existing algorithms due to sea waves, dynamic 

nature of the ocean, camera motion, sea glint, sensor noise, sea 

spray, swell, and the presence of birds. The focus of this paper is 

to explore the reduction of false positives that are generated by 

many machine learning algorithms when used for object detection 

in maritime environments. Most of related studies on object 

detection still have challenges in addressing the problem of false 

positives and false negatives due to background clutter. Some 

researchers have already attempted to reduce the false positives 

by applying filters. However, filtering degrades the quality of an 

image leading to more false alarms during target detection. As 

much as radar technology has previously been the most utilized 

method, it still fails to detect very small objects and it may be 

applied in special circumstances. In this paper, visible images 

were retrained on a pre-trained Faster R-CNN with inception v2. 

The pre-trained model was retrained on five different sample 

data with increasing size. For the last two samples, data was 

duplicated to increase size. For testing purposes, 20 test images 

were utilized to evaluate all the models. The results showed that, 

deep learning method performed best in detecting maritime 

vessels and the increase of dataset improved detection 

performance and false positives were reduced. The duplication of 

images did not yield the best results; however, the results were 

promising for the first three models with increasing data. 

 
 

Keywords— Object detection, Machine Learning, Neural 

Networks, Convolutional Neural networks, Computer Vision 

 

 

I. INTRODUCTION 

Computer vision is a technology of machines that is 

intending to supply computers and machines with exceptional 

ability to perform. It is an interdisciplinary field that is capable 

of seeing, perceiving [1] and let computers to gain an 

extensive understanding from images and videos [2]. It is 

concerned with the automated extraction, understanding and 

the analysis of information from an image or images [2]. 

The application of image recognition, in a cluttered maritime 

environment is rapidly increasing [3] and it is significant in 

South African navy. Literature has revealed that ships and 

boats detection in the sea tends to produce a number of false 

positives due to factors affecting the detector [5]. False 

positives can be caused by sun-glint which appears like small 

targets [6]. The goal of this paper is to intelligently analyze and 

manipulate images or video frames to detect boats and ships in 

maritime environments. 

II. RELATED WORK 

Hall et al. [7] compared five adaptive background 

differencing techniques and the same public benchmark 

datasets were used by the detectors for evaluation. The 

compared methods were the (LOTS) Lehigh omnidirectional 

tracking system, the (BBS) basic background subtraction 

algorithm, the W4, Single Gaussian Model (SGM), an 

adaptable mixture of multiple Gaussians (MGM). BBS was the 

easiest algorithm that detected objects by computing the 

difference between image background for each color channel 

and the current frame. The LOTS algorithm was applied to 

grey scale images and uses two image backgrounds with two 

per-pixel thresholds. Each pixel was treated differently by the 

per-pixel threshold image to allow the robustness of the 

detector as to localize noise in image regions with low size The 

performance of the algorithms was evaluated using the same 

dataset for all the algorithms. The results showed that the 

methods LOTS and SGM bring off better results as compared 

to MGM that uses complex background [7]. Tong et al. 

analyzed image pattern matching for detecting the target and 

the tracking in maritime radar images [8]. Automatic Radar 

Plotting Aid (ARPA) was added as a tracking feature in the 

radar [8]. Jing and Chaojian stated that existing algorithms for 

moving video detection included optical flow, background 

subtraction and frame difference [9]. Wan et al. proposed 

adaptive threshold algorithm based on improved Surendra 

algorithm of background subtraction and a gradient update 

algorithm to robustness in different videos [10]. A survey on 

object detection and tracking methods has been done, with the 

goal of presenting different algorithms on object detection, 

object classification, and object tracking. Most researchers 

indicated difficulties when detecting unknown objects and 

objects with difference in color, shape, and texture [11]. Guo 

et al. examined the usefulness of employing deep learning 

method to suppress sea clutter and perform target detection 

process. Deep convolutional auto-encoders (DCAEs) were 

used to filter out sea clutter and Logistic regression classifier 

was used to carry out target detection [12]. A novel military 

object detection algorithm was proposed based on fusing 

multi-channel CNNs [13]. Cascade architecture built on 

convolutional neural network (CNN) was proposed for face 

detection [14]. To improve moving object detection Tejada and 
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Rodriguez proposed Principal Component Pursuit (PCP) for 

pre-processing and R-CNN for detection [15]. In this research 

CNN is proposed for ships and boats detection in a maritime 

environment. 

III. RESEARCH METHODOLOGY 

In this study, empirical research was used. Empirical 

research incorporates the use of experiments to uncover and 

clarify facts and revise theories. It can be validated or 

invalidated based on observations and experiments [16]. In the 

context of this study empirical research was utilised 

experimentally and empirical evidence was acquired. This 

research produced empirical evidence as it involved training of 

data and testing which generated experimental results. Firstly, 

the research questions were formed, and the knowledge was 

acquired through experimentation which were in agreement 

with efficiency of the model. Questions on the existing 

methods for detecting objects in a maritime background and 

the performance of these methods in terms of reducing false 

positives in target detection were answered through 

experiment. More literature about target detection was revised, 

furthermore, experiments were implemented to analyse the 

results quantitatively. 

 

A.  The design of the study 

The design contains all the methods for the improvement of 

target detection in maritime environment. Pre-trained faster R- 

CNN with inception v2 [17] was trained using labeled data 

containing images with objects labeled as a boat or ship. The 

experimental design contains five stages namely: image 

labeling, converting files from XML to CSV, converting 

CSV to TFRecords and training and testing. Fig. 1 presents 

the implementation steps which are discussed in the following 

subsections 
 

        Fig. 1: The implementation steps for this study. 

 

1) Dataset and image labelling 

The dataset used in this research was made from included 

videos from Singapore maritime dataset [14] and images from 

maritime imagery within the visible and infrared spectrum [18]. 

The Singapore videos were captured using 70D cameras in 

Singapore waters. They were captured in the high definition 

(1080 x 1920). The dataset included videos which were 

captured by a fixed camera and a moving camera. The videos 

were taken during different times of the day, like in the 

morning, midday, afternoon, and evening [14]. The images 

from maritime imagery in the visible spectrum were used 

mostly for training in this study. Maritime environment videos 

were converted into frames using VLC. Video frames and 

images were used as initial sample for training and testing 

phase. The images were labeled using LablImg. During the 

labeling, each image was opened, and all possible ships and 

boats present in the image were rounded with rectbox and each 

image was saved. Fig. 2 shows the sample images with XML 

files. After the labeling all the images, each image was 

represented by its XML file. Each XML file consists of the 

name of the folder containing the image, image name, image 

path, image source, image size in terms of width, height and 

depth, and the name of all labeled objects together with their 

sizes. 

 

There were 560 labeled images in the first labeling stage, 500 

images were reserved for training and 60 images were reserved 

for testing. The first sample contained 100 labeled images, for 

the second training phase, the first sample was increased by 

200 labelled images to make 300 labeled images, and these 300 

train images were further increased by 200 to make up the third 

sample which contained 500 labeled images. There were 

challenges in proceeding with adding 200 new labelled images 

to the previous 500 train images, so the previous 500 train 

images were duplicated with 200 train images to form the 

fourth sample which contained 700 images and for fifth sample 

500 train images which were used as third sample were 

duplicated with 400 train images to make 900 train images. 
 

Fig. 2: Sample images with XML files. 

 
2) Converting files from XML to CSV 
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The XML data was converted into CSV files which was further 

converted into TFRecords since tensorFlow required data in 

TFRecord format for training. The conversions were 

accomplished for each sample. CSV files for train labels and 

test labels were stored in a new directory. Each CSV file 

contains information for all labeled images. It encompassed 

filename, width, height, class, xminimum, yminimum, 

xmaximum and ymaximum. The conversion of XML files to 

CSV file was computed using python3. 

3) Converting CSV files to TFRecords 

Tesnsorflow records were generated using python3 and 

tensorflow. During the conversion from CSV files to 

TFRecords, train labels were taken as input to generate train 

TFRecords and test label was taken as input to generate test 

TFRecords. Image width, image height, filename, image 

source id, image format, image bounding box xminimum, 

image bounding box xmaximum, image bounding box 

minimum, image bounding box ymaximum, and image class 

label were considered during conversion. The train TFRecords 

and test TFRecords were generated as output and were put in 

the same folder as train and test labels. 

4) Training 

In this study supervised learning is utilized as a machine 

learning method for object detection. Faster R-CNN with 

inception v2, configured in MSCOCO (Microsoft Common 

Objects in Context) dataset was utilized to detect two object 

classes, boat, and ship. The faster R-CNN is widely used for 

detecting objects due to its high accuracy and minimum 

detection times [19]. Although the train sample size was small, 

transfer learning was adopted to improve the learning 

capability The training process was conducted for five sample 

data. sample one contained 100 train images, sample two 

contained 300 train images, sample three contained 500 train 

images, sample four contained 700 train images and sample 

five contained 900 train images. The TFRecords and label map 

were utilized as input. Each sample data was trained using the 

above configuration settings. A virtual environment called 

Detection was developed using the ubuntu 16 machine 

terminal. Fig. 3 shows the training process’ overview. 
 

Fig. 3: An overview of the training process. 

 

Fig. 3 presents the training process during the first few minutes. 

The training process started at global step 1 to global step 

200000 on which the model has fully learned. While the 

training process was running, it recorded the time, global step 

number, the loss, and the number of seconds it took for each 

step to run. The training process took seven days until it 

reached global step 200000. Subsequently, the model was 

saved to disk. During and after the training phase, the 

performance of the training was recorded in the tensor board. 

5) Testing 

The saved models were tested using python3 on a Jupyter 

notebook. Each model was tested using the same dataset to 

track the performance of the models based on sample size. The 

test dataset contained 20 images and the output was recorded 

as results. The test images were excluded from the training 

dataset. The results were analyzed, and the information was 

recorded in using tables and graphs. 

 
IV. RESULTS 

The training process was conducted for five sample data. 

sample one contained 100 train images, sample two contained 

300 train images, sample three contained 500 train images, 

sample four contained 700 train images and sample five 

contained 900 train images. TABLE 1 illustrates the detection 

potential of the faster R-CNN model with inception v2 using a 

sample of 100 images. Each image was observed to identify 

the number of detections, false negatives, false positives, and 

true positives. Image no depicts the order of images from 

image one to image twenty, total objects depict the number of 

objects present in each image, total detections portray the 

number of detections in each image, false positives denote 

false detection instances, true positives denote correct 

detection instances and false negative depicts the number of 

objects not detected. Each bounding box from each image 

shown in Fig. 4 represents the detection instance. The green 

bounding box denotes the ship instances, and the blue 

bounding box denotes the boat instances. 
 

   Fig. 4: Results of the model trained with 100 images. 
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TABLE 1: DETECTION POTENTIAL ON THE MODEL TRAINED WITH 

100 IMAGES. 

 

V. EVALUATION 

The detection performance of the proposed faster R-CNN was 

assessed in the testing phase. The test data contained 20 images 

with 121 objects in total. The same test data was used to test 

five models trained with different sample size. This study made 

use of binary classification method. The Confusion matrix was 

utilized to present the binary classification of results. The 

confusion matrix presented in TABLE 2 contains the possible 

outcomes which describe the detection performance. It depicts 

actual instances and predicted instances. 

 
TABLE 2: THE CONFUSION MATRIX 

 

 

• True Positive (TP): a boat instance was correctly 

detected and classified as a boat, or a ship instance 

was correctly detected as a ship. 

• True Negative (TN): a non-boat instance was 

correctly classified as non-boat instance, or a non-

ship instance was correctly classified as not ship 

instance. 

• False Positive (FP): a non-boat instance was 

incorrectly detected and classified as a boat, or a 

non- ship instance was incorrectly detected and 

classified as a ship. 

• False Negative (FN): a boat instance was incorrectly 

classified as non-boat, or a ship instance was 

classified as non-ship. 

 

Fig. 5 shows the true positives based on increasing train sample 

size. The line graph presents that when the train sample size 

was 100 the number of true detections were 68, the number of 

true detections was 75 when the sample size was increased to 

300 and when the data was further increased to 500 train 

images it jumped to 82 true detections. After 500 sample size 

graphs started to decrease in true detections due to the 

duplication of data. This means that by increasing sample size 

the number of true detections also increases 

     Fig. 5: True positives based on train sample size 
 

 

  Fig. 6:  positives based on train sample size 

  

   Fig. 7: False negatives based on train sample size 

 

 

  Fig. 6 shows false positives based on increasing train sample 

size. Considering the increased sample size, the number of 

false positives started from 16, but as the sample was increased 

to 500, false positives decreased to 7. The last two samples 

were duplicated so the false positives were affected. 
 

Fig. 7 presents false negatives based on the increasing sample 

size. As the data was increased from 100 to 500 train images, 

the graph shows that in 100 sample size false negatives were 41, 

at 300 false negatives were 38 and at 500 train images false 
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        false negatives. However, data duplication increased the false        

        negatives. 

 

The results obtained from faster R-CNN models trained with 

different sample size were added together for each entity. The 

20 test images contained 121 objects and detected objects for 

each train sample were added together. All false positives, true 

positives, false negatives were added together for a model 

trained with 100 train images, a model 300 train images, a 

model trained with 500 images, a model trained with 700 

images and a model trained with 900 images. False discovery 

rate (FDR), precision and recall were computed for results 

obtained from each model. The following formulas were 

utilized to determine false discovery rate, precision, and recall. 

 

• False discovery rate is the correlation of false positive 

compared to total detected objects. 

𝐹𝐷𝑅 =
𝑓𝑝

𝑡𝑝 + 𝑓𝑝
 

• Precision is the proportion of all true positives compared 

to all objects detected. 

𝑃𝑅 =
𝑡𝑝

𝑡𝑝 + 𝑓𝑝
 

 

• Recall is the proportion of all true positives compared to 

all possible detections. 

𝑅𝐶 =
𝑡𝑝

𝑡𝑝 + 𝑓𝑛
 

 
TABLE 3: COMPARISON OF RESULTS FOR VARIOUS TRAIN 
SAMPLE SIZES 

 

 

 

Looking at TABLE 3, based on increasing sample sizes, the 

number of false positives decreased as train sample increased 

and it was always lower than the number of true positives. 

Although the train sample size was very low, transfer learning 

improved the learning capability. Boats and ships were 

detected, and the number of false positives reduced as training 

data was increased. 

 

Fig. 8 shows false discovery rate (FDR), precision and recall 

compared to the train sample size. False discovery rate (FDR) 

was utilized to predict the occurrence of false positives and 

compare the results with the results when the model was 

further re-trained with increasing sample size. From 100 to 

500 train sample FDR ranges from 0.19 to 0.07, this means that 

it was decreased by increasing sample size. In this line graph 

the precision ranges from 0.81 to 0.92 with the first increasing 

sample and from 0.92 to 0.85 when the data was duplicated. 

This means that the precision rate increased with increasing 

sample size but was disturbed when the data was duplicated. 

The recall also increased with increasing data, ranging from 

0.6 to 0.7 but decreased when data was duplicated. 

 

 

 

Fig. 8: Detection performance compared to training size 

 
VI. CONCLUSION AND FUTURE WORK 

 

This study aims to improve the implementation of object 

detection in maritime cluttered environment. Most of the 

algorithms for detecting the objects pose a lot of false positives 

due to the background clutter. Detecting objects produces a 

high detection rate, nevertheless, cluttered environments 

restrict the process leading to difficulties in detection. Slowly 

moving objects and stationary objects may not be detected. 

Background subtraction method poses a challenge when the 

camera is moving. In trying to solve the problem of ships and 

boats detection in a cluttered maritime environment, the faster 

R-CNN with inception v2will be employed. 

There are many questions that are still not answered in this 

study. For instance, the detection was made for two different 

classes in a maritime environment, though there are many 

objects that are present in a maritime environment which can 

be a threat. The research only detected using images. A study 

can be done whereby all moving objects in a maritime video 

are detected and tracked. The data used in this research 

contained images with only the objects to be detected so the 

model was not familiar with negative examples, detection 

results can be improved with very large and relevant training 

data. It is recommended that the same research must be done 

using more than one algorithm. 
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Abstract— The new version IPng (next-generation Internetwork-
ing Protocol), also referred to as IP version 6, lays the basis for 
interconnectivity among diverse entities in the present-day In-
ternet of Things (IoT) network.  The device-to-device (D2D) 
communication standard is also being incorporated to facilitate 
communication between devices ( in proximity) without involv-
ing the core network, especially for critical mission services. 
Similarly, the same standard can facilitate network connectivity 
for devices that are out of network coverage by way of linking 
via neighboring peers within core network coverage.  This de-
velopment, coupled with advances in Fog-Cloud computing 
means that cloud-based  Tele-care health services can now be 
deployed as D2D communication will enhance fail-safe connec-
tivity. Implementing a Fog-Computing paradigm will also help 
maintain end-to-end latencies within acceptable bounds for such 
a service. However,  privacy within such a service framework 
must be guaranteed. Similarly, the resource-constrained nature 
of devices such as medical sensors in terms of battery life and 
computing power secludes the direct implementation of legacy 
privacy and security measures. In this paper, we discuss a 
framework that enhances resilience in a Tele-care health service 
framework in terms of privacy and security. In this regard, we 
propose a scheme that is characterized by computational sim-
plicity, privacy preservation as well as energy efficiency.   Over-
all performance analysis demonstrates that the scheme is well 
suited for such a service framework. 

 
Keywords— Telecare health, mutual authentication, D2D com-
munication, privacy, security 

 

I. INTRODUCTION  

 

The IoT network blends several technologies to facilitate 
connectivity among billions of objects and devices. [1], [2]. 
The health sector globally is taking advantage of the emer-
gency of the IoT network to roll out Tele-care services that 
would effectively expand the s existing structures. Such a 
service will incorporate medical-related informational and 
multimedia coordination, as well as records processing. To 
satisfy, necessary privacy, as well as security in the form of 
availability, confidentiality as well as integrity in Telecare 
Health services and an enabling network, such as IoT, is 
required [3]. The network infrastructure will facilitate secure 
authentication and key exchange by key entities constituting 
the infrastructure of a Telecare health service. In this paper, it 
is assumed that the network supports D2D communication. 
Note that D2D communication is designed to support direct 
communication among proximity devices and objects.  By 
design ensures fail-safe communications by way of facilitating 

interoperability between critical public safety and public net-
work infrastructures, Its support for proximity-based commu-
nications leads to an improvement in spectrum efficiency as 
well as utilization, end-to-end throughput, and energy effi-
ciency in existing networks.  

 Concurrently new and innovative services can be rolled 
out. Notably,  D2D-communication compatible telecare health 
devices and objects are potentially a fail-safe backup infra-
structure for critical mission networks should the public cellu-
lar networks become inaccessible. [4]. Thus in a typical Tel-
ecare health infrastructural service, usage of D2D 
communication compliant devices is necessary. At a local 
level, a 3rd Generation partnership project (3G-PP) IoT-
enabled network architecture as well coverage is necessary 
[5].  Such a network incorporates key blocks such as a  D2D 
communication server, a home subscriber server (HSS), and a 
mobility management entity (MME). The D2D 
communication server handles communications among 
proximity devices. The HSS retains attributes information of 
the devices as well as granting a set of necessary 
authenticating tokens. 
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Figure. 1:  Fog -Computing paradigm. 

 
 However, the base infrastructure just discussed cannot 

guarantee a high level of QoS and this is because of the 
limited computing (processing) capabilities of the devices 
themselves.  The cloud computing paradigm is also being 
explored as an alternative. This is because it can render a 
better QoS to users with elastic resources despite its 
limitations. The key limitation is that of long round trip times. 
Besides, it cannot cope up with the low latency requirements 
of most health directly related services and applications. 
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Hence of recent the Fog Computing paradigm was introduced 
to directly respond to the latency minimization issue.  

 It exploits the fog layer, which is the interfacing layer 
between the core and peripheral network sections to drastically 
reduce latencies as well as boost the limited computing powers 
in resource-constrained devices.  It can also provide network 
context information which ultimately is used by fog 
applications and services to optimize context awareness.  Its 
support for location-awareness; means it can fully support 
device mobility which is a direct booster for location-based 
services and applications. Fog computing easily provides a 
local overview whereas a global overview will still be 
provided by cloud computing.  Primarily a fog computing 
model comprises key elements such as (i) network edge device 
(NED), (ii) network access device (NAD), i.e., fog node, in the 
proximity of a NAD, and (iii) cloud server (CS). This is 
illustrated in Fig. 1.  

II. TELECARE HEALTH  FRAMEWORK DESCRIPTION

A typical Telecare health system will involve patients, a 
hospital, a cloud server as well as an enabling communication 
infrastructure as detailed in the previous section. As such, 
typical key communication components in the infrastructural 
network will include an HSS, normally incorporated in an 
evolved packet core (EPC),  a few eNBs, as well as 3-GPP 
coverage.    A patient will normally visit the nearest health 
canter such as a clinic or hospital for initial registration. It is at 
this stage that the patient will be Their furnished information 
will be used for authentication purposes in the future. E.g., 
authentication with the cloud server s mandatory before a 
patient’s data can be uploaded or retrieved.  

Likewise, at the device level, each patient’s device 
performs the necessary mutual authentication with the CS 
before any data exchange sessions being sanctioned.  Not all 
devices are within the 3-GPP coverage infrastructure. Only 
those within its coverage may use it to access the cloud server. 
Otherwise, those which are not within coverage ranges rely on 
D2D communication to perform mutual authentication, before 
dispatching any patient-related reports. 

 Relays will also assist other D2D devices to reach the cloud 
servers. Devices that connect directly to the 3GPP infrastruc-
ture may also utilize D2D communication for data exchanges 
with the cloud and other key parties. The medical personnel, 
namely medical doctors are also expected to mutually authen-
ticate before gaining access to a patient’s records. 
We next summarize the mandatory details of the multi-phase 
mutual authentication between the various entities (including 
patients and devices) and the cloud server as follows: used. 

III. PROPOSED PRIVACY SCHEME

We now proceed to describe, discuss as well as analyze the 
Group Authentication scheme in a D2D Communications-
based telecare framework which among other things will in-
volve as well as enable large volumes of confidential health-

related data    It was proposed in [6] and it is symmetric cryp-
tography based.   
We next summarize the mandatory details of the multi-phase 
mutual authentication between the various entities (including 
patients and devices) and the cloud server as follows: used. 

A. Device Discovery Scheme

For the invoking of any service, which might include several 
devices, each of the group members must perform neighbor 
device discovery to identify collaborating devices within the 
vicinity. Each device does that via the HSS. The HSS will, in 
turn, verify whether its International Mobile Subscriber Iden-
tity (IMSI) matches the device records in its database and 
whether the device is indeed authorized (privileged) for the 
intended service, plus it is D2D communication compliant. 
Upon successful verification, the authorization will be relayed 
to an eNB and at the same time tagged with a timer. 
Next, all verified devices belonging to a group can now mu-
tually identify each other as belonging to that group by possi-
bly using WLAN direct radio signals is sharing their attrib-
utes [7], [8]. 

B. Registration Phase

Key mutual authentication-related primitives are exchanged 
during this phase, The IMSI of each device must be registered 
in the HSS and normally this is done by the vendor. All key 
personnel and patients are registered to the cloud server via 
some identified secured channel. Each device is assigned a 
temporary identity. 

)(1 kyy RIDhTID  (1) 

 where Rk  is an arbitrary chosen random number that will 

remain mapped to their real identities IDy ; h1 is a  hash 

function for the TIDy generation.  

 Both the real and temporary IDs will be furnished to the 
cloud server for storage and subsequent use in other authenti-
cation phases. 

C. Hospital Uploading

This phase is exclusive to registered entities.  At this stage, 
preparations are being made to mutually authenticate parties 
that will be involved in the updating of any data acquired 
from the patient. The authentication does not necessarily need 
to be done on a secured channel. Rather an unsecured channel 
is preferred for this purpose.  

  The phase commences with the would-be patient (user) 
paying a visit to his/her nearest health center for a health 
checkup. Alternatively, this could be due to some evident 
ailment. At the health center, the patient will be issued with 
login credentials which can now be used to access the service 
via a standard GSM handset (smartphone). The overall au-
thentication at this phase is sequentially carried out as fol-
lows: 
Using a randomly generated integer Rh and its real identity 

IDh the hospital computes its message authentication code (

MACh ) as follows:  
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))((2 hhhs RIDhMAC      (2) 

Where, 2h is a has function for generating the MAC . 
Later, the key primitives  are relayed to the cloud server  in the 
form of a time-stamped ( hT ),  message ( 1m  ).; 

),,(1 hshh MACRTIDm           (3) 

Upon receiving  1m  together with  hT  from the Hospital the 
cloud server  performs the necessary validations by initially 
computing: 

)//('' 2 hhhs RIDhMAC           (4) 

Note that the validation of (4) above is done using the real and 
temporary identities furnished by the hospital at the 
registration phase. It, therefore, suffices to compares its  own 
computed  MAC and that contained in  1m  

hshs MACMAC '   (5) 

Upon successful authentication, it goes on to select a random 
number shR  before computing;  

)//(2 shhsh RIDhMAC               (6) 

This will now be sent as a time-stamped ( sT ) confirmation 

message ( 2m ) back to the hospital. 

),( m2 shsh RMAC            (7) 

Upon receiving the time-stamped message 2m from the server, 
likewise, the hospital performs all the necessary validations as 
follows: 

First, it checks that the validity of the received timestamp. 
This is followed by a re-computing of the following. 

 )//('' 2 hhsh RIDhMAC       (8) 

After which it verifies that the two MACs match. 

shsh MACMAC '   (9) 

Subject to the validity of (9), the next step would be to gener-
ate a common session key.  

)//( //3 shRhhhs RIDhK   (10) 

Where 3h  once again is a MAC generation function; shR  is a 
randomly generated number by the cloud and sent to the hos-
pital. A session key validator is also computed, with the help 
of a session key generator hash function 4h  as follows:  

)(4 hshs KhC      (11) 

The session key is used to cipher the patient’s records before 
uploading to the server in the form of a message rpMm 3 ; 

) , , ( hshKrp CTIDrecordpatientEM
hs

      (12) 

The message 3m  is then time-stamped from the hospital side 
before dispatching it to the cloud server. 

Upon receipt of 3m  and hT  the cloud server computes the 
session key  

)////(3 shhhhs RRIDhK      (13) 

 and deciphers the patient’s report. 

hsKhsR DCTIDrecordspatient ) , , '(         (14) 

Ultimately it computes,  )(4 hshs KhC   and validates: 

hshs CC '  (15) 

Only then will the records be admitted to the Cloud server’s 
database. 

D. Patient Uploading

This involves uploading all acquired patient’s health-related 
data via sensors to be uploaded to the cloud server. This can 
be done over a generally insecure channel since most patients 
are scattered around the countryside and with insufficient 
network (3G-GPP) coverage.  This data will thus be 
encrypted for confidentiality's sake.  The patient’s main 
device will prompt all sensors within the vicinity (around 
his/her body) to release the data to it. Authentication is 
necessary before the data collection by the main patient’s 
device initiates. It is important to note that all associated 
devices must be initially successfully authenticated with the 
available 3G-PP network. 

If they are to utilize the D2D communication mode, then a 
random number R p is generated by the patient’s device. It 

uses this same number to compute a hash of its IMSI . 

ppp RIMSIhAuth (1   (16) 

 Ultimately the hash is sent to the HSS for use in the 
authentication verification according to: 

pppp AuthRIMSIhiAuth  )('      (17) 

Once authenticated by the HSS the patient’s device can 
perform discovery with peer proximity devices using their 
temporary devices as well. It is also possible for a device that 
is outside a 3GPP coverage area to rely on close-by devices 
to access the 3GPP network coverage range and ultimately 
authenticate with the cloud server [8]. 

E. Prescriptions

Once again the two parties involved; the medical specialist 
and cloud server must mutually authenticate.  Ultimately a 
session key will be generated and used to cipher all patients' 
reports, body sensor measurements as well as the overall 
diagnosis. The procedures taken are as follows.  

The medical specialist must initiate the authentication with 
the server by generating a random number Rd  as well as 
providing a temporary ID (TIDd ). The two will be used to 

generate: 

)//(2 ddds RIDhMAC    (18) 

Which is now time-stamped ( dT ) and dispatched to the 

server in the form of a message 1m . 

),,(1 dsdd MACRTIDm  (19)
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Upon receiving both 1m  and dT  the server validates them 
before further computing: 

 )//(' 2 ddds RIDhMAC     20) 

 and ultimately verifying; 

dsds MACMAC '                                                                 
(21) 

Should the verification succeed, the server once again 
opts for a random integer sdR   and uses it to compute the 

MAC and session key: 

)//(2 sddsd RIDhMAC           (22) 

)////(3 sdddds RRIDhK   (23) 

)(4 dsds KhC                 (24) 

The server uses the session keys to cipher the patients records 
it retrieves from the database: 

),,_( dspKHCRpMS CTIDsensorRRpEM       (25) 

Finally, it timestamps ( sT ) the records and sends them in the 

form of a message 2m  to the medical specialist.  

),,(2 RpMSsdsd MRMACm   (26) 

Upon receiving  2m  and sT , the medical specialist validates 
them and ultimately generates a session key: 

)////(3 sdddds RRIDhK  (27) 

He will then decipher the received patient records before 
sending a  time-stamped confirmation message ( 3m ) back to 
the cloud server.  The latter will have to positively validate 

3m  otherwise this is a malicious activity of the side of the 
medical specialist (i.e., a hacker is attempting to infiltrate the 
system). 

IV. SCHEME’S EVALUATION

In this section, we summarily analyze the protocol in terms 
of security requirements as well as performance. The per-
formance is restricted to computational simplicity, commu-
nications overhead as well as energy efficiency [9], [10], 
[11].  

A. Security Analysis

Mutual authentication:  As mentioned earlier, it is mandato-
ry that all parties (including medical specialists, patients, and 
other entities)  that are D2D  communications compliant mu-
tually authenticate with the 3GPP  network using the support-
ed AKA authentication framework.  Once accomplished con-
nection requests can securely be channeled among all parties 
within the framework as it is now guaranteed that they are 
legitimate (since authentication with the 3GPP network suc-
ceeded).  Note that the connection request message has the 
remote SG devices’ broadcasted HMAC code. The 3GPP 
network will use a locally stored HMAC key to verify the 

legitimacy of the broadcasting entity (device).  The system 
also facilitates peer parties to mutually authenticate via an 
unsecured available channel. To accomplish that,  a randomly 
generated HMAC key is also distributed from the 3GPP net-
work to the devices involved. As this key once-off key is only 
exchanged via secure channels, attackers are unable to mis-
lead a responding device by replaying previously exchanged 
messages, neither can a legitimate SG device be impersonated 
using another set of DHKE messages. 

Secure data transmission:  In our proposal,  we have as-
sumed that data is exchanged only after sessions have been 
authenticated.  As the session keys are generated by ECDH 
and only transmitted via secured channels privacy-
compromising is ruled out Note that  ECDH is based on 
Computational Diffie-Hellman (CDH) problem, adversaries 
cannot find the symmetric key used. Hence only legitimized 
parties can read content messages but even an intermediary 
like the 3GPP network will not have knowledge of the actual 
key used. for the particular session. 

Session key backward/ forward secrecy:  The scheme guar-
antees that attackers cannot retrieve keys from previous or 
future sessions. This is to guard against situations where a 
party has exited the SG and then afterward be used for mali-
cious actions in the SG. Similarly, new entrants may not be 
able to exploit previous transactions.  We note that the session 
key backward/forward secrecy is consolidated by the fact that 
the stored HMAC keys are only used for message authentica-
tion and verification purposes.  

Device anonymity:  The scheme uses device pseudo identi-
ties. As such attackers may only be aware that live sessions 
exist on the network, but would not be able to decode that 
sender and destination’s real identities and locations. 

Traceability: The scheme requires that a confirmation mes-
sage be sent upon successful connection establishment.  In 
that way,  if too many failed attempts are detected on one 
particular point, that would serve as an indicator that attackers 
are attempting to infiltrate. 

Message non-repudiation:  It is procedural with the pro-
posed scheme that messages be sent via a secured channel, or 
the insecure channel with either HMAC code or a sequence 
number appended: the broadcast message, DHKE request 
message, and DHKE response message are protected using 
HMAC code.  In that way, message non-repudiation is guar-
anteed and ensured. 

B. Performance Analysis

In this subsection, we analyse the performance of the proto-
col. In this regard, we carry out a comparative performance 
analysis of the computational demands (intensities), commu-
nication overheads as well as energy efficiencies [14], [15] of 
the proposed versus similar protocols presented in [6] and [ 
12]. 
The evaluation of computational costs of the protocols is sole-
ly based on an estimate of the time-lapses required to ac-
commodate the execution of operations, which are regarded 
as an integral part of the messages exchanged in the various 
phases of each protocol. Provided in Table 1 are example 
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operations and associated computational costs of the proposed 
protocol.  
 

Table 1. Various operations execution times (normalized) 
symbol  defination  )(seccos st  

pT  patient’s pairing 0.051 

Ts  sign. between entities 0.052 

ET  encrypting/decrypting 0.0076 

HT  simplex hash operation 0.00495 

 

For the proposed scheme, the total computational load will be 
aggregated from the 4 phases described in the preceding sec-
tion.   

nnTnTC HEtotal 051.03012                       (28) 

 For [6], the total computational load is given by: 

nTnTnTC HEstotal 021.03594                           (29) 

For [12], we have. 

HEpstotal nTnTnTnTC 328115                      (30) 

We now compare the computational loads of the three 
schemes namely the proposed, and two others proposed in [6] 
and [12] respectively. The number of devices per BAN is 
varied.

 
Fig. 2 Computational cost comparison 

 
 
Fig. 2 plots the relative computational costs in which we see 
that the proposed requires the lowest computational cost.  
With regards to communication overheads comparison, it is 
noted that in general, D2D communication cost metrics are 
depended on the volumes of exchanged signaling data over 
insecure channels. The communication cost and required 
transmission bandwidth are directly proportional.    Associat-
ed parameters corresponding costs are shown in the table be-
low. 
 
 

 
Table 2. Communication costs  

 action  overhead 
Timestamping, random integer, TID   6 bytes  

Hash function/ pairing   2. bytes  
Session key  16 bytes  
Signature  64 bytes  

 The total overheads in bytes required by each scheme are as 
follows: 

For the proposed scheme. 

2666384  mncommtotal                                   (31) 

Where n  is the number of active devices in a BAN or wide 
BAN (WBAN) and m  would be the number of messages that 
were exchanged The protocol proposed in [6] requires  n384  
bytes overhead whereas its equivalent in [12] requires n865
bytes.  Plots of the communication overheads for the three 
protocols as a function of the number of active devices in 
either BAN or WBAN are provided in Fig. 3. From the same 
graph, it can be deduced that the proposed protocol generates 
relatively low communication overheads hence it is best suit-
ed for adaptation to D2D communication.  

 
Fig. 3.  Communication cost comparison 

 

The other two schemes incur relatively much higher commu-
nication overheads since they involve the exchanging of quite 
a few costly signature parameters, for their mutual authentica-
tion. As we gradually move towards energy-efficient aware 
networking and protocol design, [15], [17]. It is necessary to 
minimize the operational energy requirements of any protocol 
thereof. Besides most of the devices are resource-constrained 
in terms of power supply.  Most of the energy consumption is 
incurred by the CPUs of the respective devices.  
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Fig. 4. Energy cost comparison 

The normalized energy cost for the various protocols are cal-
culated as set out in the next three following formulae: 

For the proposed protocol: 

HEtotal nTnTE 3312                                                  (32) 

For [6] 

HEstotal nTnTnTE 3594                                          (33) 

For [12] 

HEpstotal nTnTnTnTE 328115                           (34) 

A plot of the operational energy requirements for the 3 differ-
ent schemes is provided in Fig  4. By comparison, the pro-
posed scheme is more energy efficient. 

 

VI CONCLUSION 

This paper proposes a D2D communication-based authentica-
tion and key agreement Tele-care scheme that ensures both 
privacy and security for patients who have enrolled in the 
service.  The fact that the authentication can be done via an 
insecure link means that even in the absence of 3GPP net-
work coverage, patients would still be able to link with the 
nearest health care center and medical specialists, thus mak-
ing the scheme both resilient and robust. This is because D2D 
communication supports direct device linking of proximity 
devices and thus an affected device would still reach the 
nearest peer that is within sufficient coverage range. 
The paper uses lightweight message authentication that is 
meant to reduce computational and communication loads, as 
well as operating in an energy-efficient manner.  Its efficacy 
in terms of ensuring both security and privacy was explored. 
Overall, we conclude that the scheme would be quite viable in 
the practical implementation of telecare as most of the devic-
es are resource-constrained in terms of computational as well 
as operating power requirements. 
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Abstract—Golden code is a full-rate full-diversity non-

orthogonal space-time block coding (STBC) scheme which has 

spatial multiplexing gain over the famous Alamouti half-rate 

full-diversity orthogonal STBC scheme. The Alamouti scheme 

has been widely implemented in modern wireless standards such 

as the LTE 3GPP and Wi-Fi IEEE 802.11n standards. This is 

because it offers full diversity at a lower detection complexity 

compared to the non-orthogonal STBC schemes such as Golden 

code. Recently, a low complexity Golden code detection 

algorithm called sphere-decoding with sorted detection subsets 

(SD-SDS) was proposed in literature. In this study, we showcase 

the power of recurrent neural networks (RNN) by training an 

RNN to learn how to predict the sorted detection subset (SDS) 

sequences of the SD-SDS detection algorithm. The study shows 

that the RNN can generate the SDS sequences accurately for 

lower modulation orders, 𝑴 ≤ 𝟏𝟔, but at the cost of increased 

detection latency at the high signal-to-noise ratio regions. It is 

observed that the RNN SDS technique can be used as an 

alternative in situations where the wireless transmitter uses low 

modulation orders, 𝑴 ≤ 𝟏𝟔 , and the MIMO configuration is 

very large, 𝒊. 𝒆 𝑵𝒕 ≫ 𝟐, which makes the SD-SDS search radius 

and search depth very large. 

 

Keywords— space-time coding, WiMAX, Golden code, sphere-

decoding, recurrent neural networks, deep learning. 

I. INTRODUCTION 

Due to the recent high demand for real-time multimedia 

streaming through online multimedia conferencing 

applications, online learning video streaming, online movie 

and music streaming, wireless communication infrastructure 

is under pressure to deliver high data throughputs and link 

reliability. Multiple-input multiple-output (MIMO) wireless 

architectures have been developed to solve these challenges 

by offering spatial multiplexing gain and high link reliability. 

The high link reliability is delivered through the existence of 

multiple receiver antennas in the MIMO configuration. This 

offers receiver diversity on the wireless signal and improves 

the received signal-to-noise ratio (SNR) and thus the error 

rate performance or link reliability. Wireless link reliability 

can be further enhanced using the open loop transmit 

diversity schemes such as the space-time block coding (STBC) 

scheme.  

Golden code [1] is a non-orthogonal STBC scheme which 

exhibits full-rate and full-diversity whilst having very high 

detection complexity. Golden code exhibits spatial 

multiplexing gain over the half-rate full-diversity orthogonal 

STBC scheme called Alamouti [2]. The coding rate in this 

paper is defined as the number of symbols transmitted per 

transmit antenna per timeslot. The Alamouti is an orthogonal 

STBC which means that it has a simple linear maximum 

likelihood (ML) detector due to its orthogonality property in 

slow fading channels [3]. Because of this low detection 

complexity and full diversity, it is incorporated in many 

modern wireless standards as an STBC scheme of choice 

namely in IEEE 802.11n wireless fidelity (WiFi) standard [4], 

IEEE 802.11ah low power WiFi [5] and the long-term 

evolution (LTE) 3GPP standard [6]. Golden code is a non-

orthogonal STBC so it lends itself to non-linear ML detection 

complexity which in literature is known to be in the order of 

𝜗(𝑀4)  where 𝑀  is the M-QAM modulation order. Golden 

code is implemented in the now-defunct WiMAX IEEE 

802.16e standard [7]. Its adoption in modern wireless 

communication standards is limited by its high detection 

complexity despite its spatial multiplexing gain property. 

High detection complexity has negative consequences to 

Telco companies because it drives up the energy costs and 

carbon footprint from an environmental sustainability point of 

view. 

Recently, the wireless research community has gained 

interest in the application of recurrent neural networks (RNN) 

in solving wireless communication related research problems. 

In [8], the authors propose a novel gated recurrent residual 

neural network (GRRNet) for feature-based automatic 

modulation classification (AMC). The GRRNet model is 

shown to outperform the deep learning-based AMC models 

proposed in literature. The authors in [9] propose a 

hierarchical RNN architecture with grouped auxiliary 

memory to deal with the challenge of diminishing gradients 

for long temporal or spatial inputs when using long-short-

term memory (LSTM) cells. The proposed hierarchical RNN 

architecture is shown to improve the AMC classification 

accuracy relative to the LSTM [10] and gated recurrent unit 

(GRU) [11] RNNs. The GRU is better suited for short 

temporal inputs [11], whilst the LSTM is suited for longer 

temporal inputs to a certain degree [10]. In [12-13], the 

authors develop RNN models to improve the classification 

accuracy of AMC. The authors in [14] develop a novel fading 

channel predictor using LSTM and GRU RNNs. It uses the 

strong temporal prediction capabilities of the GRU and 

LSTM RNNs to predict the channel fading. The prediction of 

channel fading helps to alleviate outdated channel state 

information (CSI).  

Due to the benefits of delivering high spatial multiplexing 

gain over the Alamouti scheme, Golden code has the potential 

of being an STBC scheme of the future wireless standards 

provided the detection complexity can be reduced such that it 

is comparable or less than that of the Alamouti linear ML 

detector. Recently in [15], the authors propose sphere-

decoding with sorted detection subsets (SD-SDS) to lower the 

detection complexity of Golden code. The SD-SDS algorithm 

is shown in [15] to have a detection complexity that is lower 
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than the detection complexity of the Schnorr-Euchner sphere-

decoder (SE-SD) [16] and the sphere-decoding with 

increasing radius search (SD-IRS) [17]. 

Based on this, no literature has investigated the generation 

of the SD-SDS algorithm sorted detection subset (SDS) 

sequences using RNNs. It is interesting to investigate if it is 

possible for an RNN to learn how to generate accurate SDS 

sequences with marginal effect on the decoding latency of 

SD-SDS. This is what our paper will investigate and 

illuminate in this study. The accuracy of the SDS sequences 

will be tested using the bit-error-rate (BER) performance of 

the SD-SDS-DNN detection algorithm and decoding latency 

will be used to assess complexity. 

 

The paper is organised as follows: Section II will present 

the system model, Section III will present the SD-SDS 

algorithm overview from [15], Section IV will exhibit the 

RNN algorithm architecture and training phase of the RNN, 

Section V is the simulation results and discussion of the paper, 

and Section VI concludes the paper. 

 

Notation: Bold lowercase letters are used for vectors and 

bold uppercase for matrices.  (. )𝑇  (. )𝐻 , ‖. ‖ and ‖. ‖𝐹 

represent the Transpose, Hermitian, Euclidean and Frobenius 

norm operations, respectively. The functions ℜ(. ) and ℑ(. ) 

are the real and imaginary components of a complex number, 

respectively. j is a complex number. The statistical average is 

represented by the expectation function 𝐸(. ). The function 
(∙)∗is the complex conjugate of a complex number. 

II. SYSTEM MODEL 

We consider a Golden code STBC system that operates over an 

𝑁𝑡 × 𝑁𝑟  wireless MIMO configuration where 𝑁𝑡 = 2  and 

𝑁𝑟 ≥ 𝑁𝑡. The parameters 𝑁𝑡 and 𝑁𝑟 are the number of transmit 

and receive antennas in the MIMO configuration, respectively. 

The way Golden code operates is that information bitstreams 

are separated into 4 parallel streams. Each stream has bits 

packaged into log2 𝑀 bit length words and mapped onto the 

M-QAM complex signal constellation Ω𝑀 . This generates 4 M-

QAM complex symbols that are transmitted over the air after 

being transformed into the following Golden code symbols.  

Let 𝑥11, 𝑥12, 𝑥21  and 𝑥22  be the transmitted Golden Code 

symbols in which  𝑥11 =
𝛼

√5
(𝑥1 + 𝑥2𝜃)  and 𝑥12 =

𝛼

√5
(𝑥3 + 𝑥4𝜃) and 𝑥21 =

�̅�

√5
(𝑥1 + 𝑥2�̅�)  and  𝑥22 =

𝑗
�̅�

√5
(𝑥3 + 𝑥4�̅�) . The scalar parameters 𝛼, �̅�, 𝜃 and �̅�  are 

defined as follows: 𝛼 ≜ 1 + 𝑗 �̅� , �̅� ≜ 1 + 𝑗 𝜃 , 𝜃 =
1+√5

2
 and 

�̅� =
1−√5

2
. The complex M-QAM symbols are 𝑥1, 𝑥2, 𝑥3, 𝑥4 ∈

Ω𝑀 , where Ω𝑀  is an arbitrary M-QAM signal constellation. 

The average M-QAM symbol power is set to 1, 𝐸 (|𝑥𝑞|
2

) =

1, ∀𝑞 ∈ [1: 4] . Our research and results are limited to the 

square M-QAM signal constellation where 𝑀 = 22𝑛 ∀ 𝑛 ≥

1.  

 

Now we let the Golden Code transmission vector for timeslot 

𝑖, 𝑖 ∈ [1: 2] be 𝒙𝑖 = [𝑥𝑖1 𝑥𝑖2]𝑇 . Let 𝑯𝑖  be the channel matrix 

for timeslot 𝑖, 𝑖 ∈ [1: 2] , where 𝑯𝑖 ∈ ℂ𝑁𝑟×𝑁𝑡  is a fast 

frequency-flat fading wireless channel which is perfectly 

estimated at the receiver side. The fast fading implies that the 

wireless channel changes for every transmission timeslot. The 

wireless channel fading gain is Rayleigh distributed and the 

complex fading gains are independent and identically 

distributed (i.i.d) according to the complex Gaussian 

distribution ℂ𝑁(0,1). The received signal vectors for timeslot 

𝑖, 𝑖 ∈ [1: 2]  are given by 

 

                                          𝒚𝑖 = 𝑯𝑖𝒙𝑖 + 𝒏𝑖                                    (1) 

 

where 𝒚𝑖 ∈ ℂ𝑁𝑟×1  is the received signal vector for timeslot 

𝑖 and 𝒏𝑖 ∈ ℂ𝑁𝑟×1 is the noise vector for timeslot 𝑖. Each entry 

of the complex Gaussian noise vectors, 𝒏𝑖 , is distributed 

according to ℂ𝑁(0, 𝜎2) where the average noise power 𝜎2 =
𝑁𝑡

γ̅
 and γ̅ is the average SNR at each receive antenna.  

III. GOLDEN CODE SD-SDS OVERVIEW 

In [15], SD-SDS is introduced as a low complexity detection 

scheme for multiple complex symbol Golden code (MCS-GC). 

MCS-GC involves transmitting 2 or more complex M-QAM 

symbols inside a Golden code symbol over 2 or more timeslots. 

In our case, we are only dealing with the transmission of 2 M-

QAM complex symbols per Golden code symbol over 2 

timeslots. In [15], the authors propose representing the system 

model in an alternative form using 4 M-QAM symbols as the 

transmitted symbols per timeslot instead of 2 Golden code 

symbols. The Golden code Golden ratio 𝜃, together with its 

algebraic conjugate and the scalar parameters 𝛼  and �̅�  are 

represented internally within the wireless channel matrices 

based on the equivalence relation shown in (2). 

  

                               𝑯𝑖𝒙𝑖 = 𝑯𝑖 [
𝑥𝑖1

𝑥𝑖2
] = �̃�𝑖𝒖                               (2) 

            

where𝒖 = [𝑥1 𝑥2 𝑥3 𝑥4]𝑇 , �̃�1 =
1

√5
𝑯1 (

𝛼 𝛼𝜃    0 0
0 0     𝛼 𝛼𝜃

) 

and �̃�2 =
1

√5
𝑯2 (

�̅� �̅��̅�    0 0

0 0     𝑗�̅� 𝑗�̅��̅�
). Wireless channel matrix 

�̃�𝑖 ∈ ℂ𝑁𝑟×2𝑁𝑡  is the modified wireless channel matrices, for 

timeslot 1 and 2, that include the Golden code scalar 

parameters based on the equivalence relations in (2). The 

received signal vectors in (1), over timeslot 1 and 2, are 

combined using the methodology as determined in [15] to 

produce (3) 

 

                                              𝒚 = �̃�𝒖 + 𝒏                                    (3) 

 

where �̃� = [�̃�1 �̃�2]
𝑇

∈ ℂ2𝑁𝑟×2𝑁𝑡 , 𝒚 = [𝒚1 𝒚2]𝑇 ∈

ℂ2𝑁𝑟×1, and 𝒏 = [𝒏1 𝒏2]𝑻 ∈ ℂ2𝑁𝑟×1.  
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To decode the transmitted M-QAM symbols 𝑥1, 𝑥2, 𝑥3, 𝑥4 , 

SD-SDS is used based on the system model presented in (3). 

QR factorization is first performed on the modified wireless 

channel matrix �̃� such that we get (4) 

 

                                             �̃� = �̃��̃�                                            (4) 

The matrix �̃� ∈ ℂ2𝑁𝑟×2𝑁𝑟  is a unitary matrix and matrix �̃� =

[�̃�1 �̃�2]
𝑇

∈ ℂ2𝑁𝑟×2𝑁𝑡  has an upper triangular matrix �̃�1 ∈

 ℂ2𝑁𝑡×2𝑁𝑡 and also a zero matrix �̃�2 ∈ ℝ(2𝑁𝑟−2𝑁𝑡)×2𝑁𝑡 . The 

vector 𝐳 = �̃�𝐻𝒚 ∈ ℂ2𝑁𝑟×1  is the modified received signal 

vector over 2-timeslots, which is given by (5) 

 

                                       𝐳 = �̃�𝐮 + �̃�𝐻𝒏                                       (5) 

 

SD-SDS Algorithm: 

Step 1: Determine the complex M-QAM symbol estimates 

using QR-decomposition. Estimate �̂�𝑞  where 𝑞 ∈ [1: 4].  

 

�̂�𝑞 =
𝒛𝑞

�̃�𝑞,𝑞

, 𝑞 = 4 

                        �̂�𝑞 =
𝒛𝑞−∑ �̃�𝑞,𝑙∗𝑥𝑙

4
𝑙=𝑞+1

�̃�𝑞,𝑞
, ∀𝑞 ∈ [3: 1]                  (6.1). 

  

where 𝒛𝑞 is the qth scalar element stored in vector 𝒛 and �̃�𝑞,𝑞 

is the scalar element stored in the qth row and qth column of 

the matrix �̃�.  

       

Step 2: Determine the Fixed SD-IRS initial radius 

 

From [15], the initial radius is calculated based on Equation. 

(28) in [17].  

 

Step 3: Create the sorted detection subsets 

 

Using the M-QAM estimates found in (6.1), sort the M-QAM 

signal constellation order for the symbols based on the 

Euclidean distance squared as shown in (6.2) 

 

               m𝑞(i) = |x̂𝑞 − u𝑖|
2

, ∀ i ∈ [1: M], u𝑖 ∈ ΩM            (6.2). 

          

This implies that for each estimated M-QAM symbol, x̂𝑞, we 

need to find their associated sorted M-QAM symbol order of 

the 𝑀 − 1 nearest neighbours. The symbol order is found by 

sorting, in ascending order, the whole M-QAM constellation 

symbol order based on the metric in (6.2). Furthermore, 

depending on the average SNR, a subset of the sorted M-

QAM constellation symbol order is used for detection. The 

subset lengths (𝐿) are determined in [15, Table 2]. In pseudo-

code notation this is translated as follows in (6.3): 

 

                          Sq = 𝑠𝑜𝑟𝑡 (mq(i)) [1: L]                              (6.3) 

 

where Sq, ∀𝑞 ∈ [1: 4],  are the 𝐿 -dimensional sorted subsets 

used in the detection of the optimal estimated transmitted 

symbols x1, 𝑥2, x3 and 𝑥4. 

 

Step 4: Perform SD-IRS to determine candidates in 

hypersphere 

 

The lattice point candidates which are being searched for, using 

SD-IRS [17], must lie inside the hypersphere stated in (6.4) 

 

                                    ‖𝐳 − �̃�𝐮‖
F

2
≤ r2                                     (6.4)

      

where 𝑟 is the fixed initial radius determined in Step 2. The 

SDS found in Step 3 are used to search for these lattice point 

candidates that satisfy (6.4). 

IV. SD-SDS-DNN DETECTION ALGORITHM 

In this section, we train an RNN to learn how to accurately 

generate the SDS sequences determined in Step 3 of Section 

III of the SD-SDS algorithm. The RNN will act as a function 

approximator, 𝝐 = 𝑓(𝝅) , that will predict the SDS integer 

sequences, given by vector 𝝐, based on a given input vector 𝝅. 

The RNN model's objective is to be a function approximator 

that takes, as an input, any estimated M-QAM complex 

symbol from Step 1 of the SD-SDS algorithm, i.e �̂�𝑞  ∀𝑞 ∈

[1: 4], and then predict the sorted sequence of all the M-QAM 

symbols in the constellation for each estimated M-QAM 

symbol presented as an input.   

 

For the RNN architecture, we choose a unidirectional RNN 

architecture because the ordered M-QAM symbol indices 

generated in Step 3 of Section III have an association 

relationship amongst them. When an M-QAM symbol index 

is chosen as the first element in an ordered list, the indices 

chosen subsequently after that cannot include previously 

chosen indices because the indices are unique in the ordered 

list. Thus, the RNN must only remember the previously 

chosen symbol indices and avoid re-choosing them when 

coming up with the ordered integer list. This association 

relation is only in one direction as the already chosen symbol 

indices do not have knowledge of the indices that will be 

chosen in future, 

 

The RNN is trained over a wide range of SNR values with the 

estimated M-QAM complex symbols used as training inputs. 

Because we are dealing with predicting an ordered sequence 

of M-QAM symbol indices, this problem is a sequence-to-

sequence prediction problem. The various neural network 

architectures which were entertained to attempt to solve this 

sequence-to-sequence prediction problem were as follows: 
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1. GRU [11] neural network architecture 

2. LSTM [10] neural network architecture 

3. Temporal Convolutional Network (TCN) architecture 

[18] 

We found from experimentation that for our specific problem, 

the GRU yields better validation accuracy performance than 

the LSTM and TCN neural networks for modulation orders 

that are less than or equal to 16-QAM modulation. For the 64-

QAM case, we found that the LSTM performs better than the 

TCN and GRU architectures for predicting 30 sorted 

sequences of M-QAM symbol indices. For training the 

sequence-to-sequence architectures above, in the case of M-

QAM modulation, a 𝑇 × 2-dimensional input training matrix 

is created. Because the estimated complex M-QAM symbols 

experience complex fading and noise perturbations from i.i.d 

complex Gaussian processes, we train the RNN using input 

data from an arbitrary complex M-QAM symbol. We choose 

the estimated complex M-QAM symbol �̂�1 as input without 

loss of generality. Recall that the estimated M-QAM symbol 

�̂�1  is a complex number which represents the distorted M-

QAM signal amplitude and phase.  

 

It is known that an RNN only takes real numbers as an input 

and the in-phase (Real component) and quadrature (Imaginary 

component) components of the estimated complex M-QAM 

symbol �̂�1 are on the same scale. As a result, no input data 

scaling is necessary. The input matrix of the RNN is 

comprised of the real and imaginary components of the 

estimated complex M-QAM symbol �̂�1, repeated 𝑇 times, to 

form the 𝑇 × 2-dimensional input matrix shown in (7) 

 

𝝅 = [[ℜ(�̂�1), ℑ(�̂�1)]1, ⋯ , [ℜ(�̂�1), ℑ(�̂�1)]𝑇] ∈ ℝ𝑇×2           (7) 

 

The dimension size of 𝑇 is the number of timesteps in the 

RNN architecture. In our examples, we are training for 𝑇 =

4, 𝑇 = 8, 𝑇 = 16 and 𝑇 = 30 to cater for 4-QAM, 8-QAM, 

16-QAM and 64-QAM sequence-to-sequence predictions, 

respectively. We use 𝑇 = 30  for 64-QAM because of 

practical limitations of training a 𝑇 = 64 LSTM on modest 

processor units. In [15, Table 2], 30 sorted index sequences 

are sufficient for near-optimal 64-QAM BER performances 

for 10dB to 22dB SNR. Since this is supervised learning, our 

output training labels are put into ordered sequences that 

match those of the sorted M-QAM symbol indices determined 

in Step 3 of the SD-SDS algorithm for each estimated M-

QAM complex symbol. Each of the M-QAM integer symbol 

indices are converted into an 𝑀-dimensional one-hot-vector 

and added to a 𝑇-dimensional vector based on the sequence 

ordering. This then creates an output label 𝑇 × 𝑀  training 

integer matrix as shown in (8) 

 

𝜷 = [[0,0,0,1,0,0, … ,0]1 … , [0,0,0,0,0,1, … ,0]𝑇] ∈ ℤ𝑇×𝑀   (8) 

    

The real-valued input training matrix in (7) is fed into the 

RNN architecture shown in Table I. The output of the RNN is 

compared to the true output target ordered sequence matrix 

𝜷 in (8). The overall training data sample sizes for 4-QAM, 8-

QAM, 16-QAM and 64-QAM are 4000, 8000, 16000 and 

64000, respectively. The training sample is 75% of the overall 

training sample size and the remaining 25% unseen sample is 

the test sample. The RNN is trained from high SNR to low 

SNR ranges that cover the BER simulation SNR values for 

each of the modulation orders. Each M-QAM modulation 

order has its own independently trained RNN architecture 

based on Table I with the associated architecture values 𝑇 and 

𝑀 set accordingly. 𝑀 in this case is the M-QAM modulation 

order. 

 

The RNN architecture in Table I is trained to minimize the 

categorical-cross-entropy loss function using the ADAM 

optimizer [19]. For our case, we are using the Table I 

architecture for 16-QAM or lower modulation orders (𝑀 ≤

16 ) with a GRU cell and for 64-QAM ( 𝑀 = 64 ) sorted 

detection subset predictions we use the Table I architecture 

with an LSTM cell. We know from the literature that GRU 

networks perform well in predicting short sequences [11], and 

LSTM networks perform better than GRU networks in 

predicting longer sequences [10]. The pseudo-random seed 

value, learning rate and batch size hyperparameters are tuned 

using a meta-heuristic agent based Genetic algorithm [20] 

with the fitness function reliant on the validation accuracy 

metric. 

TABLE I 

RNN SORTED DETECTION SUBSET PREDICTOR ARCHITECTURE 

Layer Parameter 

Description 

Input 𝑇 × 2 input data 

dimension 

(Input Layer) (GRU or LSTM) + 

Hyperbolic Tangent 

(Return_Sequences=True) 

8 × 𝑇 units. 

BatchNormalization void 

Dropout Probability of 

0.2 

(Hidden Layer) (GRU or LSTM) + 

Hyperbolic Tangent 

(Return_Sequences=True) 

8 × 𝑇 units 

BatchNormalization void 

Dropout Probability of 

0.2 

(Output Layer) 

TimeDistributed+Dense+Softmax 

𝑀 neurons with 

𝑇 timesteps 

Batch Size=200, Learning Rate=0.00033, Seed Value=23, 

and Maximum Epochs=2000 
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The trained RNN architecture in Table I is used in the SD-

SDS algorithm in Section III to replace step 3 of the 

algorithm and this modified SD-SDS algorithm is named the 

SD-SDS-DNN. 

V. SIMULATIONS AND DISCUSSIONS 

The Monte-Carlo wireless simulation environment is setup as 

a 2 × 4  MIMO, where 𝑁𝑡 = 2  and 𝑁𝑟 = 4,  with a wireless 

channel with Rayleigh frequency-flat fast fading in which the 

channel gain changes per transmission timeslot. The wireless 

transmit and receive antennas are sufficiently spaced enough 

such that the wireless channels are de-correlated. The 

information symbol modulation orders used in the simulation 

are the 4-QAM, 8-QAM, 16-QAM and 64-QAM. The 

average power constraint for the M-QAM symbols is set to 1. 

The SD-IRS fixed initial radius probability is set to ε=0.995 

for 4-QAM, 8-QAM, 16-QAM and ε=0.9999 for 64-QAM. 

The Monte-Carlo simulation determines the BER and 

decoding latency performance, from low to higher M-QAM 

modulation orders, for the two detection algorithms SD-SDS 

and SD-SDS-DNN. The decoding latency is measured for the 

two detection algorithms under the same computer platform. 

 
Figure 1: Decoding Latency of 2 × 4 MIMO 4-QAM and 8-QAM Golden 

Code Sphere-Decoding Detection Algorithms. 

 

From Fig. 1, we can see that at high SNR, for both 4-QAM 

and 8-QAM baseband modulation, the decoding latency of 

the SD-SDS-DNN algorithm is orders of magnitude greater 

than that of the SD-SDS algorithm. This is because at high 

SNR, the search radius for the sphere-decoder is much 

smaller than at lower SNR values. The reason for a smaller 

search radius at higher SNR is because the search radius is 

directly proportional to the average noise variance [17] which 

is inversely proportional to the average SNR. The smaller the 

search radius is, the lower the number of lattice points that lie 

inside the hypersphere of the sphere-decoder [17]. The 

number of lattice points found inside the hypersphere is 

proportional to the detection complexity or latency of the 

sphere-decoding algorithm. Since the sphere-decoding 

detection latency is much lower at higher SNR, the source of 

the high detection latency for the SD-SDS-DNN algorithm is 

the propagation delay due to the RNN function approximator. 

 

At lower SNR values, the sphere-decoding latency starts to 

increase drastically because the search radius is much larger 

at lower SNR values. This increases the resultant number of 

lattice points found inside the hypersphere and hence the 

decoding latency increases. At low SNR values, the dominant 

source of the high detection latency, for SD-SDS, is the 

sphere-decoder as opposed to the closed form SDS generator 

in Step 3 of Section III. That is the reason why the decoding 

latency of the SD-SDS algorithm, at low SNR, starts to 

dramatically increase approaching that of the SD-SDS-DNN 

algorithm. 
 

If we look at Fig. 2, we see a tight BER performance between 

the SD-SDS and SD-SDS-DNN detection algorithms for 4-

QAM and 8-QAM baseband modulation. This implies that the 

RNN function approximator was able to accurately predict 

the SDS sequences for both the 4-QAM and 8-QAM 

modulation. 

 
Figure 2: BER for 2 × 4 MIMO 4-QAM and 8-QAM Golden Code Sphere-

Decoding Detection Algorithms. 

 
Figure 3: Decoding Latency of 2 × 4 MIMO 16-QAM and 64-QAM Golden 

Code Sphere-Decoder Detection Algorithms. 
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If we look at Fig. 3, we observe a similar trend to the 

detection latency results exhibited in Fig. 1. The SD-SDS 

detection latency approaches that of the SD-SDS-DNN 

algorithm at low SNR values for the same reasons advanced 

previously for the 4-QAM and 8-QAM case. What this tells 

us is that there is no detection latency difference between the 

SD-SDS and SD-SDS-DNN algorithms when the sphere-

decoder detection complexity is much greater than that of the 

SDS RNN function approximator. This implies that we can 

use the SDS RNN function approximator when we either 

have higher dimensional MIMO (𝑁𝑡 ≫ 2), which increases 

the sphere-decoder search depth and radius since 𝑟2 ∝ 𝜎2 , 

and/or when the transmitter uses very high modulation orders 

like 512-QAM or 1024-QAM. The large modulation orders 

increase the sphere-decoder search breadth. Higher sphere-

decoder search breadth or depth implies higher detection 

complexity. We also notice that at higher SNR values, for 

higher modulation orders, the detection latency gap between 

SD-SDS and SD-SDS-DNN is lower than at lower 

modulation orders. This further supports our argument that 

the SDS RNN function approximator can be used in situations 

where the sphere-decoder detection complexity is very large. 

 

Fig. 4 shows a slight loss in diversity, at high SNR, for the 

64-QAM modulation order because of the possibility of sub-

optimal Genetic Algorithm hyperparameter tuning. For 16-

QAM, the BER performance is tight between SD-SDS and 

SD-SDS-DNN and signifies that the RNN successfully 

generated accurate SDS sequences as per 4-QAM and 8-

QAM. 

 
Figure 4: BER for 2 × 4 MIMO 16-QAM and 64-QAM Golden Code 

Sphere-Decoding Detection Algorithms. 

VI. CONCLUSION 

We showcased the power of RNN and its ability in predicting 

integer sorted detection subset sequences for lower to higher 

M-QAM modulation orders. The results show that the RNN 

accurately predicted the SDS sequences for lower modulation 

orders, 𝑀 ≤ 16, but at the cost of higher detection latency at 

high SNR regions. At lower SNR regions, the detection 

latency between SD-SDS and SD-SDS-DNN was comparable. 

At higher modulation orders, 𝑀 > 16, there was a slight loss 

in diversity due to possible sub-optimal hyperparameter 

tuning. The RNN SDS technique can be used as an alternative 

in situations where the wireless transmitter uses lower 

modulation orders, 𝑀 ≤ 16, and the MIMO configuration is 

very large, 𝑖. 𝑒 𝑁𝑡 ≫ 2.  
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Abstract—A popular technology used for deploying Internet
of Things (IoT) networks is Long Range Wide Area Network
(LoRaWAN). These networks are designed for large scale de-
ployments but the Quality of Service (QoS) levels achievable
depends on the traffic volume and profile generated by the
IoT use case(s). LoRaWANs are sensitive to the presence of
downlink traffic (from a gateway to an end-device) which has
two primary sources namely acknowledgements (ACKs), and
application-based downlink traffic. This paper investigated the
impact of application-based downlink traffic on the scalability
of LoRaWANs. Simulations showed that confirmed traffic harms
the performance of uplink traffic with both being dependent on
the network packet arrival rate. The addition of application-
based downlink traffic further decreases the performance of
both unconfirmed and confirmed traffic. The packet size of
generated application-based traffic did not have a major impact
on unconfirmed traffic but larger packets did negatively influence
the performance of confirmed traffic as gateway duty cycle
limitations were reached quicker. This prevented gateways from
sending ACKs when required.

Index Terms—LPWAN, IoT, LoRaWAN

I. INTRODUCTION

The LoRa Wireless Area Network (LoRaWAN) protocol
has found favour with the Internet of Things (IoT) community
due to its ability to provide city-wide coverage with only a few
gateways [1]. This Low Power Wide Area Network (LPWAN)
technology operates in the unlicensed Industrial, Scientific and
Medical (ISM) bands and offers support for a variety of IoT
use cases [2], [3].

A network’s ability to support a large number of devices
is dependant on overall traffic volumes with Downlink (DL)
traffic (packets from a gateway to an end-device) having
a large impact on scalability [4], [5]. Most IoT use cases
generate mainly Uplink (UL) traffic (end-device to gateway)
and thus the protocol was optimised to handle large volumes
of this type of traffic.

LoRaWAN gateways are half-duplex, meaning that they
cannot transmit and receive simultaneously. As a result, a
gateway will miss uplink transmissions whilst it is sending
any downlink traffic.

DL traffic is generated by three sources: network adminis-
tration, sending of Acknowledgements (ACKs) to end-devices
and messages to the end-device generated by the application

server. The first source is unavoidable and consists of Medium
Access Control (MAC) commands being exchanged between
the Network Server (NS) and the MAC layer of an end-
device [6]. The second source is dependent on whether any
end-devices are configured to require ACKs for their uplink
packets. The third source is the focus of this paper and
consists of data that must be sent, potentially periodically,
to applications on end-devices due to the IoT use case the
network was deployed for.

In general, LoRaWAN research focuses on uplink only
networks or the study of ACKs. Attention to the impact
of application-based downlink traffic was however given in
[7] and [4] which found that DL application traffic harms
especially the success of confirmed UL traffic.

The work presented here seeks to further explore the impact
of application-based downlink traffic on network performance
as well as determine the factors that cause network perfor-
mance to suffer. In small networks, the presence of downlink
traffic is not an issue as gateway Duty Cycle (DC) restrictions
are not easily reached. This paper thus focuses on the impact
that this type of downlink traffic has on congested networks,
i.e. large networks with high traffic volumes.

The paper is organised as follows. Related works are
discussed in Section II, and a background on LoRaWANs are
provided in Section III. Information on the simulator used and
the scenario examined are given in Section IV. Results and
discussions can be found in Section V. Finally, a conclusion
is presented in Section VI.

II. RELATED WORK

A scalability analysis of LoRaWANs was conducted in [4]
for which an ns-3 module was developed. Matlab simulations
were first conducted to develop an error model for the Long
Range (LoRa) physical layer of these networks with simu-
lations conducted with one, two and four gateway networks.
Only one upstream channel was enabled for end-devices with
end-devices sending eight byte payloads.

Analysis of simulations showed that the main cause of
unconfirmed traffic not being delivered was collisions caused
by the gateway already receiving a packet using the same data
rate. The researchers noted that the packet delivery ratio of
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confirmed traffic is not always higher than unconfirmed traffic
as at higher traffic loads the gateway cannot transmit an ACK
due to DC restrictions [4].

Application-based downlink data was investigated with
eight bytes being sent, on average, either every ten or hundred
upstream packets. As expected, the presence of application
traffic negatively impacts the performance of confirmed traffic
as the probability of conflict for a gateway’s limited resources
for downlink transmissions is increased. Unconfirmed traffic
had an increase in transmissions that were not received, due
to the gateway sending increased transmissions. Deploying
more gateways was an effective solution as downlink respon-
sibilities could be shared amongst them, allowing gateways
to spend more time in receiving mode [4].

The impact of downlink traffic was also examined in
[7] through the creation of LoRaWANSim. The impact of
application downlink only, a percentage of device requiring
ACKs and the combination of these two factors were studied.

Simulations of large networks showed that a gateway is
often not able to transmit downlink packets due to DC
restrictions. Furthermore, end-devices are recommended to
switch to lower data rates when retrying confirmed messages.
This will result in the corresponding ACK being sent at a
lower data rate than was required by the distance between the
gateway and the end-device, increasing the time on air of the
response unnecessarily [7].

The authors also note that the optimum number of trans-
missions allowed (NbTrans) depends on the balance between
a network’s traffic load and energy consumption [7].

III. BACKGROUND

LoRaWAN is an open MAC protocol developed by the
LoRa Alliance for use with the LoRa physical layer em-
ploying a novel Chirp Spread Spectrum (CSS) modulation
technique. LoRa enables these networks to have large link
budgets with communication range dependent on several pa-
rameters such as Spreading Factor (SF), Bandwidth (BW) and
Coding Rate (CR). The LoRaWAN protocol defines several
Data Rates (DRs) which are combinations of these parameters
and offers a trade-off between range, energy consumption and
bit rate.

Due to a LoRaWAN gateway’s multiple receiver paths, an
SX1301 chip has eight, a gateway could potentially lose more
than one uplink as any ongoing receptions will be aborted [4].

The LoRaWAN protocol offers three devices classes to
accommodate different types of applications. Class A end-
devices (the most common) will open two receive windows
after sending a transmission. The gateway must send any
scheduled downlink traffic, such as an ACK, in one of these
two windows and would have to wait for the next uplink
from this device if it was unable to do so. An end-device
will retransmit a packet that requires confirmation if an ACK
was not received and the maximum number of transmissions
(NbTrans) has not yet been reached [6].

The first receive window is opened at the same frequency
and, by default, at the same DR as the last uplink whilst
the second window is opened at a fixed frequency and the
lowest DR [8]. As a result, the first window is the preferred
option as it is probable that a high DR can be used which
minimises the duration of downlink transmissions. For both
windows, duty cycles will apply to the sub-band used for
downlink transmissions and could force a gateway to either
have to use the second window or be unable to transmit at
all.

The protocol does allow the data rate used by the sec-
ond window to be changed using the RXParamSetupReq
MAC command. Researchers have suggested that the protocol
should not use the lowest DR as the default value as the use of
the second window is more likely the result of DC restrictions
rather than low link quality [4], [9].

LoRaWANs operate with a star-of-star topology with gate-
ways forwarding packets to a central NS. This server is
responsible for managing devices and is a two-way portal
between an application server and the applications running
on end-devices.

Supporting downlink traffic allows the LoRaWAN protocol
to support a wide range of IoT use cases with unique Quality
of Service (QoS) requirements [2], [5]. This allows not only
acknowledgements to be sent for important data packets in
use cases such as smart metering but also for position update
requests to be sent in vehicle fleet tracking applications [10].
Additional application-based downlink traffic can occur when
devices need to alerted that an event occurred or when updates
to application parameters such as the sampling interval are
required [4].

IV. SIMULATION SETUP AND SCENARIO

This work was conducted by adding support for
application-based downlink unconfirmed traffic to the popular
open-source ns-3 module LoRaWAN [11]. This simulator
was chosen as it has been well-documented [12] and already
supported downlink traffic in the form of ACKs [13].

The chosen simulation scenario is that of a single Gateway
(GW) servicing 1200 end-devices who periodically generate
packets with an equal period but with a random initial delay
in the first period. This allows a simulation to target a
specific overall network arrival rate (in packets per second)
as results are presented for a range of traffic volumes. The
network was configured for the European region and only
uses the default channels. SF assignment was disabled and
the module’s SetSpreadingFactorsUp function allocated an
optimum SF for each device based on distance. Results were
gathered by averaging over 20 simulations using the “sem”
framework for managing ns-3 simulation campaigns [14].

End-devices were configured to generate packets with an
initial size of 10 Bytes to which a random additional value
between 2 to 8 bytes was added. This was done so that simu-
lations reflect a network in which not all devices necessarily
send identical data. Devices only send unconfirmed traffic
except in some simulations where 15 % percentage of devices
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were chosen to rather only send confirmed traffic. Every time
the NS received 5 uplink packets from a device, the applica-
tion server would send the device a packet containing either
10 or 45 bytes of application data. These downlink packets
were sent as unconfirmed downlinks (no ACK required from
end-device).

An adaptation of the methods given in [15] was used to
calculate performance metrics. With unconfirmed traffic, a
packet was considered successful if it was received by a GW
who forwarded it to the NS. Confirmed packet success has
two elements namely whether the uplink packet was received
successfully and the second being if the corresponding ACK
was received by the end-device. As a result, a network’s
uplink performance could only be measured by examining
unconfirmed traffic or by also measuring if confirmed packets
were received.

For this work the two performance metrics used were:

• Confirmed Packet Success Ratio (CPSR): the probability
that a confirmed uplink packet was received by a gateway
and that the corresponding ACK was received by the end-
device.

• Uplink Packet Ratio (ULPDR): the probability that an
uplink unconfirmed packet was successfully received.
Confirmed traffic is thus excluded (unlike the case in
[15]).

The impact of application-based downlink traffic can only
be seen in networks in which these additional transmissions
have a measurable effect. A network must thus have sufficient
traffic volumes so that uplink packets will be missed due to the
half-duplex nature of GWs. Experimentation has shown that
this volume is reached when packet arrival rates (λ) exceed
10−2 packets per second. Numpy’s logspace function was
used to generated arrival rates spaced evenly on a log scale. A
summary of the simulation parameters as well as other details
on simulation methodology is provided in Table I.

TABLE I
SIMULATOR PARAMETERS IN A “LORAWAN” MODULE SCRIPT.

Variable Interval
Number of EDs 1200
Number of GWs 1
Radius (m) 6300,
Base packet size (Bytes) 10
Random element (Bytes) [2, ..., 8]
Application downlink packet size (Bytes) [10, 45]
Percentage of devices using confirmed traffic (%) [0, 15]
Interval between application downlink packets 5 received
Simulation duration 50 periods
Realistic Channel Model used? (realisticChannelModel) False
Number of Transmissions (NbTrans) 1

V. RESULTS AND DISCUSSION

Simulations were conducted to first investigate the impact
of downlink traffic generated by ACKs before moving on to
examining the impact of adding application-based traffic.
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Fig. 1. Performance impact of adding confirmed traffic, examined over
several arrival rates. Note that different y-axis were used.

A. Impact of Acknowledgements

Fig. 1 shows the impact of confirmed traffic on the success
ratio of unconfirmed packets. The impact is minimal at low
arrival rates but increases sharply as an increasing amount of
uplink transmissions are missed due to gateway transmissions.

Simulations were conducted with NbTrans equal to one,
and as a result, the performance of confirmed traffic drops
sharply at arrival rates greater than 10−1. At these arrival
rates, the gateway is frequently unable to transmit ACKs,
due to DC restrictions. Devices are restricted to only one
uplink transmission and thus their packets are recorded as
unsuccessful.

B. Impact of various downlink application sizes

A decrease in the performance of unconfirmed and con-
firmed traffic due to application-based downlink traffic can
be seen in Fig. 2. Note that the minor differences between 10
and 45 bytes in the case of zero application-based downlinks
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Fig. 2. Performance of the network when sending either 10 B or 45 B of
application-based downlink packets for every 5 received uploads.

is due to variations in the distances between devices and the
gateway between simulation runs. Averaging over a higher
amount of simulations would further decrease this difference
at the expense of requiring additional computational time.

For unconfirmed traffic only networks, downlink applica-
tion packets in low arrival rate networks result in a minor
decrease in performance as downlink transmissions remain
infrequent. At higher arrival rates, uplink transmissions are
increasingly lost due to gateway transmissions, i.e. less time
being spend in receiving mode.

The addition of application-based downlink traffic results in
a negative impact for both unconfirmed and confirmed traffic
in the case of a network with 15% confirmed traffic. The
NS will combine any pending application-downlink data with
an ACK (if required) into one downlink packet scheduled
for either the first or the second receive window. The first
window would be preferred, as the packet is sent using the
same data rate as the previous uplink packet. If no window

is available, due to DC restrictions on either option’s sub-
channels, no transmission will be made and the uplink packet
would be recorded as a failure if it was a packet that required
confirmation.

The size of the data generated by the application server
did not have a significant impact on ULPDR but did have
a larger impact on the network’s CPSR. Larger payloads
require longer transmission times and result in DC restrictions
being reached quicker. This can result in the gateway being
forced to use window two as window one’s subband is DC
restricted. The use of window two is not ideal as for example,
transmitting 45 bytes using SF12 (the lowest data rate) takes
2.6 s compared to only 113 ms using SF7 (the fast data rate).
This will occur if the first window is unavailable or if the
device was a considerable distance from the gateway and was
thus required to use SF12 for all uplinks and downlinks.

Once a gateway has reached the DC restrictions in one or
more sub-bands it would be unable to send some/all downlink
traffic, allowing it to successfully receive more uplink traffic.
This situation boosts the performance of ULPDR as packets
are less likely to be lost due to gateway transmissions [16].

C. Examining the cause of packet loss

To better understand the decreases in performance, the
causes of packet loss was plotted in Fig. 3. In the unconfirmed
only network, higher arrival rates correspond to an increase
in packets interfering with one another. Introducing downlink
traffic in such a network causes uplink packets to be lost
due to gateway transmissions even at low arrival rates. A
reduction in packets being lost due to interference occurs at
higher arrival rates, due to packets now rather being lost due
to gateway transmissions.

In the 15% confirmed network’s case, uplink packets are
lost regardless of application downlink traffic due to the
transmission of ACKs. The addition of application traffic
increases packets lost due to increased transmissions with
some packets still being lost due to interference. Larger
application payloads result in more packets being lost due
to their transmission at low arrival rates. At higher arrival
rates, 10 byte payloads cause more packet losses compared
to 45 byte payloads. This reversal is caused by the fact that the
longer transmission times (for 45 bytes) cause DC restrictions
to be reached earlier, resulting in the gateway transmitting
fewer packets. This ultimately causes fewer packets to be lost
due to transmissions.

Excessive downlink application traffic impacts the network
as a whole as it impacts the sending of ACKs as well as
other downlink messages required by the protocol such as
LinkADRReqs.
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Fig. 3. The causes of packet loss in networks with application-based
downlink traffic.

VI. CONCLUSION

This paper explored the performance impact of application-
based downlink traffic in LoRaWANs. It was found that its
impact was larger on confirmed traffic than unconfirmed as
the additional downlink transmissions cause gateways to reach
their DC restrictions sooner, thus limiting the time available
for ACK transmissions. Unconfirmed traffic is still impacted,
as packets are lost due to gateway transmissions resulting in
gateways spending less time in receiving mode. The size of the
application data does not significantly influence the reduction
for ULPDR but for CPSR the larger packets further increase
the airtime used by downlink transmissions.

In the future, this work could be expanded by investigating
ways to reduce the negative impact of application-based

downlink traffic. One suggestion is that the second receive
window rather uses the same data rate as window one or a
data rate derived from the most recently received packet’s
data rate. This would ease the impact of DL traffic on DC
restrictions whilst still compensating for far away devices.
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Abstract—This paper explores the use of an ad-hoc wireless
sensor network in a vineyard-based environment to increase the
effective range of sensor nodes without the use of high power
communication techniques. Physical sensor and gateway nodes
were developed in order to test the use of an adapted AODV
routing protocol in a wireless sensor network. The network was
deployed to a vineyard environment where the effectiveness of
the strategy was evaluated based on the ability of the network
to self-configure. First tests indicate that the protocol performs
sufficiently well to be used in vineyard environments for data
collection. We conclude that an ad-hoc sensor network is a
feasible approach to low-power sensing over wide areas, as
required for precision viticulture.

Index Terms—Ad-hoc Networking, Wireless Sensor Networks,
Short-Range Communication, Low-Power Operation, Vineyard
Monitoring, Precision Agriculture

I. INTRODUCTION

The collection and analysis of vineyard telemetry data
can significantly contribute to viticultural efficiency and pro-
ductivity. Such telemetry data can, for example, be used to
increase the quality and amount of grapes produced in a
vineyard, while at the same time minimising the risk of waste-
ful operations. This can contribute to increased efficiency by
reducing the cost of production and increasing environmental
sustainability [1]. Thus, an improvement in the effectiveness
and ease of collecting such telemetry data will have a direct
impact on the efficiency of the vineyard and allow methods
of precision agriculture to be implemented.

Precision agriculture refers to the use of technology to
make farming as efficient as possible by means of exact mea-
surement. Generally, this is achieved by breaking farmland
into smaller manageable sections, and then obtaining precise
and continuous measurement data for each section. This
allows for the determination of, for example, the variability
in inter and intra-field condition of the plants and soil. If
the exact conditions of every square meter of soil and every
plant were known, the farmer could locally apply precisely the
right quantity of water or fertiliser, thereby reducing waste and
improving the quality of the produce. By using technology to
virtually divide large areas of land into much smaller sections,
the farmer is given far greater control over the crop. In the
long term, this technology will also allow the collection and
subsequent analysis of large sets of data, revealing trends that
can be exploited for even more efficient farming and improved
decision making [2].

Since these advances depend on the collection of telemetry
data from the vineyards, a means must be developed to allow
such data collection to be set up quickly, easily, at manageable
cost and with reliable results. Currently, farmers must operate
either without such data collection methods (especially in the
case of small scale farms) or must use very labour-intensive
approaches, such as on-site manual measurement and data
collection. Where farmers have tried to deploy more advanced
data collection methods, they have frequently been frustrated
by the failure of traditional communication techniques. This
could, for example, be due to a lack of cellular signal for
GSM ( Global System for Mobile Communications) enabled
nodes or power usage demands which cannot be met due
to a lack of grid-tied power, especially when using high
power communication techniques such as satellite or GSM.
Other difficulties arise in vineyards which are situated in
mountainous or hilly landscapes, where direct line-of-sight
between sensor nodes in a network is difficult.

On-the-go data collection is employed in situations where
wireless sensor networks are not easily implemented. A rel-
atively inexpensive data collection technique, on-the-go data
collection is based on a sensor attached to pre-existing mobile
farming equipment, and where the data is collected while the
equipment is in use. Examples include sensors attached to
tractors or irrigation systems [3]. A limitation associated with
on-the-go sensors is that the equipment it is attached to has
to be in use for data to be collected and that the data usually
has to be manually retrieved by the farmer.

Many of these limitations can be overcome by using ad-
hoc wireless sensor networks that use low power, short-
range communication techniques in conjunction with in-situ
environmental, soil and plant sensors. Ad-hoc networks are
especially useful because it is not necessary to configure each
sensor node individually. Low-power designs allow the nodes
to be battery-powered, and can thus be placed anywhere in
a vineyard. The use of short-range communication requires
sensor nodes to communicate with their nearest neighbours,
and automatically discover routes to a gateway node without
manual intervention. This approach offers a practically fea-
sible means of setting up a data collection system that can
provide autonomously gathered real-time data to the farmer.

This paper will explore the design and implementation
of such a low-power ad-hoc vineyard based wireless sensor
network. A description of the network setup will be followed
by the hardware design and implementation of the sensors.
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This is followed by a description of the network protocol used.
Finally, the results of the first practical test will be presented.

II. HARDWARE IMPLEMENTATION

Our sensor nodes consist of an MSP432p401r micropro-
cessor (MCU) attached to several sensors and peripherals [4].
The use of an ultra-low-power processor allows the nodes to
be battery-powered for extended periods.

Peripherals include a low-power RFM95W LoRa radio
module, operating in the 868MHz frequency band [5]. This
radio module is responsible for all inter-node communication.

Every node also includes a low-power Adafruit PA101D
GPS (Global Positioning System) module [6]. This mod-
ule supports multiple positioning systems, including GPS,
GLONASS, GALILEO and QZSS. Besides providing each
node with positional data, the most important function of
the GPS module is to provide a stable, shared time base
to all nodes. The accurate pulse-per-second signal, which
commences when a positional lock is established, allows the
MCU to synchronise its onboard real-time clock (RTC). This
is critical to the operation of the network, as will be discussed
in Section V.

To enable data transfer to cloud storage from the sensor
network, the root node includes a GSM module based on
the GL865-Quad [7]. The GSM module allows the gateway
sensor node to periodically establish an HTTP connection to
a web server and upload all received telemetry data.

Each node also includes a low-power BME280 temper-
ature, pressure and humidity sensor. This integrated device
simplifies the hardware design by avoiding the need for
multiple separate sensors. For light intensity measurement,
the MAX44009 light sensor is included, and to measure the
volumetric water content of the soil, the EC-5 soil probe is
used.

Lithium polymer (LiPo) batteries provide power to the
nodes. This type of battery offers a high energy density and
reliability. To regulate the voltage provided by the battery, a
DC-DC regulator circuit was designed around the TPS63001
buck-boost converter [8].

All components were housed in an IP65 rated ABS enclo-
sure to provide environmental protection and allow continuous
operation in a vineyard, shown in Figure 1.

In the current prototype, the data collected by the network
is uploaded to a web server running on a Raspberry Pi using
the REST API.

Fig. 1. Node hardware in enclosure.

III. NETWORK SETUP

Our sensor network consists of a mixture of edge nodes
(nodes containing telemetry sensors) and gateway nodes
(nodes that receive telemetry data from edge nodes). Edge
nodes and gateway nodes have identical hardware, with the
exception of the inclusion of the GSM module on the gateway
nodes. The advantage of using the same underlying architec-
ture for both node types is that it simplifies the maintenance
of the hardware and makes it easy to increase the number of
gateway nodes by simply adding a GSM module to an edge
node.

Edge nodes primarily operate in a sleep state to conserve
power. They are programmed to wake up periodically to
collect telemetry data and to initiate a data transfer to a
gateway node. Edge nodes also act as routing nodes when the
need arises, for instance when there is no direct connection
between an edge node and a gateway node. The network
protocol will be discussed in greater detail in Section V.

In the current prototype, only a single gateway node is
used. However, the network allows for the addition of multiple
gateway nodes with no modification to the MAC or network
layer protocols.

IV. MAC LAYER IMPLEMENTATION

A. S-MAC

The MAC (Medium Access Control) layer protocol used by
our network is an adaptation of the S-MAC protocol. S-MAC
is specifically designed to reduce the power consumption of a
wireless sensor network. It has been shown to perform well in
situations where nodes have single tasks, are deployed in an
ad-hoc fashion and where nodes spend most of their time in
an inactive or sleep state [9]. The implemented protocol uses
the GPS pulse-per-second signal to synchronise all network
node in time. The nodes can then use time slots to synchronise
communication. The use of time slots reduces the chance of
message collisions on a shared communication medium. How-
ever, the main reason for the use of a time-slotted approach is
to reduce node energy consumption. Careful synchronisation
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TABLE I
DATAGRAM FORMAT

Data Header Data Network Statistics Total

Size (Bytes) 10 46 17 73

TABLE II
DATAGRAM HEADER FORMAT

Next

Hop

Local

Source

Network

Source

Network

Destination

Hop

Count

Tx

Slot

Current

Slot

Message

Type

# Bytes 1 1 1 1 1 2 2 1

allows nodes to bring the onboard radio module out of its
sleep state only within a specified time slot.

The implemented MAC protocol borrows a few key tech-
niques from the S-MAC protocol. Neighbouring nodes share
their transmission time slots, eliminating the need for nodes to
listen to the shared communication channel in every time slot.
Thus nodes can remain in a sleep state while not in their own,
or a neighbouring node’s, data transmission time slot. Another
borrowed feature is that nodes will place their radio modules
in a sleep state when overhearing a data message for which
they are not the intended recipient. This happens when a
node listens to the shared communication channel, expecting a
message, but overhears a message with a different destination.
It can then conserve power by entering a sleep state for the
rest of the transaction. Synchronised global transmission time
slots are used to allow the nodes of the network to perform
the initial routing setup when there are no known routes or
neighbours.

B. Datagram Structure

Messages sent using the MAC protocol consist of a header,
followed by a data section and ended with a network statistics
section as seen in Table I. The message header contains
information about the route the packet is on, how many hops
it has gone through, information about the sending node’s
transmission slot and current slot as well as a message type
flag. The message type flag indicates to the receiving node
how to interpret the data contained in the data section of the
message. Finally, the network statistics section of the message
is used only to analyse the performance of the network and
is not necessary for network operation.

The message header structure is illustrated in Table II. The
Next Hop byte contains the ID (Identification) of the next
node along the route to the destination node, whose ID is
contained in the Network Destination byte. The Local Source
byte contains the ID of the node from which the message was
most recently passed, while the Network Source byte contains
the ID of the node from which the message originated. The
two source ID’s will be the same at the start of the lifecycle of
a message, when it is generated. The TX (Transmission) Slot
contains two bytes that indicate the transmission slot number
of the local source node, while the Current Slot contains two
bytes which indicate to the receiving node in which slot the
message was sent by the local source node. This information
is used to ensure that the network remains synchronised.

The data section of the message can be interpreted in one
of three ways, depending on the value of the Message Type
byte in the message header. First, it can be interpreted as
telemetry data, thus containing all the sensor data dispatched
by the source node. Second, the data can be interpreted as a
route request and thirdly a route reply. The route reply and
route request messages will be further discussed in Section V.

V. NETWORK PROTOCOL

A. AODV

AODV (Ad-hoc On-Demand Distance Vector Routing) was
used to achieve routing within our network [10]. The advan-
tages of AODV include loop-free route discovery, quick repair
of broken links, and avoiding the need for individual nodes to
store information about the entire network. AODV makes use
of route request (RREQ) and route reply (RREP) messages
to establish paths within the network. A node wanting to find
a route to another node (in this implementation a gateway
node), will broadcast an RREQ packet to all its neighbouring
nodes, (A neighbouring node is classified as any node that can
receive a radio message from the specified node). The nodes
that receive the RREQ will check to see whether they have a
valid and up-to-date route to the destination node. If they do,
they unicast an RREP packet back to the source node. If they
do not, they rebroadcast the RREQ to all of their neighbours,
and store reverse-path information indicating the way to the
source node if an RREP packet is later received. Once the
RREQ packet reaches its destination, or reaches a node that
knows a valid route to the destination, an RREP packet is
unicast back to the source node along the reverse path stored
by each of the intermediate nodes along which the RREQ
had travelled. Each of these nodes in turn set up forward path
information to the destination node. Each node along the path
from the source node to the destination node will now have
a route to the destination node.

B. AODV Modifications

Some simplification to the AODV protocol is possible
based on the needs of the overall system. Gateway nodes
will never have to initiate a route discovery, and will only
receive data from edge nodes. Edge nodes only need to
store routes to gateway nodes, and not to other edge nodes,
as an edge node will never be the final destination of a
data message. Nodes must however store information about
all of their neighbours, including their TX slots and their
ID. This is because a node will not know whether it is an
intermediate node along a route from another edge node to a
gateway node until it receives a data message that needs to
be forwarded along the route. When an edge node initiates
a data transfer to a gateway node, it will look up the route
to the gateway node in its routing table, and then send the
message in the appropriate transmission slot. The source
node will wait for an acknowledgement message from the
node on the next hop along the route, and will then assume
the message has successfully been sent. This eliminates the
need for acknowledgement messages to be routed back from
the destination gateway node. If an acknowledgement is not
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received from the next-hop node, the transaction will be re-
attempted in the next available global transmission slot. This
is repeated until either an acknowledgement is received or
the maximum number of permitted retries per message has
been reached. Once this maximum is reached, a dead route
is assumed and deleted from the sending nodes routing table.
Then, a new route discovery sequence is initiated.

Each route recorded by an edge node has an associated
expiration timer. The route will have to be checked by the
edge node when the timer expires to ensure that the route is
still active. The use of an expiration timer on a route allows
the quick discovery of broken routes. The edge node updates
its routing information by sending out a new RREQ with
which to discover a new route to the gateway node.

VI. EXPERIMENTAL SETUP

For initial testing, several statistics regarding the perfor-
mance of the sensor network were collected. These include the
number of times a node had to initiate a route discovery, the
message overhead that is required for successful data transfer
from an edge node to a gateway node, and the time it takes
a node to discover a route to a gateway node.

In our experiments the nodes are configured to collect
and transmit sensor data once every twenty minutes, as the
environmental data does not change rapidly. The gateway
node will thus attempt to upload the data collected by all
nodes at the start of the twenty-minute window. This is to
reduce the risk of a node sending a data message during the
GSM upload. If the GSM upload fails, the gateway will store
the data messages that have not been uploaded, and retry the
upload halfway through the twenty-minute window. Each of
the GSM upload slots is limited to a maximum of one minute,
to reduce the chance of messages arriving during the upload.
When the gateway is in the process of uploading GSM data, it
is unable to receive any messages over the radio channel due
to the processor not being able to service both modules at the
same time. This can be overcome in future by implementing
a dedicated co-processor for the GSM communication.

A total of five nodes were installed in a hillside vineyard
in Stellenbosch, South Africa. They were arranged in a star
configuration so that each node can see the gateway node. The
node placement is shown in Figure 2. This was done to test the
loop-free nature of the routing protocol, as it is still possible
for neighbouring nodes to respond to RREQ messages even
if the node doing the route request has direct contact with the
gateway node.

The gateway node was installed and activated first, after
which the remaining nodes were enabled one by one. After a
node is powered on, it waits for a GPS lock to synchronise
the onboard RTC. Once the RTC is initialised, nodes will start
the route discovery process. In each global transmission slot
(global transmission slots are open every 10 seconds), each
node is given a 20% chance to send an RREQ, if no routes to
the gateway node are known, otherwise, if at least one route to
the gateway is known, the edge nodes will listen in the global
transmission slot. This is to reduce congestion at the start of

Fig. 2. Node placement in the vineyard.

the network’s life, or when multiple nodes are activated and
start the route discovery process at the same time.

After the nodes were installed this way, they were left for
48 hours to both record vineyard telemetry and to monitor
the stability of the network by means of the data that was
uploaded to the webserver.

VII. EXPERIMENTAL RESULTS

A. Initial Observations

As expected, it was found that the nodes that were activated
directly after the gateway node found routes to the gateway
node quickly and with a small number of RREQ messages.
For example, The first node to be activated after the gateway
(Node AB) found a route in 21 seconds with only 1 RREQ
message. The second node (node DE) to be activated found a
route to the gateway node after 31 seconds, also using a single
RREQ. The remaining two nodes experienced the situation
described below.

In situations where two edge nodes can both see the
gateway, but one has a much stronger link to the gateway
than the other, a direct route to the gateway is not always
found. For example, for nodes AB and BC in Figure 2, AB
sends an RREQ that is serviced with an RREP by both the
gateway node and BC. Due to the capture effect present in
LoRa demodulation, the source node AB would often only
hear the stronger RREP from BC. This would cause AB to
set up a route to the gateway node through node BC. This
situation causes unnecessary traffic on the network, since a
direct route to the gateway is in fact possible. To address
this, a priority system was introduced, where all nodes other
than gateway nodes would perform a brief carrier sense on
the channel before sending an RREP. This allows the gateway
node to always send an RREP first if it is in range.

Another addition that improved the route discovery rate of
the network, is the introduction of periodic HELLO messages
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sent out by the gateway node. When an edge node receives
a HELLO message and does not yet know a route to the
gateway, it can add a route to its routing table. The edge
node that received the HELLO message then does not have
to initiate a route discovery. It also further prevented the
situation described above, because when a node hears a
HELLO message from the root, it can replace any other route
to the gateway node with a direct link, if the node had stored
a previously inefficient route.

Another situation that led to incorrect or inefficient routing
data, was the hidden node problem. In this situation, two
nodes hear an RREQ and both respond to it with an RREP.
However, the two nodes are not able to hear each other. This
can cause the source node to receive incorrect routing data.

B. Network Results

After the changes mentioned above, all nodes were reset.
The network performed noticeably better, with all edge nodes
now finding the most direct route to the gateway node. A
summary of the initial route discovery statistics is shown in
Table III. Each edge node required only a single RREQ to
discover a route to the gateway node, except for node BC.
This node heard a HELLO message before it began route
discovery and therefore did not have to perform this sequence.
The gateway node sent out three RREQ messages, further
confirming that it received each of the RREQ messages.

After the initial discovery, the edge nodes sent telemetry
data to the gateway node once in every twenty-minute time
window. The expiration time on routes was set to sixty
minutes and did not reset even when a data message was
successfully sent. This was done to test the situation where a
node has to rediscover a route to the gateway node. This was
found to occur successfully.

After 10 hours of operation, during which edge nodes
performed route discovery every hour, the edge nodes had sent
131 data messages to the gateway, and 148 messages in total.
This demonstrates that even with the artificially high incidence
of broken links precipitated by not resetting the expiration
timers the network protocol overhead was only 12.9%. The
148 messages were sent within a single one second time slot
each, with 3540 global transmission slots available in the same
10 hour period. It is clear that with only 4 edge nodes and
one gateway node, the network is far from capacity.

C. GSM Upload

During the testing period, we observed that it took the
gateway node required up to 46 seconds to upload the five
stored messages to the webserver. This delay occurs because
the GSM module has to perform one push request to the
web server for each message, and response time from the
webserver is dependent on multiple uncontrollable factors.
Thus, the blocking nature of the GSM uploads is a key
limitation in the number of edge nodes a gateway node can
accommodate in the current implementation.

TABLE III
STATISTIC GATHERED DURING NETWORK INITIAL ROUTE DISCOVERY

ID AB BC CD DE
RSSI -91 -79 -81 -65
# RREQ
To Route 1 0 1 1

Time To
Route 21 42 82 32

VIII. CONCLUSION AND IMPROVEMENTS

We have presented the design of an ad-hoc sensor network
intended for real-time viticultural monitoring that uses an
adapted AODV routing protocol to allow easy installation
without prior configuration. Once placed in the vineyard and
enabled, nodes independently discover routes to the gateway
node quickly and without excessive routing overhead. The
telemetry data that was gathered by each node was success-
fully sent to the gateway node and uploaded to a web server,
where it could be viewed on a dashboard [11].

The upload of data using the GSM module could be
improved by better scheduling to avoid the transmission slots
of neighbouring nodes, or by offloading the task to a dedicated
co-processor to avoid blocking any inter-node data traffic.

The network can be improved by adding additional priority
levels to nodes during the route discovery process, where
nodes that are closer to the gateway node (and therefore have
routes with fewer hops), have a higher priority in sending
RREP messages back along a path to a source node that
initiated an RREQ. Nodes with a higher priority would then
have to perform carrier sensing on the channel for a shorter
duration of time compared to nodes with lower priority levels,
allowing them to transmit RREP messages sooner.

ACKNOWLEDGEMENT

We thank Albert Strever and Talitha Venter for arranging
access to the test vineyard. This research was supported by
the Wine Industry Network of Expertise and Technology
(Winetech). We thank Telkom South Africa and the LIRIMA
Agrinet project for additional support.

REFERENCES

[1] A. Modawal, The Softweb Solutions Website, [Online]. Available:
https://www.softwebsolutions.com/resources/vineyard-management-
system.html.

[2] S. Marios and J. Georgiou, “Precision agriculture: Challenges in sensors
and electronics for real-time soil and plant monitoring,” in Proc. IEEE
Biomedical Circuits and Systems Conference (BioCAS), 2017, pp. 1–4.

[3] V. Adamchuk, J. Hummel, M. Morgan, and S. Upadhyaya, “On-the-go
soil sensors for precision agriculture,” Computers and Electronics in
Agriculture, vol. 44, no. 1, pp. 71–91, 2004.

[4] “MSP432p401r Product Page,” Texas Instruments, [Online]. Available:
https://www.ti.com/tool/MSP-EXP432P401R.

[5] “RFM95W Datasheet,” HopeRF, [Online]. Available:
https://www.hoperf.com/modules/lora/RFM95.html.

[6] “Adafruit Mini GPS Module,” Adafruit, [Online]. Available:
https://www.adafruit.com/product/4415.

[7] “GSM-Click Product Page,” MikroElektronika, [Online]. Available:
https://www.mikroe.com/gsm-click.

[8] “TPS63001 Datasheet,” Texas Intruments, [Online]. Available:
https://www.ti.com/product/TPS63001.

Southern Africa Telecommunication Networks and Applications Conference (SATNAC) 2021 Page 299



[9] W. Ye, J. Heidemann, and D. Estrin, “An energy-efficient mac protocol
for wireless sensor networks,” in Proc.Twenty-First Annual Joint Con-
ference of the IEEE Computer and Communications Societies, vol. 3,
2002, pp. 1567–1576 vol.3.

[10] C. Perkins and E. Royer, “Ad-hoc on-demand distance vector routing,”
in Proc. Second IEEE Workshop on Mobile Computing Systems and
Applications (WMCSA), 1999, pp. 90–100.

[11] “ThingsBoard — Dashboard.” [Online]. Available: http://meesters.
ddns.net:8008/dashboard/a30f57f0-7d8b-11eb-9466-61843e0f4458?
publicId=d7ab0d20-c43e-11eb-b1dd-0d4d650070a1

Nicholas Nell is currently a postgraduate research student at Stellenbosch
University. He completed his undergraduate engineering degree at Stellen-
bosch University in 2019 and is currently studying the design of ad-hoc sensor
networks for viticultural monitoring. His research interests include routing
protocols, wireless sensor networks, and embedded software development.

Page 300 Southern Africa Telecommunication Networks and Applications Conference (SATNAC) 2021



Impact of the Packet Delivery Ratio (PDR) and
Network Throughput in Gateway Placement

LoRaWAN Networks.
Smangaliso Mnguni∗, Pragasen Mudali∗, Adnan Abu-Mahfouz†, Mathew Adigun∗

∗University of Zululand KwaDlangezwa, South Africa
1mngunismangaa@gmail.com
2mudalip@unizulu.ac.za
4adigunm@unizulu.ac.za

†Council for Scientific and Industrial Research Pretoria, South Africa
3a.abumahfouz@ieee.org

Abstract—Internet of Things (IoT) is a fast and rapidly
growing environment with LoRa technology as a leading Low-
Power Wide-Area Network (LPWAN). It is paramount important
to understand the LoRaWAN limitations/drawbacks and capabil-
ities in terms of its scalability, coverage, probability and network
throughput while LoRa networks are being rapidly deployed
across the globe. Therefore, this paper intends to evaluate the
LoRa network performance through the use of improved LoRa
gateway algorithm for a Long-Range transmission technology
and FLoRa (Framework for LoRa) which is a simulation frame-
work for carrying out end-to-end simulations for LoRa networks.
More specific, this study analyse and present the results of
data collected from the FLoRa simulator after implementing
the gateway placement algorithm optimized. To characterize the
coverage of every LoRa nodes in the network, packet delivery
ratio (PDR) for each node has been calculated. The extensive
results obtained shows that as few as two gateways deployed in
the network is sufficient to cover an approximately 10 km radius
of a dense urban area.

Index Terms—IoT, LoRa Networks, PDR, LPWAN, FLoRa.

I. INTRODUCTION

Internet of Things (IoT) is expected to grow exponentially
such that devices connected to the internet reach 125 billion
during the year 2030. For data transmission to the IoT end
node devices rely on Gateways and to ensure coverage for IoT
devices Gateways need to be optimally placed [1]. However,
physical infrastructure and topography as features of the
target area are essential for IoT gateway’s optimal placement.
Recently, Wireless Mesh Networks (WMN) has gained an
important role in current communication technologies. It has
been used in several applications such as surveillance and
rescue systems. Network congestion can be minimized and
throughput can be improved by placing many gateways but it
can be very costly, deployment and interference will increase.
Therefore, this work focuses on the gateway placement al-
gorithms on the newly developed wireless technology called
Long Range Wide Area Networks (LoRaWAN) protocol and
its performance using matrices such as PDR, network through-
put, and success probability of nodes.

Gateway placement is essential in long-range transmission of
data for commercialization of the IoT technology due to its

capability to facilitate data transmission in a long range,since
demand for large amount of data transmission, low-power
and long range (LoRa) arises. For a long-range and low
power communication the LoRa technology is available but
not suitable for transmission of large amount of data due to
low transmission rate. The LoRa communication technology
is a low power, long range wireless protocol developed
by Semtech. High extendibility, low power consumption
and high efficiency as compared to 3G/4G technologies
are the main advantages of LoRa technology. However,
low transmission rate is the notable disadvantage of LoRa
technology [2].

Low Power Wide Area Network (LPWAN) provides Wireless
connectivity, long-range transmission and increased power
efficiency [3]. LoRa is the most promising technology with a
lot of capabilities which is provided by LPWAN. LoRaWAN
communication protocols/ standard are used by a lot of
LoRa devices since they have a potential to improve power
efficiency and it can sustain device batteries estimated up to
10 years. It is important to note that LPWAN consist of LoRa
technology which uses LoRaWAN as the communication
protocol. Furthermore, as a emerging wireless technology
LPWANs compliments short range wireless technologies and
traditional cellular to address requirements of IoT applications
that are diverse. Not only short-range connectivity is offered
by LPWAN technologies but also long-range connectivity
with low rate and low power devices, not provided by ancient
technologies. Applications that need low data rate, delay
tolerant, and typically require the low consumption of power
are specifically considered by LPWAN technologies [4].

The rest of this paper is organized as follows: Section II
evaluates the importance of LoRaWAN protocol and gives a
brief background on LoRa and LoRaWAN. Section III gives
some details on a related work for this study. Section IV dis-
cusses the simulation procedure followed. Section V present
the simulation results obtained. And Section VI concludes the
paper.
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II. THE LORAWAN PROTOCOL

Companies using the IoT devices are already benefiting from
the use of LoRaWAN. There are two main components of
LoRa network which is LoRa and LoRaWAN, each of these
component in a protocol stack corresponds with different
layer. In the other hand, LoRaWAN is describe by the LoRa
Alliance as an open standard where LoRa physical layer is
developed by Semtech which remains the only integrated
LoRa circuit. Figure 1. represents protocol stack of network
servers, IoT devices and gateways, while gateways acting as
a middle man forwarding messages between sensors (i.e.. IoT
devices) and the network server. The sensors are implemented
on the application layer.

Fig. 1. Protocol stack in LoRaWAN with various devices.

A. LoRa

LoRa is a new promising and fast growing network designed
for unlicensed,low power and long range operation. In order
to meet the data and range requirements LoRa wireless uses
a chip-spread-spectrum (CSS) modulation with options for
different bandwidth (BW) and spreading factor (SF) for mod-
ulation optimization. 433 MHZ, 868 MHz and 915 MHz are
all ISM band where LoRa operates depending on jurisdiction
with the band divided up into channels [5]. In LoRa networks
the combination of bandwidth and SF compromise speed for
range. Other parameters affecting the communication range
and data range includes center frequency, code rate and
transmission power, not only SF and bandwidth.

The ratio between the chip rate and and data symbol rate
is labelled as SF, therefore, tuning the reachable distance
and the data rate is allowed through the configuration of
SF. In fact, the higher the SF allows longer range at the
expense of low data rate, and vice versa. The configuration
of transmission power is mostly depends on the bandwidth
and region used for transmission, whereas the code rate
is regarded as forward error correction and it affects the
data transmission airtime. The center frequency rely on the
ISM band of chosen region. finally, the bandwidth plays a
significance role in the data rate of transmission. 14dBm is
the limited transmission power in Europe with the duty cycle
of 1% for air time. However, the usage of these bands differs
across the world [6].

B. LoRaWAN

LoRaWAN is a ALOHA based communication protocol and
system architecture for LoRa physical layer used by the
network. Using gateways to communicate over the air is the
strongest ability of LoRaWAN due to gateways ability to
facilitate communication amongst IoT devices and it involves
LoRa wireless channels in a protocol stack, where gateways
communicate with network servers and the communication
between gateway and LoRa nodes are created by LoRa
physical layer. To reduce the complexity of LoRa nodes in
the network, LoRaWAN depends on ALOHA based MAC
protocol [7].

LoRaWAN technology has the capability of adapting its prin-
cipal parameters in order to optimize the energy consumption.
Figure 2. shows the architecture of the LoRaWAN network,
LoRa/LoRaWAN RF interface is used to facilitate communi-
cation between end nodes and the gateway. Ethernet,3G/4G,
Wi-Fi and etc are all non-LoRaWAN network which are
used by gateway to transmit frames to the network server
and TCP/IP SSL is responsible for the protection of critical
application from threat of attack.

Fig. 2. The LoRaWANArchitecture [8]

III. RELATED WORK

Since LoRaWAN is an active study, network throughput,
Packet Delivery Ratio (PDR) and success probability are
being the main stand out matrices to evaluate the network
performance especially in gateway placement. In [9] authors
evaluated the scalability, coverage and throughput of LoRa
LPWAN for Internet of Things, this was a simulation
based study where custom-built simulator was used for
characterization of LoRa network scalability under variety of
network settings and traffic. The two measurements indoor
and outdoor were conducted and to visualize the network
coverage, PDR was imposed for the gateways on Google
maps network coverage for a heatmap. A 95.3% of PDR was
achieved at distance of 7.5km even though the gateways are
placed close to the downtown area network coverage extends
beyond the city edges.

Another authors in [10] evaluated LoRa LPWAN technology
for remote health and wellbeing monitoring . A different of
transmitting power, bandwidth and spreading factors were

Page 302 Southern Africa Telecommunication Networks and Applications Conference (SATNAC) 2021



used. The results obtained in this study gave insight on
what can be covered by the single base station, since they
obtain 96.7% of success packet delivery ratio. However, they
never really looked at the LoRa gateway placement and its
algorithms for different technologies but only the parameters
that can be used.

In [11] scholars analysed the LoRa networks using certain
case perspective, some of the cases that were considered
includes areas like vehicle fleet tracking, smart street lights,
smart parking and smart metering. This study was carried out
using a simulator called LoRaSim, which is a packet-level
discrete event simulator for LoRa networks. According to
their findings, up to 380% packet delivery ratio was achieved
through the fastest data rate correspond settings and uses
0.004 times the energy compared to other evaluated settings,
while support IoT cases mentioned here.

LoRa/LoRaWAN study is categorized as follows throughput
analysis, Interference analysis, Gateway coverage and latency
analysis:

A. LoRa/LoRaWAN analysis of Throughput

The network throughput for LoRa that is analysed in [12],
[6] and [13], which specifically focused on Class A devices
revealed that, at the edge of the network throughput can
be as low as 100 bps. Furthermore, although Aloha is used
by LoRaWAN a 32% packet loss is convertible despite the
increase of up to 1000 nodes per gateway which is caused by
the LoRa’s robustness modulation technique. In other words,
a packets collision massively impact the network throughput
in a low transmission rate. However, network throughput can
also be impacted by the duty life cycle at a high rate trans-
mission and Acknowledgement at a great extent especially in
Class A device can reduce the achievable network throughput.
The drawbacks of the existing study in the network throughput
is that they only focus on few spreading factors which is SF7
and SF12 with 125KHz of bandwidth.

B. Interference analysis

In [14] and [15] a co-spreading factor interference and LoRa
network interference analysis is presented. The use of multiple
gateways and directional antennas were examined to combat
interference from neighbouring LoRa networks. The results
stated that, using multiple gateways to combat the LoRa
networks interference is the better option as compared to
the use of directional antennas since it increases the Packet
Delivery Ration (PDR). Furthermore, it is observed that using
one spreading factor drops the probability of successful packet
due to high interfering signals.

C. Gateway coverage

In [16] and [17] the scalability and LoRa gateway coverage
are being analysed some of the results shown that at least 2km
of radius can be covered by a LoRa cell in a harsh propagation
conditions, it was also observed that at the network edge

the LoRa nodes are only guaranteed the lowest bit rate. The
studies also revealed that with a 30 gateways deployed a
metropolitan city of approximately 100km2 can be covered.

D. Latency analysis

In [18] and [19], an analytical model for uplink latency
considering duty cycling regulation of Class A devices is
presented. The results shown that for a given data load the
impact on latency is caused by combining and sub-band
selection. Furthermore, a large number of channels can help
minimize the delays in the presence of networks that are
heavily dominated by large number of nodes.

IV. SIMULATION PROCEDURE

To evaluate the performance of LoRa networks FLoRa was
used. Furthermore, two network scenarios were created, the
first one consisted a network of 100 LoRa nodes which
were varied from 100 to 700 with a step of 100. The LoRa
physical layer European environmental parameters were used
as explained in Table I, and for both scenarios gateway varied
from one to two. In the second network scenario 20 LoRa
nodes with different gateways were deployed, where spread-
ing factor and transmission power were arbitrarily picked by
the nodes distributed within the permissible range.

TABLE I
SIMULATION PARAMETERS

Parameters Value(s)
Code Rate 4/8

Carrier Frequency 868 MHz
Spreading Factor 7 to 12

Transmission Power 2 dBm to 14 dBm
Bandwidth 125 kHz

In order to achieve zero packet loss with a transmission
delay of 10ms, INET framework played a vital role to model
the backhaul network. Sensing application was among the
parameters considered in the simulation. With a mean of
1, 000s, each LoRa nodes were able to send a 20-byte packet
after distribution time. In the first scenario, 500m x 500m was
set as a size of deployment area and in the second scenario
10000m x 10000m was set. The square region was used to
locate all LoRa devices deployed in the network in order
to make sure nodes communicate with the gateway(s), since
nodes were randomly place. The simulation process lasted
exactly one day for both experiments and for the accuracy
results purposes 10 iterations were done. LoRa networks
performance was evaluated with and without Adaptive Data
Rate (ADR). The mechanisms is disabled in the networks with
no ADR for both at the LoRa nodes and network servers.

A. Simulation script

Algorithm 1. explain in details the main steps followed by
the simulation script. A different scenarios are presented in
different scripts for different purposes. LoRaNetworkTest.in
and betTest.in files define the scenarios. Scenario consist of
certain features including LoRaNodes, gateway(s), and a net-
work server, for every network scenario created LoRaNodes
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were randomly distributed in deployment area keeping in
mind a radius. Transmission power and spreading factors are
allocated for every nodes from available settings, in the nodes
and network server ADR was disabled and enabled where
necessary. 1 day was configured as the simulation time limit
with a warm-up period of 5 hours, cloudDelay.xml file consist
of backhaul network configuration and its link on package.ned
file.

Algorithm 1 Simulation Script.
Input: Number of Gateways.
Input: Number of LoRaNodes.
Input: Radius for deployment area.

1: Assign UDPApps in LoRaGW, LoRaNodes, and Server.
2: Create parkert forwarder for all ports
3: Sim-time-limit = 1d
4: Warm-up period =5h
5: Create LoRaNodes features.
6: ADR inNode = True/False
7: InitialLoRaSF= (7,12)
8: InitialLoRaBW= (125KHz)
9: InitialLoRaCR= (4)

10: InitialLoRaTP= (2dBm + 3dBm * uniform (0,4))
11: Setup GW features
12: Start the simulation
13: Save the simulation results
14: return

V. SIMULATION RESULTS

The various matrices used in this study are analysed in this
section with the help of LoRa modules added to Framework
for LoRa (FLoRa). The throughput for some performance
network matrices such as Packet Delivery Ratio (PDR) and
packet success probability were explored.

A. Packet Delivery Ratio (PDR)

To characterize the coverage of every LoRa nodes in the
network, PDR for each node has been calculated. A ratio of
a successfully received data packetsover a totally sent data
packets is called PDR. Equation 3.1 is used to calculate PDR
for each nodes:

PDR =
Packetsreceived

Packettransmitted
∗ 100 (1)

In some cases the node disconnect from the network and try
to reconnect at a later stage, most of these packet might not be
successfully delivered to the gateway after failed to re-join the
network. Therefore, equation 1. defines PDR solely focused
on data packets and thus does not reflect in anyway the
success ratio of join-request. Therefore, when the calculation
is performed in the simulation using the equation a minor error
will be observed compare of that simulation. PDR equation
does not include join request because they have to be tracked
manually in the LoRa nodes as gateway will be aware of
any unsuccessful join request and only starts logging a LoRa
nodes once it has successful joined.

Fig. 3. Successful delivery ratio probability experimental dependence.

Figure 3. illustrate the experimental dependence of the prob-
ability of successful delivery on the number of devices. The
simulation consist of two links upper and down links, the blue
line represents upper link of theoretical value packet delivery
ratio. The orange line represents the down link of theoretical
value of packet delivery ratio. And the middle one, green in
colour shows the experimental results of the actual results.
From this simulation it is observed that the experimental
value is slightly closed to upper link theoretical value due
to congestion in the down link which leads to massive packet
loss as the network expands.

Fig. 4. Packet Delivery Ratio versus payload size for a 100 LoRa nodes.

The variation of the payload size ranged from 10 Bytes to 100
Bytes, with a transmission rate of 1 packet per second for each
LoRa nodes deployed in the network. According to the results
obtained as explained in Figure 4, it is observed that to obtain
at least 90.0% of packet delivery ratio payload size should be
kept under 45 Bytes with a 125 kHz bandwidth and coding
rate of 4/5. This was a much better and improved performance
in terms of PDR as compared to this study [20] which was
done in a different environment with a change in parameters.
This is an enormous improvement of the transmission rate
by the algorithm implemented in this study as compared to
the one existing, where most of them enables the network
to reach percentage of 90.0% once the reporting time nearly
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clocks 700 seconds with less LoRa nodes deployed in the
networks compare of that 100 LoRa nodes used in this study.

B. Network performance evaluation

In this section we analyse and evaluate the network perfor-
mance through the packet success probability and network
throughput. These matrices used here are influenced by the
LoRa modules added in FLoRa for LoRaWAN simulation
networks. The first step, was to evaluate and visualize the
results obtained for network throughput for performance pur-
poses. The second step, was to actually evaluate the success
probability of the packet sent for every network scenario
created in a LoRaWAN communication protocol.

Throughput performance

The network throughput in this simulation campaign is char-
acterized by S as a function offered by network traffic G
where the function aims to evaluate network throughput. In
this equation N denotes LoRa nodes placed around GW at
a chosen radius r from the simulator. The value of radius is
chosen based on SF=12, since r is the maximum range where
LoRa nodes and GWs can be able to transmit packet using
SF=12 and considering a propagation loss. Multiply LoRa
channel was considered for this simulation section performed,
for all simulations measuring throughput the gateway was
configured to only have one receive path enabled.

It is supposed that LoRaNodes i=1..., for the computation
of throughput. Where N generates every τi seconds a packet
which occupies the channel for tp,i in order to be transmitted.
The duty cycle limitation for this simulation section is always
1% and when not specified it is not applied at all, the main
aim is to test the LoRaWAN access scheme. The network
offered traffic is computed as described in the equation below
[21]:

N∑

i=1

tp,i
τi

(2)

The fraction of LoRa nodes packet transmission over time
taken by the LoRa channel is called offered traffic as ex-
pressed in equation . The LoRa channel is underutilized
if G<1 where no packet transmission or communication
between the devices takes place in the network. However
if G>1, it simple state that even during a free flowing
transmission in the network some packets will attempt to
use same channel simultaneous, which may lead to packet
collision. Therefore now, throughput S is obtained through a
given value of G as follows:

S=G·Psucc (3)

Again the total number of packet sent and total number of
packet successfully received ratio in the simulation is said to
be the approximation packet success probability denoted as
Psucc. Perfect synchronization between LoRa devices inspired
by a network offering of 1 can prevent the high packet loss

during transmission by mitigating the probability of packet
collision, and that will results into throughput of 1. of course,
it is very difficult or impossible to achieve a 100 percent free
flowing synchronization between the LoRa devices, so S<1
is expected.

Fig. 5. Ideal packet collision and throughput of SF=7.

It is expected that a shape of the throughput becomes curved
under ideal channel condition, and follow typically ALOHA
network in a varying offered traffic G as shown in Figure 5.
All LoRa nodes are configured to transmit using SF7 and all
transmitted packet have the same time on air (ToA) provided
payload length is fixed and gateway receives the packets at
the same rate of power, these conditions takes place when the
link measurement model is off. The number of LoRa nodes
N plays a significant role in expressing the traffic offered by
the network as shown below:

G=
N·t7
τi

(4)

This transmission happen at a fixed payload length for all
packet using SF7 as a range of transmission, where t7 is ToA.

Success probability performance

The aim of this simulation experiments is the estimation
probability of successfully receiving a transmitted packet
from LoRa nodes to LoRa gateway(s). Even though some
network simulation scenarios featured more than one GW
only LoRa devices are within the range covered were con-
sidered. Therefore, it is only LoRa nodes within the radius
have their generated traffic considered for success probability
[22].Figure 6. shows the decline of the probability success
ratio as the network expands, all packets that arrives at the
GW under the sensitivity are being ignored due to shadowing
or massive building loss. Therefore, this eventually lead to a
declining success probability because of path loss reception
and interference of any different kind. In this scenario, 22%
of LoRa nodes were unable to reach the gateway due to
insufficient power.
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Fig. 6. Packet success probability as a function of LoRa devices.

The simulation actually lasted one day with 5 hours of warm
up and the simulation was repeated 10 times for accuracy
purposes. As the network increases the trend of the graph
appears to be decreasing linear. The gateway(s) that were
tasked to accommodate all the LoRa devices formed network
scenarios were able to achieve a success probability of almost
91%.

VI. CONCLUSION

This study as a whole was set out to construct a LoRaWAN
simulation with the purpose to execute a performance evalua-
tion of the improve gateway placement algorithm in this new
arising and fast developing technology. The results obtained
through the simulation showed that for both upper link and
down link the PDR percentage drops as the network expands
at a different level including for that of simulation. Although
this should be the trend for the calculated PDR of a network
with different LoRa node our improved algorithm appears to
give the better performance compare to other algorithms used
before. However, in future the algorithm performance still
need to be tested in a different environment such as testbed.
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Abstract—Community networks have been proposed by many
networking experts and researchers as a way to bridge the
connectivity gaps in rural and remote areas of the world. Many
community networks are built with low-capacity computing
devices and low-capacity links. Such community networks are
examples of low resource networks. The design and imple-
mentation of computer networks using limited hardware and
software resources has been studied extensively in the past,
but scheduling strategies for conducting measurements on these
networks remains an important area to be explored. In this study,
the design of a Quality of Service monitoring system is proposed,
focusing on performance of scheduling of network measurement
jobs in different topologies of a low-resource network. Our
results show that a graph colouring algorithm (AOSD) that
arranges network measurement jobs in ascending order of
their number of conflicts performs better than other scheduling
algorithms like Round Robin (RR) and Earliest Deadline First
(EDF).

Index Terms—Internet Services, End User Applications, In-
ternet Performance

I. INTRODUCTION

Community networks are open, free and neutral network
infrastructure built and maintained by citizens and organisa-
tions who pool their resources and coordinate their efforts
[1]. These networks are often run by non-profit organiza-
tions. Further, community services like local networking,
voice connections and internet access can be developed in
cooperation with local stakeholders [2]. ITU statistics [3] for
South Africa report that there were around 165.6 mobile-
cellular subscriptions per 100 inhabitants as of 2019. Of
these 165.6 subscriptions, around 102.2 correspond to mobile
broadband subscriptions. Also, about 92.6% of total active
internet users worldwide, and 94.7% of internet users in
South Africa accessed internet through their mobile phones
as of January 2021 [4]. The usage of smartphones as a com-
puting and networking device thus presents an opportunity
for constructing mobile crowdsourcing applications [5]. Such
applications can be used as a platform to conduct research to
improve community networks.

System architectures based on crowdsourcing are generally
more complex as compared to systems where design, imple-
mentation and execution are centralized [5]. Other challenges
arise due to adopting smartphones as an execution unit. It
is difficult to precisely capture internet performance data
through smartphones because the conditions, like location and
bandwidth, are always changing over time, and as the subject
moves with the device.

Although the load of executing measurements is shifted
to smartphones in a crowdsourcing-based architecture, a cen-
tralized server should be able to allocate the measurements
intelligently, given the availability of resources like network
bandwidth and execution capacity of smartphones. If a large
number of measurements are carried out using a limited
number of vantage points, the obtained results could suffer
from the observer effect [5], i.e a bias in the measurements
due to the measurement infrastructure itself. Measurement
processes that are executed in common points and links
could contend for shared network resources. This contention
for resources is also called measurement conflict problem
[6]. Thus, scheduling and synchronization of measurements
among the smartphones is important to ensure proper resource
utilization and accuracy of results.

The costs associated with building large-scale active in-
ternet measurement platforms that provide open access to
anonymized data to researchers are generally very high [7].
Networks may become overly congested and additional data
costs on users’ side may be incurred as a result of the injection
of probing packets. A major reason behind this phenomena
lies in the skewed distribution of measurement jobs towards a
few vantage points. We posit that these costs can be reduced
by ensuring proper scheduling and distribution of these mea-
surements. Our study thus introduces mobile crowdsourcing in
the context of a low cost monitoring system for low-resource
networks with a focus on measurement scheduling strategies.
In pursuit of finding the best possible design, we present an
empirical analysis of alternative techniques for measurement
scheduling and synchronization. These techniques are com-
pared on the basis of evaluation metrics like platform delay,
waiting time and node busy time ratio.

II. RELATED WORK

Most of the research on community networks has been done
on the basis of Guifi.net [1], [8], [9] (the largest commu-
nity network) or other interconnected European community
networks [10]–[12]. Limited research has been performed on
monitoring network characteristics in the context of commu-
nity networks for developing regions [13]–[15], and measure-
ment scheduling aspect of systems that characterize these net-
works has mostly been overlooked. In classical networks, the
design and evaluation of measurement scheduling algorithms
is based on computer simulations or synthetic testbeds. Also,
these algorithms rely on the assumption that the execution
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time of measurements is known in prior, contrary to a real-
world scenario where it could vary because of several factors
like signal strength, geolocation and time of the day. In our
work, we make an attempt to apply the principles used in
literature to develop a QoS measurement platform that can be
used and tested in any real-world low resource network.

Scheduling of active internet measurements in classical
networks has been studied by few researchers. Some of these
works [16], [17] have not given much attention to conflicts
between individual measurements. Calyam et. al [18] propose
a novel enhanced-EDF heuristic that allows concurrent exe-
cution of measurements to address the measurement conflict
problem. Scheduling algorithms for both periodic and on-
demand jobs have been proposed in this work, and have been
proven to perform better than existing algorithms through
computer simulations as well as in an internet testbed. Qin et.
al [6] compare the enhanced-EDF scheme with a novel graph-
coloring based approach, and through computer simulations
proves to achieve effective contention resolution and low
execution delays. In addition to the graph coloring approach,
the original Round Robin algorithm has also been modified
by the authors to work well in a concurrent context. Two
variants of the proposed graph coloring scheme are considered
in our implementations - AOSD and DOSD, corresponding
to ascending and descending order of subvertices’ degree
respectively. Both these schemes rely on a centralized point
of scheme generation and task reporting, which according
to Mathew Clegg [19], is a drawback. However, this could
benefit our centralized measurement platform. In addition to
proposing AOSD and DOSD algorithms, the original Round
Robin algorithm has also been modified to run in a concurrent
context.

III. MEASUREMENT SYSTEM OVERVIEW

This project will investigate strategies to measure under-
resourced networks by deploying a containerized measure-

Fig. 1. A diagram showing the architecture of QoSMon, the proposed
measurement system

ment system within iNethi [20], a localized content sharing
and services platform being developed in Ocean View, a
township in Cape Town, South Africa.

Fig. 1 shows the architecture of the system. A key com-
ponent in our architecture is a measurement server, which is
responsible for orchestrating measurements like ping, DNS
look-ups, HTTP downloads, and TCP throughput tests. For
community network users, our system is capable of collecting
and storing network usage data of applications in a phone.
The data for apps is aggregated within a phone and sent to
the server every 24 hours for storage. If the sending of usage
data fails due to connectivity issues on a day, the data for this
particular day is sent along with the batch for the next day.
We implement this using a 3-step communication process.
First, the phone sends a request to the server for a latest
timestamp from which usage data is required for that phone.
Second, the server responds with the desired timestamp. If
no timestamp is returned, the phone sends usage data to
the server for the last 24 hours. The measurement server
is capable of running one of RR, EDF, AOSD and DOSD
algorithms (Section II). Measurements are conducted in users’
mobile phones distributed within the community network.
Only Android phones are able to run the measurements
in our current implementation. The communication between
phones and measurement server is facilitated through HTTP
websockets, whereby the server sends measurement jobs to
the phones as and when they are ready to be dispatched.
In addition to the server, a user interface is developed for
community network administrators and researchers to sched-
ule experiments, visualize the collected data and perform
QoS analysis. Community network members will be able to
visualize application usage through their phones.

IV. IMPLEMENTATION DETAILS

A. Conflict determination

Conflicts between individual job instances are first decided
on the basis of target server. If two jobs are destined to the
same target server, it is highly likely that they use common
links in the network. Thus, we use a pairwise binary matrix for
representing conflicts between active jobs. This binary matrix
is then used to build an undirected conflict graph of the jobs
and supplied to the scheduling algorithms as input.

Our system is also capable of addressing conflicts that arise
due to the topology of the network. During initialization phase
of the measurement server, we load the network topology as
an undirected graph and then calculate the cost of schedul-
ing on each measurement node. This cost is calculated by
summing up the number of affected links in the network. We
thus calculate all simple paths from a measurement node to
the gateway access point and add the number of edges in
the network graph. Fig. 2 shows an example of a network
topology in which AP3 is the gateway access point. Requests
from M4 to a target server anywhere on the internet can be
routed through one of the paths in the set {M4 → AP6 →
AP2 → AP4 → AP3, M4 → AP6 → AP2 → AP1 → AP3,
M4 → AP6 → AP2 → AP1 → AP5 → AP3, M4 → AP6
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AP5

AP4AP6

AP3*

M1

M2

M3M4

Fig. 2. A network topology with 6 access points and 4 measurement nodes.
AP3 is chosen as the gateway access point, i.e, an access point having direct
connection to the internet. All requests originating from other nodes in the
network are routed through AP3.

→ AP5 → AP3, M4 → AP6 → AP5 → AP1 → AP3}. We
calculate the scheduling cost by adding up the number of links
in these paths irrespective of the number of times they appear
in each path. Therefore, the scheduling cost for M4 is 20 in
this example. We then assign the first available device with
lowest value of scheduling cost to an executing job.

B. Job life-cycle

When a measurement job is requested to be scheduled,
a unique identifier is assigned to the job by our system.
After the job passes the criteria for a valid MobiPerf job,
it gets stored into the metadata database. Next, the job is
taken up by the scheduler service after which it is added
into a global queue of active jobs. At this point, the job
is assigned an instance number of 1. The time at which
the job is added to the queue is recorded in the metadata
database. A tracker thread executes within the server every
20 seconds that checks whether any of the jobs in the queue
is ready to be fed to the underlying scheduling algorithm.
This thread is also responsible for checking if a job is ready
to be removed or reset. If a number of jobs are past their
start time, they are supplied to the scheduling algorithm. The
scheduling algorithm assigns a dispatch time and a mobile
device to each job. A job is dispatched to the assigned device
when the present time exceeds the dispatch time.

After the job finishes execution in the assigned mobile
device, the job’s results are sent to the measurement server
through the websocket connection. The server checks the
instance number of the job and records the time at which
job’s result was received. It also captures the execution time
in milliseconds of the job in the mobile device. Starting from
this time, when the tracker thread executes for the next time, it
resets the job by updating the start time and incrementing the
job’s instance number. If the end time of the job is attained,
it is removed from the job queue.

C. Device-Server communication

When our android application is installed in a phone, it
establishes an HTTP websocket connection with the server.
This connection is kept alive until the server is shut down
manually or the app is manually stopped within the phone.
Our android application is robust enough to handle con-
nectivity changes in the community network. If the internet
connectivity changes or the user switches to a different type
of internet connection in the phone, the phone establishes a
new websocket connection with the server. When new jobs are
ready to be dispatched from the server, the server publishes
the list of jobs to a fixed endpoint. The phone subscribes to
this endpoint and receives jobs as and when they are made
available.

V. PERFORMANCE EVALUATION

Before the deployment of our system in the community
network, we performed evaluations in a lab setup. Fig. 3
and Fig. 4 show the testbeds of our measurement system.
In the lab setup, four Android phones were used to conduct
our experiments. We first conducted a set of preliminary
experiments to determine the execution time of each job type
and calibrate our scheduling algorithms. Then we assumed the
maximum time across each job type as the expected value of
execution time for any upcoming jobs in our system. We argue
that the maximum value of execution time would be a good
estimate so as to have a safe time window for the next job to
execute when the previous job has not finished execution.

The target servers for ping, DNS lookup, traceroute and
http were chosen uniformly from Alexa top 8 global websites
[21]. TCP speed tests were run against a local speed test server
running on the same test network. The periods of the jobs
were chosen uniformly from the range [5, 10] minutes.
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Fig. 3. A diagram showing the testbed for QoSMon set up in the iNethi
community network
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Fig. 4. A diagram showing the testbed for QoSMon set up in a lab
environment

For our main experiments, we executed 20 periodic jobs
with randomized network topologies containing 8 access
points and 4 measurement nodes. Every topology had a
conflict probability associated with it. A conflict probability
of p indicates that there is an edge between any two access
points with a probability of p. Topologies with lower value
of conflict probability were likely to have more than one
connected component. Therefore, we decided to randomly
assign one gateway access point to each connected component
in the generated topologies. All four scheduling algorithms
were allowed to run with the same topology and set of jobs
for 2 hours each. For the next iteration of our experiments, we
changed the conflict probability and generated a new topology.
The choice of p was made from the set {0.1, 0.5, 0.9} so as to
ensure that we could capture results for sparsely, moderately
and densely connected topologies respectively.

Scheduling algorithms were first compared in terms of their
job success rate. For a single periodic job, success rate is
defined as:

JSR =
Number of successful instances

Total number of instances
× 100 (1)

For each 2-hour long iteration on a single topology, we
calculated the average JSR over all 20 jobs and plotted it
against the chosen conflict probability (Fig. 5(a)). Our first
observation was that none of the algorithms achieved a 100%
success rate for any given topology. This can be attributed to a
few jobs missing their deadlines after being sent to the phones
for execution. We argue that the job success rate for each
algorithm can be improved by limiting the execution period
to a fixed threshold of more than 10 minutes. This will allow
the tracker thread to pick up less number of jobs at once and
thus reduce the overall load on measurement nodes. Another
way to improve JSR would be to increase the number of
measurement nodes so that jobs can be distributed in a better
way. We also observed that DOSD algorithm achieved the
least job success rate of all algorithms and the rest of the
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Fig. 5. Job evaluation metrics used in our experiments

algorithms had similar performance except for moderately
connected topologies for which AOSD algorithm performed
better than the rest.

We also calculated average platform delay for each periodic
job and plotted it against conflict probability. Platform delay
is defined as the time difference between actual and expected
completion time of the job. For example, if a job’s start time
is 6:05 PM but its result is received on server end at 6:10
PM, then the platform delay for that particular instance of
the job would be 5 minutes. We calculated average platform
delay by averaging the platform delay over all instances of all
20 scheduled jobs (Fig. 5(b)). All four algorithms achieved
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an average platform delay of less than 30 seconds, which
confirms the absence of any implementation issues within our
measurement server. AOSD algorithm outperformed the other
algorithms for all three topologies except for the case of p =
0.5 where EDF performs slightly better. We argue that this
is due to the randomized nature of our selection of jobs. We
expected that an average over multiple job distributions would
declare AOSD as a clear winner.

For determining the root cause behind platform delays,
we calculated the waiting time of jobs in the queue (Fig.
5(c)). We observed that the waiting time of the jobs was
almost unaffected by network’s topology but it contributed
quite significantly to the overall platform delay. We observed
that 33% of the platform delay in AOSD algorithm was due to
waiting time on an average. This percentage was 27%, 29%
and 32% for DOSD, EDF and RR respectively. The remaining
portion of platform delay was due to factors like network
delay and scheduling delay within the phones due to uneven
distribution of jobs.

In order to get an idea of the amount of load on the
measurement nodes, we calculated their busy time ratios (Fig.
6). This metric translates directly into the energy efficiency
of the scheduling algorithms. Better the distribution of jobs
to the smartphones, lesser would be the chance of battery
drainage. Node busy time ratio for ith node, Mi is defined as:

NBTRi =
ei∑m
i=1 ei

× 100 (2)

where ei denotes the execution time in milliseconds of all
job instances in Mi in a single iteration.

We observed a highly skewed distribution of jobs among
the phones in the case of DOSD algorithm. RR and EDF
had similar load distribution patterns while the best load
distribution was achieved in AOSD, where one of the phones
executed about 50% of the total job load in all three topolo-
gies. This confirmed that the higher contribution of external
factors towards platform delay in RR, EDF and DOSD was
indeed due to a skewed distribution of jobs among the phones.

VI. CONCLUSION

We compared our implementations of four network mea-
surement scheduling algorithms on three different virtual
network topologies. We designed our system to schedule
network measurements by accounting for conflicts between
individual jobs as well as conflicts that arise when active
measurements route through common links and access points
in wireless networks. Our results show that AOSD algorithm
is superior than the rest of the chosen algorithms in terms of
efficient distribution of jobs among measurement nodes and
job success rate. A success rate as high as 97.3% is extremely
useful in areas where internet connection is unstable due to
a high proportion of wireless links in comparison to wired
links. Our system thus has high applicability in wireless
community networks, especially in communities where users
access internet through their smartphones.
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Fig. 6. Node busy time ratios for 4 mobile phones used in our experiments
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VII. FUTURE WORK

In our current work, we make an attempt to find an effective
scheduling strategy for low resource network measurements.
In future work, the algorithms can be coupled with a job
assignment algorithm to ensure even better allocation of
jobs to the measurement nodes. A future implementation of
our system can also be made to support fixed nodes, like
Raspberry Pis coupled with a mininet-based implementation
of the network topology. For performance evaluation, depen-
dant variables like number of jobs, number of measurement
nodes, time of the day and mobility of the devices etc.
will be considered. Another interesting addition to this paper
would be the support for on-demand measurements and the
adjustment of job schedules in accordance with a custom
priority order.
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[8] D. Vega, R. Baig, L. Cerdà-Alabern, E. Medina, R. Meseguer, and
L. Navarro, “A technological overview of the guifi. net community
network,” Computer Networks, vol. 93, pp. 260–278, 2015.

[9] L. Cerda-Alabern, “On the topology characterization of guifi. net,”
in 2012 IEEE 8th International Conference on Wireless and Mobile
Computing, Networking and Communications (WiMob). IEEE, 2012,
pp. 389–396.

[10] L. Maccari and R. L. Cigno, “A week in the life of three large wireless
community networks,” Ad Hoc Networks, vol. 24, pp. 175–190, 2015.

[11] P. A. Frangoudis, G. C. Polyzos, and V. P. Kemerlis, “Wireless commu-
nity networks: an alternative approach for nomadic broadband network
access,” IEEE Communications Magazine, vol. 49, no. 5, pp. 206–213,
2011.

[12] J. Avonts, B. Braem, and C. Blondia, “A questionnaire based ex-
amination of community networks,” in 2013 IEEE 9th International
Conference on Wireless and Mobile Computing, Networking and Com-
munications (WiMob). IEEE, 2013, pp. 8–15.

[13] E. E. P. Pujol, W. Scott, E. Wustrow, and J. A. Halderman, “Initial
measurements of the cuban street network,” in Proceedings of the 2017
Internet Measurement Conference, 2017, pp. 318–324.

[14] C. Rey-Moreno, Z. Roro, W. D. Tucker, M. J. Siya, N. J. Bidwell, and
J. Simo-Reigadas, “Experiences, challenges and lessons from rolling out
a rural wifi mesh network,” in Proceedings of the 3rd ACM Symposium
on Computing for Development, 2013, pp. 1–10.

[16] R. L. Cottrell, C. Logg, and I.-H. Mei, “Experiences and results from
a new high performance network and application monitoring toolkit,”
in Passive and Active Measurement Workshop, 2003.

[17] M. Luckie and A. McGregor, “Ipmp: Ip measurement protocol,” in
Passive and Active Measurement Workshop, 2002.

[18] P. Calyam, C.-G. Lee, P. K. Arava, and D. Krymskiy, “Enhanced
edf scheduling algorithms for orchestrating network-wide active mea-
surements,” in 26th IEEE International Real-Time Systems Symposium
(RTSS’05). IEEE, 2005, pp. 10–pp.

[19] M. Clegg, “Scheduling network performance monitoring in the cloud,”
2017.

[20] “About the Object Management Group,” accessed on October 15,
2020. [Online]. Available: https://www.inethi.org.za/

[21] “Alexa Internet,” accessed on May 26, 2021. [Online]. Available:
https://www.alexa.com/topsites

Taveesh Sharma is a Masters in Computer Science student at the University
of Cape Town (UCT). His research topic is Investigating Optimal Internet
Data Collection in Low Resource Networks. He obtained his honours degree
from the Birla Institute of Technology and Science in India.

Josiah Chavula is a lecturer and researcher in Computer Science at the
University of Cape Town. He received a PhD in Computer Science from
UCT (2017), and an MSc in Networking and Internet Systems from Lancaster
University (2011). His research focuses on performance of internet systems
in Low Resource contexts.

Southern Africa Telecommunication Networks and Applications Conference (SATNAC) 2021 Page 313



Page 314 Southern Africa Telecommunication Networks and Applications Conference (SATNAC) 2021



Standards, Regulatory & Environmental

Southern Africa Telecommunication Networks and Applications Conference (SATNAC) 2021 Page 315



Development of Carbon Black/Graphite Filled 

Immiscible Polymer Blend for Application in 

Bipolar Plates for Fuel Cells 

Oluwaseun Ayotunde Alo1, Iyiola Olatunji Otunniyi2, Johan Bekker3 

1,2Department of Chemical and Metallurgical Engineering, Vaal University of Technology, Vanderbijlpark, 

South Africa 
3Centre for Alternative Energy, Vaal University of Technology, Vanderbijlpark, South Africa 

oluwaseuna@vut.ac.za 

Abstract— Bipolar plates (BPs) constitute a key component of fuel 

cells (FCs), which are promising backup power supply for 

telecommunication and digital applications. Conductive polymer 

composites (CPCs) typically have good corrosion resistance 

required for FC BPs but there is usually a need for material 

compositions that provide maximized electrically conductive 

network.  In this study, CPCs based on polyethylene (PE)-epoxy 

(EP) blend filled with graphite (as main filler) and highly 

conductive carbon black (CB) minor filler were produced. It was 

found that the PE-EP-G/CB composite with 80 wt% total filler 

content exhibited the lowest in-plane (≈0.01 Ω.cm) and through-

plane (≈0.1 Ω.cm) resistivities. Also, the PE-EP-50G/CB 

composite exhibited superior electrical conductivity compared to 

the PE-EP-50G composite with no CB filler. The highest flexural 

strength and flexural modulus obtained were 30.17 MPa and 4.58 

GPa, respectively, at 60 wt% total filler content and increase in 

filler content beyond 60 wt% caused a decrease in the flexural 

properties. The low resistivity values obtained for the PE-EP-

G/CB composites could be attributed to bridging of the spaces 

between the larger graphite particles by the nano-sized CB 

particles as well as concentration of the fillers in one of the 

polymer phases in the blend. Combination of CB and graphite 

with immiscible blend of PE and EP has the potential to achieve 

CPCs with electrical and flexural performance that meet the 

requirements for BP application. 

 Keywords- Fuel cell; bipolar plates; conductive polymer composite; 

electrical conductivity; carbon black. 

I. INTRODUCTION 

Fuel cell (FC) technology has emerged as a promising reliable 

energy solution to replace the problematic fossil fuel-based 

energy sources. In applications such as telecommunication 

infrastructures, data centers, and various digital technologies, 

FCs such as the polymer electrolyte membrane fuel cells 

(PEMFCs) offer an efficient and reliable backup power supply. 

FCs offer several benefits compared to other backup power 

sources such as batteries and generators. Contrary to batteries, 

FCs can operate for several years without a decline in capacity. 

They are also more durable and predictable than batteries. 

Compared to generators, FCs provide cleaner and quieter 

power generation, with less need for on-site maintenance [1-

2]. 

 

The bipolar plate (BP) is one of the key components of FCs 

and its performance is critical to the overall performance of the 

FC stack. Fig. 1 shows a schematic of the PEMFC with anode 

and cathode sides of the BP. Therefore, the development of 

low-cost and high-performance materials for BP application 

has been a critical research issue. Due to the stringent low-cost, 

high performance and high durability requirements for BPs, the 

development of materials for commercial BP application 

remains a challenge. As a result of their low cost, light weight, 

good corrosion resistance, and good formability 

characteristics, conductive polymer composites (CPCs) have 

the potential to meet the above requirements [3]. However, to 

take full advantage of their benefits, problems associated with 

achieving high electrical conductivity in CPCs without 

compromising the mechanical strength beyond acceptable 

levels for FC BPs still need to be solved [4]. Decrease in 

mechanical strength of CPCs at the high filler content 

necessary to impart adequate electrical conductivity required 

for BP application is difficult to avoid. Therefore, the goal is 

often to make sure that the CPC retains enough flexural 

strength to meet the target set by the United States Department 

of Energy (DOE) for FC BPs (i.e., > 25 MPa), while 

simultaneously meeting the low electrical resistivity target of 

< 0.01 Ω.cm (in-plane) and < 0.05 Ω.cm (through-plane) [5]. 

 

Figure 1: Schematic of a PEMFC 
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Meeting the high electrical performance requirement for CPC 

BPs requires material formulations that yield composites with 

maximized electrical conductive behaviour. Due to the high 

electrical conductivity of graphite and the small particle size 

(30 nm) of conductive carbon black (CB), CPCs in which 

graphite (G) is the main filler and CB is the minor filler have 

the potential to achieve high electrical performance for BP 

application. The nano-sized CB particles can fill the voids 

between the larger graphite particles, leading to more 

conductive networks and composites with high electrical 

conductivities. Lee et al. [6] reported higher electrical 

conductivity and lower amount of filler required to achieve a 

given conductivity level in polymer/G composites with CB as 

a secondary filler compared to the composites with no CB 

filler. Jiang and Drzal [3] also reported an improvement in the 

electrical conductivity of polyphenylene sulphide 

(PPS)/graphene nanoplatelets/CB composite as the CB content 

increased. Similar trends have been reported by other authors 

[7] - [9]. However, at certain critical concentrations of CB, 

which varied with the type of polymer matrix and conductive 

filler used, the electrical conductivity and mechanical strength 

of the composites decreased with increase in CB content due 

to poor filler wetting. Therefore, the electrical and mechanical 

behaviour of specific matrix-G/CB composite systems needs to 

be investigated and established. In a previous study by Alo et 

al. [10], the potential of graphite-filled immiscible 

polyethylene (PE)-epoxy (EP) blend for BP application has 

been reported. However, further improvement in electrical 

conductivity of the composite through incorporation of a 

secondary filler that can enhance the conductive network 

formation is necessary. Improvement in the electrical 

conductivity of G-filled polypropylene (PP)-EP blend by 

incorporating CB as secondary filler has been demonstrated 

[11]. Thus, it is expected that significant improvement in 

conductivity can be achieved with G/CB-filled PE-EP blends. 

Also, the water absorption characteristics of BP materials in 

the humid operating environment of the FC is critical to the 

overall performance of the FC stack.  

Thus, the aim of the present work is to investigate the 

electrical, flexural, and water absorption properties of 

composites based on PE-EP blend filled with G/CB hybrid 

filler for potential application in BPs for FCs. It was expected 

that the small-sized CB would fill the spaces between the larger 

graphite particles. Therefore, the concentration of the CB 

minor filler was gradually increased as the graphite content 

increased. 

II. EXPERIMENTAL 

The high density PE 547999 (Melt index 2.2 g/10 min) and 

polyethylene-grafted-maleic anhydride 456632 (PE-g-MAH) 

compatibilizer used in this study were supplied by Sigma-

Aldrich.  The bisphenol-A epoxy resin (LR 30) and the amine-

type hardener (LH 30) were supplied by AMT Composites, 

South Africa. The graphite powder (> 99% purity) used was 

donated by Graftech, South Africa while the highly conductive 

CB PRINTEX XE2-B (average particle size 30 nm) was 

supplied by Orion Engineered Carbons. The composites were 

melt-mixed in a Haake Rheomix OS mixer at 190 oC and 60 

rpm for 10 minutes. After mixing, the samples were 

compression moulded at 200 oC at 6 metric tonnes for 10 

minutes. Details of the composite formulations are shown in 

Table 1. 

TABLE 1 
FORMULATIONS OF THE PE-EP-G/CB COMPOSITES 

Sample  Polymer  Filler 

Graphite (wt%) CB (wt%) 

PE-50G/CB PE 49 1 

EP-50G/CB Epoxy 49 1 

PE-EP-50G PE-EP 50 - 

PE-EP-50G/CB     PE-EP 49 1 

PE-EP-60G/CB     PE-EP 57 3 

PE-EP-70G/CB     PE-EP 65 5 

PE-EP-80G/CB     PE-EP 73 7 

Measurements of the in-plane electrical resistivity were 

performed on samples with 50 × 13 mm dimensions using the 

four-point probe method according to the ASTM D4496. A 

Metronix 544B DC power supply was used to provide a 

constant current through the two outer probes while the voltage 

drop between the inner probes was measured with a Brymen 

TBM525 digital multimeter (Fig. 2). The electrical resistivity 

(ρ) was calculated using equation (1): 

                                      𝜌 =  
𝜋

𝑙𝑛2
× 𝑡 × 𝑅 × 𝑓1 𝑓2               (1) 

Where R is the measured resistance (Ω), f1 and f2 are finite 

thickness and width correction factors, respectively, and t is the 

thickness of the sample (cm). Based on the dimensions of the 

test specimens, the values f1 and f2 were obtained from data in 

literature [12], [13]. The mean resistivity was calculated from 

five measurements. 

 

Figure 2: Schematic of experimental setup for measurement of in-plane 
electrical resistivity 

The through-plane resistivity measurements were carried 

out on 30 mm × 30 mm samples, using the set-up shown in Fig. 

3. As shown in Fig. 3a, the sample was placed between the 

carbon cloth gas diffusion layers (GDLs) to simulate contact 

situation between the BPs and the GDLs in a FC stack and 

ensure electrical contact between the sample and copper plate 

current collectors. Each sample was pressed between the 

copper plates under a constant pressure of 140 Ncm-2 and the 

total resistance was measured using a dual display LCR meter 

(Escort ELC-131D).  
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Figure 3: Schematic of set up for through-plane resistivity measurement 

The total resistance of the set-up without the specimen (Fig. 

3b) was also measured. The resistance of the sample was then 

calculated using Equation 2: 

                                      R = RT − 2 RC                                  (2) 

R, RT and RC are specimen resistance, measured system total 

resistance with specimen and total resistance of the system 

without the specimen, respectively. The volume resistivity was 

calculated using the following equation:    

                       𝜌(𝛺𝑐𝑚)  = 𝑅𝑠(𝛺)  ×  
𝐴(𝑐𝑚2)

𝑡(𝑐𝑚)
                         (3) 

A represents area of the specimen (cm2) and t is thickness (cm). 

The flexural testing was carried out according to ASTM D 790-

03 using a universal testing machine (Instron 5966). Water 

absorption measurements were carried out following the 

ASTM D570 procedure. Specimens having a dimension of 13 

mm × 13 mm were weighed and then immersed in distilled 

water at 60 oC for 24 hours. The specimens were then removed, 

wiped dry of excessive water, and weighed again. The water 

absorption of specimens was calculated according to the 

equation: 

                      Water absorption = 
wc- wd

wd
 ×100%                  (4) 

where wc is the weight of the specimen at time t, and wd is the 

weight of the dry specimen.  

III. RESULTS AND DISCUSSION 

A. Microstructure of Fillers and PE/EP/G/CB Composites 

As shown in Fig. 4a, the graphite filler exhibits a flaky 

morphology. This type of morphology enhances contacts 

between the filler particles, thereby promoting formation of 

continuous conducting pathways within composites. Also, 

microstructure of the CB (Fig. 4b) shows agglomerated 

particles, which also favours formation of contacts between 

conductive filler particles, leading to improved electrical 

conductivity in CPCs. Fig. 4c shows the morphology of the PE-

EP-G/CB with 50 wt% total filler. The graphite flakes are 

visible within the composite, but few distinct polymeric 

regions can be seen in the micrograph because of the high filler 

loading in the composite. Therefore, the composites will 

contain few regions in which the insulating polymeric phase is 

located in the gaps between the filler particles, which promotes 

high electrical conductivity. 

 

Figure 4: SEM micrographs of (a) graphite; (b) CB; (c) PE-EP-50G/CB 

composite 

B. Electrical Conductivity of the PE-EP-G/CB Composites 

The in-plane (Fig. 5) and through-plane (Fig. 6) electrical 

resistivity of the PE-EP-G/CB composites decreased from 

0.0201 Ω.cm to 0.0098 Ω.cm and 1.9801 Ω.cm to 0.1016 

Ω.cm, respectively, as the total filler concentration increased 

from 50 to 80 wt%. The electrical conductivity of CPCs is 

influenced by factors such as morphology of filler(s), 

dispersion state of filler(s), and contact between the filler 

particles [14], [15]. Increase in the concentration of fillers leads 

to more contacts between filler particles, which leads to 

reduced electrical resistivity. Also, the use of graphite and 

highly conductive CB would have a synergetic effect on the 

conductive network formation in the composite. Findings from 

previous studies have provided evidence that the improvement 

in electrical conductivity observed in polymer-G/CB 

composites compared to polymer-G composites with no CB 

addition is due to formation of more continuous conducting 

networks [8], [9], [16]. The nano-sized CB particles, with 

spherical geometry and high surface area, can effectively fill 

the gaps between the larger graphite platelets. Therefore, the 

decrease in electrical resistivity with increase in total filler 

concentration is due to formation of more conducting pathways 

within the composites. It is noteworthy that the concentration 

of the CB was increased in the formulations as the graphite 

content was increased in order to have more CB particles to fill 

the extra graphite-graphite interparticle spaces that would be 

present as a result of increased graphite contents. While the PE-

EP-80G/CB composite exhibit in-plane resistivity that exceeds 
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the DOE target of < 0.01 Ω.cm, none of the composites meet 

the through-plane resistivity target of < 0.05 Ω.cm. However, 

the level of electrical performance achieved by the PE-EP 

blend-based composites is promising for further investigations 

for improvement. 
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Figure 5: In-plane electrical resistivity of the PE-EP-G/CB composites  

 

50 55 60 65 70 75 80

0.0

0.5

1.0

1.5

2.0

T
h
ro

u
g
h
-p

la
n
e 

re
si

st
iv

it
y
 (



cm
)

Total filler content (wt%)

 

Figure 6: Through-plane electrical resistivity of the PE-EP-G/CB composites 

The benefit of the G-CB hybrid filler on the conductivity 

behaviour of the composites is further revealed by the lower 

electrical resistivity of the PE-EP-50G/CB (0.02 Ω.cm) 

compared to the PE-EP-50G composite (0.04 Ω.cm) (Fig. 7).  

In single polymer-conductive filler systems, depending on 

the filler type and processing conditions, fillers tend to be 

homogeneously distributed in the polymer matrix. However, in 

a composite having a matrix of immiscible polymer blend with 

co-continuous structure, selective distribution of filler within a 

segregated volume occurs [17]. In our previous studies [10], 

[18], it has been shown that the PE-EP blend exhibit a co-

continuous morphology and selective distribution of filler in 

the epoxy occurred when the blend was filled with graphite 

particles. This type of filler dispersion, for a given filler 

content, favours formation of more contacts between filler 

particles, which leads to lower electrical resistivity. Therefore, 

as shown in Fig. 7, the PE-EP-G/CB with total filler content of 

50 wt% has a lower in-plane electrical resistivity compared to 

the PE-G/CB composite and EP-G/CB composite, both with 50 

wt% total filler content. This indicates the potential of 

combination of polymer blend matrix with hybrid conductive 

filler systems for achieving CPCs with high electrical 

performance for BP application. 
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Figure 7: In-plane resistivity of G/CB-filled polymer blend and single 

polymers at 50 wt% filler content 

C. Flexural Properties of the PE-EP-G/CB Composites 

BPs must possess good mechanical strength to be able to 

withstand the high clamping forces in the FC stack and 

vibrations if applied in FC vehicles [19]. Fig. 8 shows the 

variation of the flexural properties of the composites with 

increase in total filler content. The flexural strength initially 

increased with increase in the total filler content up to a 

maximum value of 30.17 MPa at 60 wt% filler, which is above 

the DOE target of > 25 MPa. Further increase in filler 

concentration caused a decrease in the flexural strength. The 

decrease may be due to lack of enough polymers to wet the 

fillers, leading to poor matrix-filler adhesion. Also, as the 

amount of CB in the composites increased as the total filler 

content increased, there would be a greater tendency for 

agglomeration of the CB particles at higher total filler contents. 

When mechanical stress in applied during measurement of 

flexural properties, if the matrix-filler interaction is poor, 

agglomerates may cause stress concentrations, leading to 

reduced mechanical strength [20]. 

As the total filler content was increased, the flexural 

modulus of the composites increased from 2.96 GPa at 50 wt% 

filler to 4.58 GPa at 60 wt% total filler content. This can be 

attributed to much higher stiffness of the graphite main filler 

compared to the polymer matrix. However, increase in the total 

filler content beyond 60 wt% caused a decrease in the flexural 

modulus. At high filler concentration, the presence of air gap 

between the layered structure of the graphite as a result of 

insufficient polymer resin to wet the entire filler surface area 

could account for the reduced flexural modulus of the samples. 

Although, the PE-EP-60G/CB composite exhibit lower in-
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plane and through-plane electrical conductivities compared to 

PE-EP-70G/CB and PE-EP-80G/CB composites (Fig. 5 and 6), 

it exhibits the best flexural performance. 
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Figure 8: Flexural strength and modulus of the composites as a function of 

total filler content 

D. Water absorption of the PE-EP-G/CB composites 

Due to the hydrophobic nature and barrier effect of the 

platelet structure of graphite, graphite-filled polymer 

composites tend to exhibit resistance to absorption of moisture 

compared to the neat polymer [21], [22]. Therefore, to 

determine the effect of addition of CB secondary filler on the 

water absorption behaviour of the composites, water 

absorption tests were performed on both the PE-EP-G/CB 

composites and PE-EP-G composites with 50 to 80 wt% total 

filler concentration. The water absorption experiments were 

carried out at 60 oC to simulate the warm operating condition 

of the PEMFC. The variation of water absorption of the PE-

EP-G/CB and PE-EP-G composites with increase in total filler 

content is shown in Fig. 9. As the total filler content increased 

from 50 to 80 wt%, the water absorption of the PE-EP-G 

composites increased slightly from 0.19% to 0.20% (≈5% 

increase) while the water absorption of the PE-EP-G/CB 

composites increased more considerably from 0.2% to ≈0.3% 

(50% increase). The slight increase in water absorption of the 

PE-EP-G composites can be attributed to increase in micro 

gaps as a result of reduced filler wetting, which counteract the 

barrier effect of the graphite platelets. In the case of the PE-EP-

G/CB composites, the increase in water uptake is more 

significant. This can be attributed to the loose structure of CB 

secondary filler, which more than offset the effect of its 

hydrophobic nature and barrier effect of the graphite platelets. 

However, DOE water absorption target for PEMFC BP at 24 

hours immersion is < 0.3% [23], and all the composites meet 

this target. 

40 50 60 70 80
0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

W
at

er
 a

b
so

rp
ti

o
n
 (

%
)

Total filler content (wt%)

 PE-EP-G

 PE-EP-G/CB

 

Figure 9: Variation of water absorption of PE-EP-Ge and PE-EP-G/CB 

composites with increasing total filler content. 

IV CONCLUSION 

CPCs based on PE-EP blend filled with G/CB hybrid filler 

were prepared by melt mixing followed by compression 

molding. The composites were then characterized in terms of 

electrical resistivity, flexural properties, and water absorption. 

The in-plane and through-plane electrical resistivities of the 

composites decreased as the total filler content increased. The 

PE-EP-G/CB composite with 80 wt% total filler exhibited the 

lowest in-plane and through-plane resistivities of ≈0.01 Ω.cm 

and ≈0.1 Ω.cm, respectively. The low resistivity of the PE-EP-

G/CB composites could be attributed to bridging of the spaces 

between the larger graphite platelets by the nano-sized CB 

particles and the concentration of the fillers in one of the 

polymer phases in the blend. Both flexural strength and 

modulus of the composites initially increased with addition of 

the G/CB filler up to maximum values of 30.17 MPa and 4.58 

GPa, respectively, and further increase in filler content caused 

a decrease in the flexural properties. The decline in flexural 

properties can be attributed to agglomeration of the CB and 

poor filler wetting at higher concentrations of the G/CB hybrid 

filler. Water absorption of the PE-EP-G/CB composites 

increased considerably as the filler content increased from 50 

to 80 wt%. The loose structure of the CB filler, would more 

than offset the effect of its hydrophobic nature and barrier 

effect of the graphite platelets, leading to increase in water 

uptake. The properties exhibited by the PE-EP-G/CB 

composites show that combining G/CB hybrid filler with PE-

EP blend is a promising approach to achieve CPC BPs that 

meet the DOE targets. 
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Abstract— Preeclampsia is one of the leading causes of maternal 

mortality in South Africa and the world. Due to South Africa’s 

poor antenatal care, the prediction of pregnant women at risk of 

developing preeclampsia is vital for allocating scarce resources. 

This paper proposes a machine learning model to predict 

preeclampsia using existing antenatal care datasets from South 

African hospitals. To the researcher’s knowledge, this proposed 

model will be the first machine learning model for predicting 

preeclampsia using a South African dataset. A review of the 

literature and existing systems was performed to identify the eight 

risk factors. These risk factors are systolic blood pressure, 

diastolic blood pressure, maternal age, body mass index, diabetes 

status, hypertension history, nulliparity, and maternal disease. 

The proposed model will use supervised learning and will be 

evaluated using five evaluation metrics, namely classification 

accuracy, confusion matrix, logarithmic loss, area under curve, 

and F-Score.  
 

Keywords— Preeclampsia, Pregnancy, Predictions, Forecasting, 

Machine Learning, Supervised Learning, Proposed Model 

I. INTRODUCTION 

Approximately 800 women die every day worldwide from 

preventable causes due to pregnancy and childbirth. Ninety-

four per cent of these maternal deaths occur in low- to middle-

income countries, with Sub-Saharan Africa accounting for 

two-thirds of these deaths [1].  Hypertensive disorders of 

pregnancy, such as preeclampsia, are the second leading causes 

of maternal death in South Africa [2]. Preeclampsia, usually 

diagnosed after 20 weeks’ gestation, is the new onset of 

hypertension. It is a disorder characterised by high blood 

pressure, usually above 140/90, and the presence of proteinuria 

[3]. The mortality of pregnant women with preeclampsia is 

accompanied by increased foetal mortality and disability rates 

[4], [5]. The maternal complications associated with 

preeclampsia are acute kidney disease and placental abruption. 

In severe circumstances, preeclampsia can lead to low platelet 

count, elevated liver enzymes, haemolysis and eclamptic 

seizure.  

Preeclampsia can be categorised into two groups, early- and 

late-onset. Early-onset preeclampsia develops before 34 weeks’ 

gestation, and late-onset preeclampsia develops after 34 weeks’ 

gestation. In South Africa, preeclampsia incidence is much 

higher than reported in other low- and middle-income studies. 

These statistics could be explained by South African women 

lacking access to antenatal and postnatal care, resulting in 

delays in seeking care [2].  If they can find a clinic, many 

pregnant women only attend their first session or attend it very 

late in their pregnancy [6]. South Africa has been fighting this 

ongoing battle with access to antenatal care and preeclampsia 

for decades, despite the availability of free antenatal care 

throughout the country [7], [6].  

The importance of antenatal care for pregnant women with 

hypertensive disorders is echoed in a meta-analysis of the 

prevalence of hypertensive disorders of pregnancy, and 

pregnancy outcomes in Sub-Saharan Africa. The meta-analysis 

recommends future research in strategies to predict those 

women at greater risk of hypertensive disorders. Since there 

are no preventative measures for preeclampsia, clinics focus on 

early detection and surveillance. Early detection will allow for 

the prioritisation of preeclampsia patients, especially in low 

resource settings. Due to the large amounts of data the health 

sector produces, machine learning offers a useful way to 

extract meaning from this data [8]. The health sector has 

already seen the positive impact that machine learning has had 

on the accuracy of prediction in healthcare [9], [10]. This paper 

proposes a model that will predict if a pregnant woman is at 

risk of developing preeclampsia.  

II. RELATED WORK 

Jhee et al. [11] developed a model to predict late-onset 

preeclampsia using machine learning-based methods. They 

included data from 11,006 women from the Yonsei University 

Healthcare Centre in China between 2005 and 2017. The 

preeclampsia development rate was 4.7% (n=474). The data 

included were: age, blood pressure, height, weight, gestational 

age, medical history, and biochemical laboratory data. The 

repeated-measures data, such as blood pressure, weight and 

laboratory data were delineated through pattern recognition 

and cluster analysis. Their model included a data split of 70% 

training and 30% testing, and two outcome categories, namely 

preeclampsia and no preeclampsia. Model development was 

programmed in R. The following six methods were used: 

logistic regression, decision tree model, naïve Bayes 

classification, support vector machine, random forest 

algorithm, and stochastic gradient boosting method. Jhee et al. 

[11] made use of the R programming language for all their 

models.   

Pattern recognition and cluster analysis were used to 

determine the influence of each variable on prediction. Among 

the assessed variables, the 14 most influential factors were 

included in their prediction model. The most influential risk 

factor was systolic blood pressure. The C-statistic, a global 

measure of model discrimination, for all models used by Jhee 

et al [11], together with their respective calibration plots are 

shown in Fig. 1.  
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Figure 1: Jhee’s Model’s calibration plot with respective C-statistics [11] 

  

  

 When the prediction performances were compared among the 

prediction models, the stochastic gradient boosting (SGB) 

model had the best performance for predicting preeclampsia. 

The overall accuracy of the SGB model was 0.973, the false-

positive rate was 0.009, and the detection rate reached 0.771. 

Jhee et al. [11] highlighted the use of mean values when 

dealing with prediction models in pregnancy. They agreed on 

the importance of taking fluctuation variability into account, 

and this is why they incorporated repeated measured values, 

and included the changing patterns as an analysable factor. 

These recommendations support the idea of incorporating 

smart devices, such as smartwatches, to automatically monitor 

fluctuation. Although Jhee et al. [11] could effectively predict 

late-onset preeclampsia, they faced several limitations. Many 

women only started the antenatal evaluation program early in 

the second trimester, resulting in unusable first trimester data. 

Acquiring large amounts of data will allow this study to 

overcome this limitation. When the data processing stage has 

been reached, all participants who started the antenatal care 

program late can be removed without affecting the model’s 

performance. Jhee et al. [11] used a dataset containing 11,006 

women; although this is a large sample an even larger sample 

may provide a more accurate model. 

One simple prediction system currently used in South 

African clinics is the basic antenatal care approach (BANC). 

The BANC approach has been simplified to allow all postnatal 

care midwives to provide antenatal services to reduce maternal 

and perinatal deaths, while improving maternal health [12]. 

The BANC approach allows for better decision-making at the 

primary healthcare level. It achieves this by identifying high-

risk pregnancies at an early stage. Although it is a very simple 

paper-based approach to predicting high-risk pregnancy, it has 

shown to be very effective. 

In an article by Hofmeyr and Mentrop [15] in the South 

African Medical Journal, a case study is discussed that best 

describes the impact of poor antenatal care in South Africa, as 

follows: “A 22-year-old nulliparous woman was seen 

antenatally at 26 weeks’ and 35 weeks’ gestation and was well. 

Her blood pressure was 110/60 mmHg, urine tests were normal, 

and foetal movements were felt. Her next visit was booked for 

six weeks’ later. After 23 days, she presented at 08h30 in 

labour with severe pulmonary oedema. Her blood pressure was 

189/93 mmHg, and oxygen saturation was 70% on room air 

and 85% on 40% oxygen by mask. After stabilisation, a 

caesarean section was performed for foetal distress under 

general anaesthesia. A male baby was delivered at 09h50, with 

an Apgar score of 6/10 at 5 minutes. During the closure of the 

uterus, the mother had a cardiac arrest. Resuscitation was 

carried out, and she was transferred to the intensive care unit. 

Her condition deteriorated despite intensive care, and she died 

at 15h40. The most crucial avoidable factor was the long 

interval between routine BANC antenatal visits. Under the 

traditional antenatal model, she would have been seen two 

weeks after her visit at 35 weeks, and early preeclampsia would 

likely have been diagnosed and managed with delivery before 

she progressed to severe preeclampsia with pulmonary oedema” 

[13]. This case study illustrates the importance of proper 

antenatal care and proper management of resources. 

Another study consulted was a systematic literature review 

and large meta-analysis [14]. The study identified publications 

investigating the association between preeclampsia and at least 

one risk factor in a previous pregnancy or the current 

pregnancy. Pubmed and Embase were searched for in English 

papers available from 2000 to June 2016. The pooled 

preeclampsia event rate for each risk factor was calculated 

using an arcsine transformation, followed by the derivation of 

a pooled relative risk (RRpooled), and 95 per cent confidence 

intervals for each variable. Using the pooled relative risks, the 

population attributable fraction for each risk factor was 

calculated using the following formula: 

 

PAF=[Pepooled (RRpooled–1)]/[Pepooled(RRpooled–1)+1] 

 

Where Pepooled is the number of women with a given risk 

factor in each study, divided by the total number of women in 

the study. Table I contains the pooled unadjusted risk for each 

risk factor. 

TABLE I 

RISK OF PREECLAMPSIA DETERMINED BY 16 WEEKS’ GESTATION [14] 

Risk Factor No of 

women/No of 

studies 

Pooled 

unadjusted 

risk (95% CI) 

Prior IUGR 55,542/1 1.4(0.6 to 3.0) 

SLE 2,413,908/2 2.5 (1.0 to 6.3) 

Nulliparity 2,975,158/25 2.1 (1.9 to 2.4) 

Maternal Age > 35 5,244,543/22 1.2 (1.1 to 1.3) 

Maternal age > 40 4,260,202/16 1.5 (1.2 to 2.0) 

Prior stillbirth 63,814/2 2.4 (1.7 to 3.4) 

Chronic kidney disease 966,505/5 1.8 (1.5 to 2.1) 

ART 1,463,529/20 1.8 (1.6 to 2.1) 

Pre-pregnancy BMI>25 3,644,747/38 2.1 (2.0 to 2.2) 

Pre-pregnancy BMI>30 5,921,559/40 2.8 (2.6 to 3.1) 

Multifetal pregnancy 7,309,227/8 2.9 (2.6 to 3.1) 

Prior placental 

abruption 

291,134/3 2.0 (1.4 to 2.7) 

Pregestational diabetes 2,553,117/19 3.7 (3.1 to 4.3) 

Prior preeclampsia 3,720,885/20 8.4 (7.1 to 9.9) 

Chronic hypertension 6,589,661/20 5.1 (4.0 to 6.5) 

aPL 220,156/3 2.8 (1.8 to 4.3) 
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*IUGR=intrauterine growth restriction; SLE=systemic 

lupus erythematosus; ART=assisted reproductive technology; 

BMI=body mass index; aPL=antiphospholipid antibody 

syndrome 

Prior preeclampsia had the most significant pooled relative 

risk, followed by chronic hypertension. Nulliparity had the 

greatest population attributable fraction for preeclampsia with 

pre-pregnancy BMI > 25 and prior preeclampsia in the second 

and third most. The study concluded by stating that all 

identified risk factors attributed to a heightened risk of 

preeclampsia. The most prominent risk factors were chronic 

hypertension, pre-gestational diabetes, prior preeclampsia, and 

BMI > 30. 

The quality and quantity of data are some of the most 

influential factors regarding accurate predictions in machine 

learning models. While performing the literature review for 

this research, a clear gap in the accessibility of antenatal data 

for research purposes was identified. The Global Pregnancy 

Collaboration (CoLab) is a company currently striving to 

promote data accessibility and standardisation among research 

in preeclampsia [6]. Their goal is to create a large and powerful 

dataset by merging datasets from smaller studies worldwide. 

Standardised data is another key selling point for the 

COLLECT dataset. The time required to merge smaller 

datasets is significant, primarily due to data collection projects 

producing vastly different data sets. All projects currently 

using the COLLECT dataset are still in their data collection 

phase. Thus, this data cannot be used for this paper’s proposed 

model. However, it is recommended that future research 

should use the COLLECT dataset for South African research 

in Preeclampsia [15].  

III. PREECLAMPSIA IN PREGNANT WOMEN 

Preeclampsia is a disorder associated with pregnancy, 

affecting 4.6% (95% confidence interval (CI), 2.7–8.2) of all 

pregnancies. It remains a leading cause of maternal and 

perinatal morbidity and mortality worldwide [16]. In the 

guidelines published by the National Institute for Health and 

Care Excellence (NICE) in 2019, a woman is classified at high 

risk of preeclampsia if there is a history of hypertensive disease 

during a previous pregnancy or a maternal disease, including 

chronic kidney disease, autoimmune diseases, diabetes, or 

chronic hypertension. Women are at moderate risk if they are 

[17][18]: 

• Nulliparous 

• ≥ 40 years of age 

• Body mass index (BMI) ≥ 35 kg/m 

• Family history of preeclampsia 

• A multi-foetal pregnancy 

• Pregnancy interval > 10 years  

 

The presence of one high-risk factor, or two or more 

moderate risk factors, is used to help guide aspirin prophylaxis, 

which helps to reduce the risk of preeclampsia if administered 

before 16 weeks’ gestation [19][20].  

After consulting relevant literature, the following risk 

factors for preeclampsia were identified [11] – [19]: 

• Systolic Blood Pressure 

• Diastolic Blood Pressure 

• Maternal Age  

• BMI 

• Diabetes Status  

• Hypertension History   

• Nulliparity  

• Maternal Disease 

 

However, pre-collected datasets may contain more or less 

features that were not explicitly highlighted. Therefore, these 

risk factors will be used as a guideline. 

IV. MACHINE LEARNING FOR PREDICTION OF PREECLAMPSIA 

The healthcare sector is always striving to achieve the Triple 

Aim, which improves outcomes, enhances patients’ experience, 

and reduces healthcare costs to the public. Predictive 

modelling for real-time decision making is playing an essential 

role in achieving the Triple Aim.  A clinical risk prediction 

model is defined as a model that combines several 

characteristics to predict the risk of disease presence and 

outcome occurrence in individuals [21]. Risk-prediction 

models as decision-making tools have long played an essential 

role in clinical practice. However, as times change, so do risk-

prediction models. Two significant changes in risk prediction 

have been centred around advances in computer science. 

Firstly, we now live in a data-centric world where almost every 

aspect of our lives is digitally stored in some format. Secondly, 

there has been a sudden increase in the use of machine learning 

models to make predictions. The significant increase in data 

has led to an increasing need to analyse and interpret it [22]. 

Machine learning models allow for large amounts of data to be 

analysed and interpreted in a fraction of the time it would take 

a human. Thus, they save time and are immune to ‘human 

error’.  Machine learning is extensive and can include simple 

models such as the BANC model, or highly complex models 

such as Tesla’s complex deep neural network for their autopilot 

[23].  

V. PROPOSED MODEL 

Machine learning models follow an iterative approach 

where a threshold is selected and, if not reached, will result in 

the model being adapted (Figure 2). 

  

Figure 2: Iterative Machine Learning Process [24] 

 

There are seven general steps to take when developing a 

machine learning model [25], [26]. These steps are: 

1. Acquiring data  

2. Preparing data  

3. Choosing a suitable model  

Prepare 

Data 

Extract 

Features 

Train 

Model 

Evaluate 

Model 
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4. Training the model  

5. Evaluating the model 

6. Tuning the parameters 

7. Making predictions 

 

All seven steps will be described in detail in the following 

paragraph. The starting point for any machine learning model 

is the acquisition of data. 

A. Data Acquisition 

Clean and descriptive data is an essential aspect of a 

machine learning model, as without it, there is no way of 

making an accurate prediction. There are two main methods 

for acquiring data, either by performing the data collection or 

using an existing data set. Initially, the proposed model was 

going to make use of data collected from smartwatches of 

patients in South African clinics. However, due to the Covid 

pandemic, cost, logistics and time constraints, this proved 

unfeasible. Thus, an existing antenatal care dataset was needed.  

The lack of customisation is a big disadvantage of using an 

existing dataset, and must be considered when selecting which 

dataset to use. Some risk factors that are crucial for making an 

accurate prediction may not be included in the dataset. 

Therefore, consulting many datasets to find which one suits the 

proposed model and contains most of the required features is 

very important. The researcher investigated many public 

dataset repositories for antenatal care or preeclampsia datasets. 

Unfortunately, no suitable public dataset could be found. Thus, 

another data source had to be explored, namely datasets 

directly from health institutions. Many hospitals in South 

Africa store their data and allow researchers to apply for access 

to the anonymised datasets. However, before applying for 

access to the data, ethical clearance from the Nelson Mandela 

University had to be obtained. This ethical clearance is 

currently underway, with the application awaiting review. 

Thereafter, applications for access to the hospitals’ antenatal 

datasets will be submitted. 

B. Data Preparation 

Data preparation follows data acquisition, and the emphasis 

is on data quality. Data preparation is the transformation of raw 

data into a form suited for the machine learning model. Before 

handling the data, it is crucial to visualise it to highlight any 

relationships or data imbalances. The data preparation 

techniques used will depend on the specifics of the data. 

Generally, the first task is data cleaning. Data cleaning is the 

process of identifying and fixing systematic problems. General 

data operations performed in the data cleaning are:  

• Use statistics to identify outliers by defining a 

‘normal’ value; 

• Identify and remove duplicates; 

• Identify null values and replace them using statistics. 

The next step is feature selection. Feature selection refers to 

the selection of a subset of input features that most affect the 

output. There is no ‘best feature selection method’. Each 

specific problem will require experimentation of methods. The 

three most common feature selection methods for supervised 

learning problems are: 

• Wrapper: The search for the best performing subset 

of features; 

• Filter: The selection of a subset of features based on 

their relationship with the target variable  

• Intrinsic: Algorithms that perform automatic feature 

selection during training, such as decision trees. 

Once the optimal features have been selected, data 

transformation needs to begin. Data transformation is used to 

change the type of distribution of data. There are many 

different techniques, and only once the data has been 

thoroughly analysed will the suitable methods be identified. 

The final step in data preparation is feature engineering, which 

is the creation of new input variables from the existing 

available data.  Feature engineering is used to add broader 

context to a single observation or to simplify a complex 

variable. This can be done by adding a Boolean flag, adding a 

summary statistic, or breaking down existing variables. An 

example of feature engineering for the proposed model would 

be adding a Boolean field that would be derived from the 

maternal age. Adding this field could potentially decrease the 

processing time of the model. 

Once all these steps are performed the data will be 

randomly split into two sets, one being a training set equalling 

70 per cent of the complete data set, and the remaining 30 per 

cent will be used as a testing set. Thus, the data will be ready 

to train and evaluate the model. 

C. Model Selection 

The three main types of machine learning models are 

supervised, unsupervised and semi-supervised learning. 

Supervised learning, which this paper’s proposed model will 

use, requires all data to be labelled. The model then learns a 

mapping between input and output variables, and applies it to 

unseen data to predict the outputs [27]. Supervised learning can 

be broken down into two types of problems, namely 

classification and regression. A classification algorithm is used 

when you have a categorical outcome, such as true or false. A 

regression algorithm is used when you have a real value output, 

such as weight. Therefore, since the outcome for the proposed 

model will be either at risk of hypertension or not at risk, 

classification will be the selected algorithm. Women who 

developed preeclampsia will be categorised into the 

preeclampsia group, and those who did not, would be placed in 

the no preeclampsia group. Some of the fundamental 

algorithms that will be tested are: 

• Support Vector Machine 

• Naïve Bayes 

• Decision Tree 

• Artificial Neural Network 

D. Model Training 

Once the model is selected, the data will be used to train 

the model. Training a model requires the data to be supplied to 

the model to incrementally improve the model’s ability to 

make predictions. Python will be the selected language due to 

the first author’s familiarity with it, and that it is the most used 

language for programming machine learning models. The 

SciKit library will be used for creating and training the model 

[28]. 

E. Model Evaluation 

After the model has been trained with the training dataset, 

the model will have to be evaluated. The evaluation phase uses 
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the testing dataset, which was set aside in the data processing 

phase. The following metrics are used to quantify the 

classification model’s performance: 

• Classification accuracy – number of predictions 

made as a ratio of all predictions made; 

• Confusion matrix – A detailed breakdown of correct 

and incorrect classifications for each class; 

• Logarithmic Loss – Performance of the model where 

the prediction probability diverges from the actual 

label. The goal is to minimise this value; 

• Area under curve – A measure of the ability of a 

binary classifier to discriminate between positive and 

negative classes; 

• F-Measure (F-Score) – Considers both the recall and 

the precision to compute a score for the model. 

The overall performance of the proposed model can be 

evaluated using all the metrics. 

F. Parameter Tuning 

If the model’s accuracy is not adequate, parameter tuning 

will be needed. It must be noted that before parameter tuning 

is performed, an attempt to improve the quality of data being 

input into the model must be performed. If the data cannot be 

improved, two methods for tuning the parameters will be used: 

a grid search and a random search. A grid search evaluates a 

model for each combination of parameters specified in a grid, 

whereas a random search samples each set of parameters from 

a distribution over a possible parameter value. Once the tuning 

is complete, the best configuration will be reported, and the 

necessary steps can be taken. 

G. Performing Predictions 

Finally, if the model’s performance is satisfactory, the 

prediction model can be tested in a real-world scenario. When 

comparing studies with similar models, Jhee et al. achieved an 

overall accuracy on their SGB model of 0.973, a false positive 

rate of 0.009, and a detection rate of 0.771. This paper’s 

proposed model will aim to perform equally or better than Jhee 

et al.’s SGB model. 

VI. DISCUSSION AND FUTURE WORK 

After performing the literature review and applying for 

ethics, the next step in developing the model is to apply for a 

usable data set. Thereafter, data preparation will begin (Section 

V-B). Figure 3 visualises the current status of the development 

of the proposed model.  

 

 

Figure 3: Visualisation of the proposed model development status 

Once data preparation begins, the goal will be to use a South 

African hospital’s antenatal dataset as the proposed model’s 

primary data source. Once implemented, the model will be 

evaluated using all the methods outlined in Section V. The final 

step would be to implement the model in a South African clinic 

or hospital. If the model does not perform within acceptable 

thresholds, independent data collection will need to be 

considered. If data collection is needed, the COLLECT dataset 

and standards will be used.  

The contribution of this paper is a proposed model for the 

prediction of preeclampsia using machine learning techniques. 

To the researcher’s knowledge, this proposed model is the first 

of its kind in South Africa and the first to make use of a South 

African antenatal data set. Thus, the performance of different 

machine learning algorithms on South African antenatal data 

can be evaluated. 

VII. CONCLUSION 

Preeclampsia continues to affect pregnant South African 

women and their families. This paper proposes a model, which 

is the first of its kind in South Africa, for accurately predicting 

women at risk of developing preeclampsia, allowing clinics to 

assign their limited resources to women in critical need. The 

proposed model is planned to be the first preeclampsia 

prediction model that makes use of a South African Hospital’s 

dataset. This paper plans to improve existing preeclampsia 

prediction models by increasing the sample size and exploring 

different prediction techniques. Future work will focus on the 

accessibility and standardisation of antenatal care data for 

future research into Preeclampsia. 
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Abstract— We propose and experimentally demonstrate a converged 

solution for high-speed data and accurate vibration sensing in mining 

applications. The solution is based on multimode fibre for connecting 

adjacent mining cavities, with wireless connectivity for machinery and users 

within cavities. Polarization-based vibration sensing over the multimode 

fibre is implemented to monitor vibrations and earth tremors leading to rock 

falls. Photonic data transmission over 100 m of multimode fibre is 

successfully achieved with a modal dispersion penalty of only 1.6 db. 

Wireless transmission at 1.7 GHz over 1 m is successfully demonstrated, 

while vibrations in the range 50 Hz to 1 kHz are accurately detected to within 

an error of 0.02%. The proposed technology has the potential to lower costs, 

increase productivity and improve safety across the mining sector.    

 
Keywords- multimode fibre, photonic transmission, mining 

communication, vibration sensing 

  

I. INTRODUCTION 

 

A network operator can create tremendous value by offering 

tailored, industry-specific services in the age of the Fourth 

Industrial Revolution. The mining industry presents one such 

opportunity with big data-driven operations, remote wirelessly 

operated machinery, and safety considerations. The 

environment in the mining sector can be very harsh on the 

workers, as well as the longevity of the equipment responsible 

for the day to day running. These extremities have slowed 

down the innovation for mines when compared to other 

industry sectors. The complex and unpredictable geological 

conditions in an underground environment, form part of the 

major concerns during the design and construction phase of 

any underground excavation process. In the absence of a 

reliable geotechnical monitoring scheme, the event of an 

unexpected rock collapse due to excessive rock deformation 

may lead to catastrophic injuries, fatalities, and significant 

financial loss.  According to a 2017 study of mining accidents, 

the most common mode of injury was hand tools/equipment 

(20%), falls of ground (15%), falling of material/rolling rock 

(14%), slipping, and falling (13%), and manual handling of 

material (11%). The most common tasks being performed by 

victims at the times of the accidents were drilling (25%), 

engineering tasks (24%), transportation of people (11%), and 

manual handling (11%). [1] 

 

 Optical fibre technology has made  a significant contribution 

to transformation in the mining industry.  High bandwidth and 

low latency  create the platform for smart mines to emerge.  

Advancements in the optical fibre industry have  inspired a lot 

more “fibre on the mine” research and implementation over the 

past decade [2][3]. With more research being conducted world-

wide, the domination of more fibre optic-based solutions for 

mining catastrophes raises hope for a more efficient, 

productive, profitable, and safer workspace in the mines. 

Furthermore, these fibre optic-based solutions in mines 

contribute significantly to pressing matters such as 

environmental, employee, and equipment safety, and hence an 

increase in productivity leading to greater profits. 

 

 

Figure 1: Industrial underground mining illustration with proposed 

optical fibre connections [4] 

In this paper, a converged data and vibration sensing optical 

fibre system is proposed and experimentally demonstrated.  

The system features network components, transceivers, digital 

signal processing (DPS) algorithms and impairment mitigation. 

The OM4 multimode fibre used for 10 Gbps data transmission 

is simultaneously used as a polarization-based vibration sensor. 

The system lowers costs and adds value by offering converged 

data and vibration sensing over the same OM4 multimode fibre 

infrastructure. The use of optical fibre has the added benefit 

over copper of being non-spark thus preferable to mining 

environments with flammable gas and substances. As 

illustrated in Figure 1, conventional single mode (SM) fibre 

from the control room above the ground can be coupled to a 

multimode fibre interlink that leads to each individual mine 

cavity. Table 1 summarizes the advantages of multimode fibre 

over single mode fibre, particularly for shorter links where 

more cost-effective lasers and receivers are available at 850 nm.  

Figure 2 illustrates how the focus of our paper combines 

Antenna 
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aspects of High Speed Data, Vibration Sensing and Wireless in 

a single experiment. 

 

 

 

 

 

 

 

          

   

 

Figure 2: Representation of ideas behind our work 

 

The conventional SM fibre can easily interface with existing 

terrain networks, while multimode components tend to be 

cheaper for the short reach networks underground. Antennas 

would be placed in each respective mine cavity to carry out the 

data communication and controlling some of the equipment. It 

is proposed that 5G signal be used for faster data transmission 

within the cavity. Wireless 5G cannot easily penetrate dense 

rock, hence we propose multimode links for connecting 

adjacent cavities. In addition to vibration sensing and photonic 

10Gbps data transmission, we thus also further include 

wireless transmission at 1.7 GHz  

II. THEORY RELATING TO MULTIMODE FIBRE DATA 

TRANSMISSION AND POLARIZATION-BASED SENSORS  

Multimode optical fibre (MMF) acts as a waveguide for 850 

nm photonic signals. Data may be added through modulation 

of either the intensity of the light, the phase of the light, or both.  

Monitoring the polarization of the light transforms the optical 

fibre cable into an array of virtual sensing devices. Polarization 

sensing has the further advantage that it can easily be 

performed, without the need for fibre modification or costly 

equipment deployed along the link. Only a polarimeter and 

appropriate DSP are needed at the receiver end. This allows 

detection and monitoring of vibration near the cable, which 

alter the polarization of the light wave [5]. 

Polarization of light refers to the orientation and path traced 

out by the electric field over time. Light has three basic states 

of polarization (SOP) known to be linear, elliptical, and 

circular. These SOP’s can be analysed and studied by 

representing them on a spherical surface known as a Poincare 

sphere, through one-on-one mapping systems. The Poincare 

sphere is orientated in Stokes’s space, with an orthogonal set 

of axes S1, S2 and S3. A path is traced out on the surface of 

the Poincare sphere with changing polarization. 

 

 
 

Figure 3:  Poincare sphere with Cartesian coordinates, which represent 

three  Stokes parameters namely S1, S2 and  S3. [7] 

For communication and data transmission over optical fibre, a 

number of steps are required.  These include: The electrical 

radio frequency (RF) data being transformed to a light wave 

carrier; transmission of the light pulse over an optical fibre 

network; and conversion of the light pulse back to a 

conventional RF digital signal. 
 

TABLE 1: PROPERTIES OF SINGLE MODE AND MULTIMODE 

OPTICAL FIBRE. 

 

 
 

Transmitting and receiving optical signals is accomplished 

through readily available transceivers that use devices such as 

light emitting diodes (LEDs) and photodetectors.  Vertical 

cavity surface emitting lasers (VCSELs) are commonly used in 

fibre-optic transmission systems since modulation can be 

applied directly, at high bandwidth with low energy 

consumption. 

VCSELs tend to lase at high powers in multiple transverse 

modes due to spatial hole burning (SHB). The complex 

transverse modal behaviour of VCSELs, the spontaneous 

emission noise and the intrinsic effects of the preceding bit 

pattern affect the performance of this type of lasers in datacom 

applications [6]. These effects limit performance by 

introducing impairments and a resultant power penalty. By 

managing the effects and including the power penalty in the 

link budget, VCSELs remain an attractive technology due to 

ease of direct modulation and relatively low cost.   

 

 

 

High speed 
Data 

Vibration 
sensing 

 

Wireless 

Our 
focus 
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III. EXPERIMENTAL PROCEDURE  

 

Figure 2: Experimental procedure for converged data and sensing 
 

Figure 4 is a schematic representation of the experiment 

performed for this work. An 850 nm multimode VCSEL was 

directly modulated using a 10 Gbps 27-1 non-return-to-zero 

pseudorandom binary sequence (NRZ PRBS) from a 

programmable pattern generator (PPG). The maximum current 

for this 850 nm multimode VCSEL was specified at 10mA. 

The lasing threshold current is  1.5 mA. The VCSEL was 

biased at 5.5 mA, before adding the PRBS modulation. This 

bias point facilitates optimum modulation depth between the 

threshold current and non-linear output that occurs at 10 mA. 

The maximum output power of the VCSEL was -0.97dBm. 

The PRBS, intensity modulated optical signal was 

subsequently transmitted over 100m OM4 multimode fibre. 

The attenuation of the fibre was 2.2dB /100m. The transmitted 

optical signal was detected using a PIN photodiode (PD) 

optimised for 850 nm.  At point A in Figure 4 the eye diagram 

of the resultant electrical signal after the high- speed 

photodiode was analysed by using an Agilent Infinium 86100 

high bandwidth oscilloscope with 10 GHz bandwidth in the 

time domain. Data transmission was also quantitatively 

measured through the bit error ratio (BER) performance for 

photonic transmission. The performance of the wireless 

antennae transmission was quantitatively investigated using 

the high bandwidth oscilloscope.  

For the vibration sensing dimension of the experiment, a sine 

wave frequency synthesizer together with an audio speaker 

was used to generate applied external vibrations to the 

multimode fibre. The vibrations were applied approximately 

mid-span in the link. Once the data was acquired using a 

polarimeter, a series of digital signal processing (DSP) steps 

were applied.  Step 1 involves the computation of the sample 

size, the total measurement time and the period of the SOP 

fluctuation.  Step 2 involves the computation of the vibrational 

frequencies through a number of steps. This was realized by 

taking the FFT of the individual Stokes parameters SOP (S1, 

S2, S3) data collect by the polarimeter. From the resultant FFT 

data, the two sided and single sided spectrums were 

respectively computed. In doing so, the frequency spectra 

corresponding to the pre-selected vibrational frequencies were 

determined and the corresponding plots were generated. 

IV. EXPERIMENTAL RESULTS  

 

Data communication 

The BER results for experiment with PRBS 7 at 10 GB/s are 

illustrated in Figure 5. These results were measured at point A 

in Figure 4.  The graph illustrates a plot for the back to back 

and transmission signal through the 100 m multimode fibre. 

The back to back signal is represented in orange with lower 

power than the transmission signal represented in blue.   The 

receiver sensitivities for the back to back and transmission 

signals were found to be -5.9dBm and -4.3dBm respectively. 

The difference between these two values is the power penalty, 

which is mainly due to the fibre impairments.   In this this case 

the power penalty was found to be 1.6 dB, introduced mainly 

by modal dispersion. Modal dispersion occurs in multimode 

fibre since various modes follow unequal paths of propagation 

through the fibre. The value of 1.6 dB is within an acceptable 

dispersion budget of 2 dB, given that an overall link budget 

would be in the order of 8 dBm. 

      

Figure 3: Bit Error Rate (BER) of back-to-back (B2B) and 

transmitted (Tx) signal over 100m MMF. 

  

Figure 4: The corresponding eye diagrams of the B2B and Tx 
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Eye diagrams for the back to back and the transmission signals 

are presented in Figure 6. The bit pattern has been wrapped 

after every three bits.  The eyes appear in both cases, with an 

error free decision threshold evident mid-level. The right-hand 

eye in Figure appears only slightly closed in comparison to the 

back-to-back eye. This corresponds to the small modal 

dispersion penalty of only 1.6 dB, as found in Figure 5.   

Vibration sensing 

 
The following results show how polarization changes in 

multimode fibre can be used to accurately sense vibrations in 

the range 50 Hz to 1 kHz. Broadband sensitivity corresponds 

well to measuring the response of rocks to drilling activities as 

well as early detection for ground tremors and rock falls.  

 

 

  

Figure 5: Sine wave of speaker vibrating at a frequency of 70Hz and 

FFT showing the detected frequency 

A signal generator at 70 Hz was connected to a speaker in 

proximity of the multimode fibre link. Time series data of 

polarization data after transmission was collected.  Figure 7 

(left) shows the acquired sine wave of the Stokes parameter S1. 

Digital signal processing (DSP) through a fast Fourier 

transform (FFT) was then performed on the data to confirm the 

corresponding frequency that the polarimeter detected. .  

Figure 7 (right) shows the resultant frequency spectra. The 

fundamental frequency of the vibration, as well as the 

harmonics are clearly visible. The acquired frequency of 69.99 

Hz from the FFT demonstrates successful operation. 

The experiment was repeated for 50Hz, 100Hz, 200Hz, 300Hz, 

500Hz and 1000Hz. The table below shows the results. All 

vibration frequencies were successfully experimentally 

measured to an error within less than 0.02%.   

 

 

 

 

 

 

TABLE 2: TABULATION OF DIFFERENT VIBRATION FREQUENCIES 

SUCCESSFULLY MEASURES BY MM SENSOR. 

 
 

 

Set frequency (Hz) 

Acquired 

frequency 

(Hz) 

 

Percentage error 

(%) 

  

50.00 

 

50.01 

 

0.02 

70.00 69.99 0.01 

100.00 99.98 0.02 

200.00 

300.00 

500.00 

1000.00 

200.00 

300.01 

499.99 

999.98 

0.002 

0.002 

0.002 

0.001 

   

 

Polarization fluctuations within the link have a negligible 

effect on data transmission performance. This is because short 

lengths of modern optical fibre have very small polarization 

mode dispersion (PMD). Furthermore, no components with 

significant polarization dependant loss (PDL) or relative 

intensity noise (RIN) are included in the experiment.   

 

 

Wireless transmission 

 

This part of the experiment focussed  on measurements taken 

at Point B in the experimental setup of Figure 4. It 

demonstrates how the wireless signals can be transmitted 

and/or received at multimode nodes. This provides wireless 5G 

connectivity for machinery and users within mining cavities.   

In the experiment, two Omni directional antennas were used. 

The antennas were placed 1m apart for the duration of the 

experiment.  The results on Table 3 show that wireless 

transmission was found to be optimal at a frequency of 1.7 

GHz.  The signal is observed to dwindle, and the SNR 

decreases as we switched to higher (2 GHz) and lower (1.4 

GHz) frequencies. The combined results suggest that a 10 

Gbps multimode mode fibre feed could be implemented to 

drive 10 or more wireless antennae, each transmitting at a bit 

rate of up to around 1 Gb/s. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Southern Africa Telecommunication Networks and Applications Conference (SATNAC) 2021 Page 331



TABLE 3:  SINUSOIDAL WAVE TABULATION AT 1.4GHZ, 

1.7GHZ AND 2.0GHZ FOR WIRELESS TRANSMISSION WITH 
ANTENNAS 1M APART. 

 
Frequency 

(GHz) 
 

Back-to-back 

 

Transmission 

 

 

1.4 

  

 

 

1.7 

  

 

 

2.0 

  
 

V. CONCLUSION  

A solution for simultaneous data transmission and vibration 

sensing in the mining environment was proposed and 

experimentally demonstrated. Photonic transmission at 10 

Gbps over 100 m of multimode fibre is shown to be ideal for 

connecting underground cavities, using the same multimode 

fibre, we implemented accurate vibration sensing in the range 

50 Hz to 1 kHz. Antennae connecting to multimode modes and 

operating at 1.7 GHz are shown to be suitable for wireless data 

connectivity within cavities. The proposed technology has the 

potential to lower costs, increase productivity and improve 

safety in mining applications. 
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Abstract—Studies have shown that the majority of the global 

population are migrating from rural to urban areas. People are 

leaving rural areas due to poor services such as poor broadband 

service. Broadband speed and reliability are one of the most 

significant measures of service quality in rural areas Internet 

connectivity. Fibre optic technology has been introduced as a 

solution to the low and poor broadband quality. However, due to 

the unique characteristics of rural areas in South Africa, 

majority of the telecommunication operators are reluctant to 

invest in rural ICT networks because it tends to be much less 

profitable. Hence, the study of how cost effective it would be to 

deploy a fibre optic network in rural areas as compared to the 

current wireless (LTE) network remains an open issue. This 

study investigates the cost-effectiveness of deploying a fibre optic 

network in the rural area of Mdantsane township, by analysing 

the installation and operation costs of fibre optic networks in 

comparison to the cost of wireless (LTE) network. The finding of 

the study amongst others showed that while fibre optic networks 

seem to be great, however, they come at a cost. The cost of 

drilling and trenching associated with the deployment of fibre 

optic networks was reported as the key reason why the network 

deployment is costly. Hence, reducing the cost of drilling and 

trenching would reduce the cost significantly. The study 

recommends that in order to reduce the fibre optic deployment 

costs, the network operators should partner and share the costs 

using a customize pricing model that favours both the operators 

and internet users in the rural areas.   

 

Keywords— Fibre optic, deployment, broadband, networking 

I. INTRODUCTION 

The introduction of fibre optic networks in 

telecommunication access networks would be required in the 

upcoming years to cope with increasing network demands. 

Fibre-to-the-Home (FTTH) networks can offer higher 

bandwidth and thus new services for customers compared to 

current access networks [1]. Telecom is a fast-evolving 

market, in which new applications can quickly take over, 

offer ever richer services, but also require more and more 

bandwidth. Many existing access network infrastructures 

based on DSL (Digital Subscriber Line) or HFC (Hybrid 

Fibre Coax) technology run increasingly in bandwidth 

shortage problems. To offer the currently high-end services 

like HDTV, online video meetings, 3D TV, online gaming 

and especially to be ready for the future of more demanding 

services, an FTTH network that offers the most cost-effective 

solution is needed [2]. Fibre-to-the-home (FTTH) is a 

technology that connects the home to a high-speed network 

using an optical fibre cable to provide data, voice, and video 

services [3]. It is considered the broadband of choice because 

of the potential to improve bandwidth to the residential home 

and because it is a future-proof technology with improved 

network reliability and the advantage of enhancing the 

openness of the residential home [4]. 

Provisioning of high-speed rural Internet access is 

associated with higher incomes and decreased unemployment 

by expanding remote job opportunities and the potential to 

expand online brick and mortar businesses [5]. Although high 

monthly prices influence use, there are also questions 

regarding hardware prices, secret fees, transparency of pricing, 

quality of service, and availability [5]. 

The governments have a central role to play in ensuring 

universal access to Internet services, an enabling environment 

for infrastructure development and competition, and a policy 

framework that allows for the lowering of costs, the 

promotion of digital literacy and innovation [6]. As part of its 

obligations, company was mandated to implement public 

switch telephone network services in rural and semi-urban 

areas around the country, many of which would otherwise not 

have proved commercially viable to operators in a 

competitive environment [7]. Although, initially successful in 

its endeavours to connect the masses, the gravity of the 

situation soon came to the fore as the company was forced to 

disconnect over two million telephone lines owing to non-

payment. 

In South Africa, old townships are geographically, 

culturally, and economically diverse as a result of historical 

social compression in racially segregated areas. Many of the 

townships include middle and low income areas, especially 

larger townships, and also scattered middle-income houses. 

Yet, socio-economic statistics indicate that the majority of 

township residents are poor and that there is a very high 

unemployment rate [8].  

[9] state that digital convergence (the incorporation of a 

combination of all forms of information such as data, voice, 

and video through convergence terminals and services) is 

expected to lead people to a smart society in which everyone 

can use customized services anywhere and anytime with the 

rapid growth of digital information technology. Unfortunately, 

when comparing urban and rural areas, there is an ever-

growing gap in the infrastructures of information and 

communication technology (ICT), which is contributing 

immensely to the digital divides. Faster access to the Internet, 

security and making of calls while browsing the Internet are 

some of the perks. While distance, fragility, low power, 

higher access rates than dial-up, and lack of connectivity in 

remote areas are disadvantages [10].  

Rural area development comes in different ways, different 

studies clearly showed that the majority of the global 
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population are migrating from rural to urban areas. People are 

leaving rural areas because of poor services (such as 

broadband) in the area. Broadband speed and reliability have 

been part of the most significant measures of service quality 

in rural areas. Poor broadband quality in a community 

indicates poor economic development and poor service 

delivery to the community. 

Fibre optic technology have been introduced in the 

literature as a solution to the low and poor broadband quality. 

However, due to the unique characteristics of rural areas in 

the developing nations, the total deployment cost and 

economic viability of a fibre optic technology in rural areas 

remains an open issue. Hence, this study investigates the cost-

effectiveness (for both the service provider and the end users) 

of deploying a fibre optic technology in rural areas as 

compare to their existing ADSL broadband connection. The 

study use Mdantsane township; one of the informal settlement 

in Eastern cape province of South Africa as a case study. In 

this study, the researchers explored two questions, which 

focuses on the major fibre optic network deployment 

component cost and how this deployment cost can be 

managed in a rural area environment.  

The remainder of this paper is organized as follows: 

Section II presents the cost comparison for different network 

broadband in South Africa, while Section III describe the 

methodology that was used in this study. In section IV, the 

results of the analysis of data collected were presented, while 

the study’s recommendations and conclusion are outline in 

Section V. 

II. COST COMPARISON OF NETWORK BROADBAND IN SOUTH 

AFRICA 

In providing internet connectivity and computing facilities 

within the South African context, several factors must be 

considered. These include finance, resources, and current 

facilities, as well as the desire of members of the community 

to embrace and use the amenities. To carry out fibre optic 

access network systems or configurations in remote areas, it 

is critical to investigate the most cost-effective systems or 

configurations. In the context of expected high capital costs, 

network operators considering installing fibre in rural areas 

must make the rollout as cost-effective as possible [11-12]. 

While prepaid mobile voice services in South Africa 

remain expensive by continental and global standards, the 

country's mobile data market, which is becoming a significant 

source of revenue for mobile operators, is fiercely 

competitive. Fixed-line packages are (surprisingly) more 

expensive than comparable mobile packages, according to 

analyses of prepaid and post-paid mobile and ADSL (fixed) 

broadband RIA price categories. Mobile data's appeal in 

South Africa is also boosted by its lower setup costs and more 

convenient prepaid charging options, which are especially 

appealing for low data use and uneven consumption [13].  

In South Africa, the cost is still a barrier to widespread 

broadband acceptance and use. Uncapped Internet services, 

for example, are still prohibitively costly, and many 

consumers still rely on restricted plans with monthly data 

caps as low as 1GB for fixed-line connections and 10 MB for 

smartphone access. On Very-high-bitrate DSL (VDSL), 

speeds range from 1Mbps to 40Mbps; the latter is limited to 

certain areas, and each tier is more expensive. Long Term 

Evolution (LTE/4G) speeds on mobile networks can exceed 

60Mbps in theory, but in reality are closer to 15Mbps [14].  

Infrastructure innovation continues to deliver the best and 

most widespread broadband rollout, especially where cable 

networks have been formerly used mainly for broadcasting, 

and telco ADSL or fibre networks coexist. However, in areas 

where technology, let alone competitive infrastructure, is 

lacking, such as rural areas of Africa, different policy and 

regulatory decisions must be taken. Where the cost of 

duplicating networks is prohibitively high, regulatory action 

could concentrate on ways to improve service competition by 

providing equal access to a single network [15]. 

Public ADSL providers have traditionally avoided using 

usage pricing models, instead of providing internet coverage 

at a monthly fixed rate connected to a cumulative volume of 

data usage. Mobile providers all around the world are also 

providing usage-based pricing and other specialized packages 

[16]. When compared to the developing world or other 

countries with comparable economic and social 

characteristics to South Africa, it has been discovered that 

internet services in South Africa are very costly. Fixed-line 

broadband is also somewhat less expensive than mobile 

broadband, allowing it to retain other people and families that 

may otherwise have chosen mobile broadband [17]. It is 

believed that the low penetration in broadband access is as a 

result of inadequate investment in infrastructure due to 

limited state resources in public enterprises coupled with high 

risks that are primarily associated with sunk costs [18]. 

Optical fibre solves some of the limitations otherwise 

inherent with copper cables, including copper cables’ 

susceptibility to external noise, lightning strikes, and signal 

loss when transmitting data over long distances. Optical fibre 

is therefore resistant to electrical noise while providing the 

ability to transmit huge amounts of data. These features have 

contributed to the use of optical fibres by telecommunication 

companies for their backbone networks.  

Fig. 1 shows an overview of the different network parts 

with focus on utility (and telecom) access network 

infrastructures. On the horizontal level, we have foreseen four 

network lifecycle phases: deployment of the network, 

provisioning connection (pre-registration or later on) to the 

customer, and network operations. Upon this model, the 

actors involved for each party were mapped [1]. This study 

focus on the network parts where the different utility access 

infrastructure network owners could co-operate.   

 
Figure 1: Overview of the coordinated national distribution network rollout 
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Three distinct cost categories can be identified when cost 

allocation is concerned; direct, shared and common costs [19]. 

Direct costs are specific for one actor and are typically borne 

by one actor and not divided between different actors. In 

infrastructure rollout projects, the cost of ducts, cables, and 

flexibility points are typical examples of direct costs. Shared 

and common costs can be divided among the different actors 

involved, and are thus of interest for the cost-sharing model.  

The fibre operator might provide different offerings, 

packages of products, and services. The different products 

and offerings will have different markets, customers, and 

positions. In South Africa, several network providers have 

committed to rolling out FTTH in six of the metropolitan 

cities (Johannesburg, Durban, Port Elizabeth, Pretoria, 

Bloemfontein, and Cape Town). The mentioned cities are 

however fairly well developed, making it justifiable for 

network providers to design and implement these fibre access 

models. However, many South Africans still reside in rural 

communities, where fibre access infrastructure is hardly 

present because of socio-economic and geographical 

impediments. Hence, providing a customized broadband 

network that meets the rural demographics will help in 

bridging the digital divides and improve the life of the people 

in rural areas.  

III. RESEARCH METHODOLOGY  

To achieve the goal of this research, both qualitative and 

quantitative data were collected using structured survey 

questionnaire from 50 randomly selected Internet users’ 

resident in Mdantsane and 5 Internet service providers; 

Herotel, Huge networks, EC Internet, Blaze and Internet 

Solutions, all of which are situated in East London area. 

Mdantsane is one of the townships located around East 

London in Eastern cape province of South Africa. Mdantsane 

township is an informal settlement, which is largely occupied 

by very low income and poor people. Hence, the number of 

Internet users in the area are very small. The questionnaires 

were distributed among the employed, unemployed, and 

students around the Mdantsane township. 

The online surveys through a web link have been selected 

for use by the researcher as the method for data gathering. 

Surveys are more favourable for this study because they are 

one of the best in collecting data from a large sample of 

people, which is suitable for this study. Also, online survey 

was selected so as to be able to adhere to the government 

regulations on Covid-19 pandemic. In this study, the 

researcher used probability sampling method to reach the two 

groups of participants; the users in rural areas and Internet 

service providers (ISP) in East London. Probability samples 

are the gold standard in sampling methodology and for 

ensuring that the study results are generalizable to the target 

population. The term "probability sampling" is used to 

describe how each person in the population has an equal 

chance of being chosen for the study. 

The method adopted in this study aimed to see whether 

fibre optic network provisioning is economically viable for 

both the service providers and Internet users in rural areas. To 

comment on the technology's cost-effectiveness in rural areas, 

its costs must be calculated and compared to the currently 

available broadband technology in this region, such as 

wireless long-term evolution (LTE). Hence, the price of the 

two broadband were compared so as to be able to understand 

their total deployment cost. This would help to recommend 

the solution that can be adopted in order to reduce the 

deployment costs.  

The survey questionnaire is structured into two major 

categories; category one explains the opinion of Mdantsane 

Internet users with regards to their current connectivity and 

proposed fibre optic technology. While category two present 

the view of internet service providers regarding the cost of 

deployment of fibre optic technology in rural areas. The data 

collected were analysed by first grouping the respondent's 

answers all together. Thereafter, the validity test was carried 

out for each section of the questionnaire to ensure that the 

data collected are valid before carrying out a further analysis 

on the data. Lastly, the valid data collected was analysed and 

a statistical and graphical conclusion to the findings were 

presented. 

IV. RESULTS AND DISCUSSION  

This section presents the results using three objectives; the 

respondents’ opinion with regards to their current 

connectivity and proposed fibre optic technology, the Internet 

service providers' views regarding the total cost of 

deployment for both fibre optic and LTE technology in a rural 

area, and the comparison between the two deployment costs. 

The data was collected from 50 respondents who are employ, 

unemployed and students, residing in Mdantsane township. 

Also, data was collected from 5 Internet service providers in 

East London, which also covers the Mdantsane area. The 

results are presented in the form of figures and descriptive 

statistics. 

Fig. 2 shows the age distribution of participants. It can be 

observed that 53.3% of the participants are under age 25 years, 

while 42.2% of the participants are age 25-34. 5% of the 

participants are between the age group 35 – 44 years. This 

result agrees with the previous study [20, 22], which says that 

the age between 18 – 35 years are the most population that 

utilizes the Internet connection more than any other age group. 

Also, this result can be attributed to the fact that majority of 

elderly people in the township/rural areas are mostly 

subsistence farmers or small scale traders. Hence, they 

seldom use Internet service. 

The average amount of money spent by the participants on 

Internet data per week are presented in Fig. 3. It can be 

observed that 9% spend less than R50 per week on the 

internet data, while 31% spend between R50 – R100 on data   

 

 

Figure 2: Respondents Age Group 
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per week. It can also be observed that 31% spend between 

R100 – R200 on weekly data, 20% spends between R200 – 

R300 per week on data. 7% are spending between R300 – 

R500 per week on data and only 2% claimed to be spending 

above R500 on Internet data per week. This result agrees with 

the existing work [21], which indicates that the cost of 

Internet data is high in South Africa as compared to other 

developing countries. Many of the respondents complained 

about the high cost, especially for people in rural areas, which 

majorly depends on government grant. However, due to the 

regulations around Covid-19 pandemic, they needed to be 

spending more on data, especially for the children that needs 

to attend and do their school works remotely. 

Fig. 4 shows the participants rating in terms of internet 

services price satisfaction. It can be observed that, the 65% of 

the respondents are not satisfied (poor and very poor rating) 

with the amount of money they are paying for internet data, 

while 33% agreed on average rating. However, only 2% of 

the respondents are fine with the current price and 0% for 

very good price satisfaction rating. Although different reasons 

are being giving (both by the ICASA and telecommunication 

industry) as the reason for the current pricing. However, the 

high cost of internet data is still a big problem for South 

Africans, especially, the people in the rural areas.   

The reliability of internet connection is one of the 

important factors usually considered by the Internet users 

when deciding on which network or service provider to 

choose for their connectivity. Hence, it is important to check 

whether the price that the users are paying commensurate 

with the connectivity reliability.  

 
Figure 3: Average amount of money spent on Internet Data per week 

 
Figure 4: Current broadband Price satisfaction rating 

 
Figure 5: Current broadband Reliability satisfaction rating 

Fig. 5 presents the participants rating in terms of Internet 

services reliability. It can be observed that the 34% of the 

respondents are not satisfied (poor and very poor rating) with 

their connection reliability, while 42% are averagely satisfied. 

24% of the respondents are satisfied with their connection 

reliability. Although an average of 66% are satisfied with 

their connection reliability, however, it is important for the 

service providers to improve on their connection reliability, 

so as to increase the number of users that would select their 

Internet connection service. 

Even though the reliability of an internet connection is an 

important factor, the Internet speed also plays an important 

role in determining the network provider to choose and in the 

amount of money the users would be ready to spend on 

internet services. Fig. 6 presents the participants level of 

satisfaction in terms of internet speed. It can be observed that 

the 70% of the respondents are not satisfied (poor and very 

poor rating) with their internet speed, especially when 

compare to the amount of money they are paying for internet 

data. 24% are averagely satisfied, while only 6% are satisfied 

with their internet speed. Although, the internet speed varies 

according to data packages, also the environment can affect 

the internet speed, especially in rural areas. However, a cost-

effective deployment of fibre optic network in such rural 

areas will greatly enhance the internet speed and connection 

reliability, which in-turn will help to reduce the existing 

digital divides between the rural and urban areas. 

 
Figure 6: Current broadband Internet speed satisfaction rating 
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One of the factor that any service provider would want to 

check before investing in internet service provision is the 

probability of acceptance by the intending community or 

users. Here, this study investigates whether the participants 

would subscribe to fibre optic network if available in their 

community. Before the participants responded, the researcher 

explains the pros and cons of fibre optic network, especially 

in the context of rural areas. Fig. 7 shows that 36% would 

definitely subscribe, while 31% would probably subscribe. 

However, 33% of the participants are not sure whether or not 

they would subscribe to this very high-speed internet 

connection. This result aligns with that of the price and speed 

satisfaction rating, where an approximately 65% of the 

participants are not satisfied with the current price and speed. 

Hence, the service provider would need to give an affordable 

pricing model, so as to be able to convince the remaining 33% 

that were not sure of whether they would subscribe or not. 

The installation and operational cost of both the fibre 

optic and wireless (LTE) networks were presented here. Also, 

the cost-effectiveness of fibre optic network deployment in 

the rural areas when compared with the existing wireless 

(LTE) network were presented. All the costs presented are 

expressed in South Africa million Rands (R). The estimated 

cost of installation and operation of both fibre optic and 

wireless (LTE) networks were obtained from the internet 

service providers in East London, which also covers the 

Mdantsane area.  

 
Figure 7: Users subscription to Fibre Optic network if available 

 
Figure 8: Fibre Optic installation cost  

Fig. 8 presents the fibre optic installation costs factors and 

their respective estimated costs expressed in South Africa 

million Rand (R). It can be observed that the cost of trenching 

and duct deployment is the highest cost of the installation 

phase, estimated at R47,9 million. While the cost of housing, 

power supply, and cooling systems has the lowest costs in the 

installation phase, estimated at R0,19 million. Based on this 

result, the service provider can investigate different trenching 

and duct approaches that can be adopted, so as to reduce the 

installation cost significantly. 

Fig. 9 presents the wireless (LTE) network installation 

costs factors and their respective estimated cost in Rand. It 

can be observed that the transmission and base station 

controller cost factor is the highest cost of the installation 

phase, estimated at R3,75 million. While the cost of licensing 

and spectrum has the lowest costs in the installation phase; 

estimated at R0,16 million. Based on this result, the service 

provider can investigate different trenching and duct 

approaches that can be adopted, so as to reduce the 

installation cost significantly. Although the cost factors of 

fibre optic and wireless (LTE) networks are different, 

however, based on total estimation from Figs. 8 and 9, the 

total installation cost for fibre optic and wireless (LTE) are 

R61,400,000 and R7,880,000 respectively.  

The operation phase of the network deployment involves 

the monitoring and maintenance of different network 

conditions through day-to-day operations at possible minimal 

cost. The cost of operation phase for both fibre optic and 

wireless (LTE) networks are presented in Figs. 10 & 11 

respectively. It can be observed from Fig. 10 that the cost of 

trenching and duct operation is the highest operation cost 

(R5,77 million), while the physical infrastructure has the 

lowest operation cost (R0,02 million) in fibre optic network 

operation phase.  

In Fig. 11, it can be observed that the cost of base station 

equipment, transmission and controller is the highest 

operation cost (R2,56 million), while the base station civil 

works, standby power and cooling has the lowest operation 

costs (R0,1 million) in wireless (LTE) network operation 

phase. Based on Figs. 10 & 11, the total operational cost for 

fibre optic and wireless (LTE) networks are R11,150,568 and 

R2,867,900 respectively. 

V. CONCLUSIONS AND RECOMMENDATIONS  

The main objective of this study was to investigate how 

cost effective it would be to deploy a fibre optic network in 

rural areas as compared to the current wireless (LTE) network. 

The Mdantsane township in Eastern cape province was used 

as a case study for this research. An analysis process was 

conducted to analyse the complete installation and operation 

costs of both the fibre optic and wireless (LTE) networks. 

Established on the survey conducted amongst the residents of 

Mdantsane township and the internet service providers in East 

London, the findings show that while fibre optic networks 

seem to be great, however, they come at a cost.  

Based on the findings of this study, installing a fibre optic 

access network in rural areas is not cost-effective as opposed 

to deploying a wireless (LTE) network. The cost of drilling 

and trenching associated with the deployment of fibre optic 

networks was reported as the key reason why the network is 

costly to install and operate. It is self-evident that reducing 
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the amount of drilling and trenching would decrease their 

high cost effectively. Hence, when implementing broadband 

in rural areas, it is firstly recommended that a mixed system, 

design, or even technology be considered. Secondly, it is 

recommended that the fibre optic cables could be used as 

backbone interconnection links with cellular networks using 

wireless mesh technology approach. Lastly, in order to lower 

the fibre optic network deployment costs, the network 

operators should partner and share fibre optic network 

installation and operation costs using a 

customize/differentiated pricing model, so as to be able to 

provide an affordable high-speed internet connectivity for the 

internet users in the rural areas. 

 
Figure 9: Wireless (LTE) installation costs  

 
Figure 10: Fibre Optic operation phase cost  

 
Figure 11: Wireless (LTE) operation phase cost  
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Abstract— Saving electricity is a trending topic due to the 

electricity challenges that are being faced globally. Smart 

environments are environments that are equipped with physical 

objects, which include computers, sensors, actuators, 

smartphones, and wearable devices interconnected together 

through the Internet of Things. The Internet of Things provides a 

network to achieve communication and computation abilities to 

provide individuals with smart services anytime, and anywhere. 

Rapid developments in information technology have resulted in 

an increase in the number of appliances being used, leading to 

increased electricity usage. Devices and appliances in Smart 

environments continue to consume electricity even when not in 

use, because of the standby function. Problems arise as the 

electricity consumption of the standby function can accumulate to 

large amounts.  Effective communication of the electricity 

consumption using visualisation can provide a viable solution to 

reduce the electricity usage. The aim of this research was to design 

and develop a visualisation tool that uses several visualisation 

techniques to effectively communicate electricity usage in a Smart 

environment to the user.  

 

Keywords— Smart environment, energy, visualisation 

I. INTRODUCTION 

A smart environment (SE) can be defined as an integrated 

environment where sensor-enabled technologies work together 

to make the life of the inhabitant more comfortable [1]. Smart 

refers to the advanced technologies that have some degree of 

artificial intelligence [2], which includes the ability to obtain 

and apply knowledge [1]. In [1] the authors concluded that a 

SE is an environment that can obtain and apply knowledge 

about its inhabitants and adapt the environment according to 

their needs.  

Connectivity is possible anywhere and anytime in a SE, but 

comes at the cost of increased electricity consumption [3]. 

Continuous developments in data communication technology 

ensure connectivity of devices, however continuous 

connectivity contributes to a large portion of electricity 

consumption [4]. This consumption continues to increase as 

more developments occur [3]. 

Idle networked and connected smart devices in a SE 

contribute to electricity usage. The continuous connections, as 

is the case of smart devices, cause an increase in electricity 

usage, even when the devices are on standby mode [5]. 

Monitoring the electricity consumption, therefore, becomes 

essential to understand the sources of the electricity usage and 

take the appropriate action to save electricity [6].  

Several systems have been developed to address monitoring 

and communication of the increase in electricity usage in SEs, 

however the effectiveness of their communication of the 

electricity usage to the user could be improved. Visualisation 

of data plays a vital role, as it can communicate findings in a 

way that is easily and quickly understood by the user [8]. It is 

important for users to understand their electricity usage, to 

know where they are wasting electricity, and what their 

consumption is in real-time [9].  The Design Science Research 

(DSR) methodology was used to design an information 

visualisation (IV) tool to increase the effectiveness of 

communication. 

II. RESEARCH METHODOLOGY 

The DSR methodology was used for this research. DSR has 

multiple activities, which are described below [7]: 

• Explicate problem: This involve identifying and 

analysing the problem through a literature review [7] of 

SE, electricity usage and visualisation, as discussed in 

Sections III, IV, and V respectively. The problem for this 

research was how to save electricity in a SE by 

visualising the electricity consumption. 

• Define requirements: Requirements of the proposed 

solution were gathered from the literature review [7] and 

summarised in Section VI. 

• Design and develop artefact: This paper focuses on the 

design aspect of the activity, which is discussed in 

Section VI, involving multiple iterations of design and 

development of an artefact that addresses the problems 

and meets the specified requirements [7]. Each design 

iteration aimed to improve the previous one. 

• Demonstrate artefact: The demonstrate artefact activity 

included using the developed artefact in an illustration 

or real-life case (proof of concept), to show the 

feasibility of the artefact [7]. The demonstration was 

done during the evaluations of the artefact, as discussed 

in Section VII. 

• Evaluate problem: The evaluation activity determines 

the extent to which the developed artefact meets the 

specified requirements and solves the problem 

identified. A heuristic evaluation was conducted in 

Section VII and future work will include a user study. 

III. SMART ENVIRONMENTS 

The Internet of Things (IoT) is a computing paradigm where 

every day physical objects are amplified by using 

computational and wireless communication capabilities [10]. 

The IoT provides open possibilities and flexibility in enabling 

unified and remote control of modern and old devices alike. 

IoT is viewed as a vital ingredient in developing SEs [11]. 

To understand what affects electricity usage in a SE, it is 

important to understand the architecture of SEs. The typical SE 

architecture is discussed in Section A. 
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A. Smart Environment Architecture 

The SE architecture is a breakdown of the various 

technologies that can be found in a SE, separated into four 

layers, namely physical, context, adaptation, and application 

layer. A detailed description of each layer is given below. 

1)  Physical Layer: The first layer of a general SE has 

alternative names but was referred to as the physical layer for 

this research. The physical layer contains sensors, hardware 

devices [14], actuators, network interface, microcontroller, and 

sensing technologies [12]. The primary goal of this layer is to 

capture and gather outside information about the environment 

and transmit it to the context layer [13].  

2)  Context Layer:  The context layer acts as the backbone 

of the entire architecture. It contains multiple components each 

having unique responsibilities related to the context [13]. This 

layer aims to provide a reliable, convenient, and complete 

infrastructure to enable sharing of data between users and 

devices in the SE [14]. 

3)  Adaptation Layer:  Adaptation refers to the ability to 

alter a service and provide another corresponding service to the 

SE [13]. This layer is aimed at adapting services according to 

the context identified by the context layer. The adaptation layer 

is responsible for analysing context and determining which 

actions to execute in response [13].  

4)  Application Layer: The application layer aims to support 

the business needs of the SE [14]. This layer includes all the 

applications subscribed to the user or exchange data-driven 

services of a SE [12]. The application layer is responsible for 

communication between the user and the system. It allows 

users to perform their required tasks, such as turning the 

television on/off or turning the lights on/off [15].  

The investigation into the architecture of a SE provides a 

deeper understanding of the architecture of a SE and how it 

functions. The physical layer is important in monitoring as this 

is where the devices in the SE are located. It is vital to keep 

track of these devices and their respective electricity usage as 

when more devices are connected, more electricity is 

consumed [4]. In doing so, we can identify the sources of 

electricity consumption in a SE. 

IV. ELECTRICITY USAGE IN SMART ENVIRONMENTS 

Recent research has shown that, due to the global spread of 

climate change and electricity usage, electricity-saving has 

become a popular topic [41]. This provides a strong motivation 

for this research as we aim to reduce electricity wastage by 

using visualisation to communicate electricity usage to its 

users. 

A. Electricity 

    Electricity is a universal currency that must be 

transformed to get anything done [16]. Electricity refers to the 

kinetic energy of moving electrons [16]. As global trends, such 

as technology developments, integration, technology transfer, 

and utilisation, continue to progress it also puts a high demand 

on electricity availability [17]. Electricity accounts for 

approximately 30% of global energy consumed, and this could 

be reduced by 15% by increasing awareness [18]. 

Understanding the source of electricity usage in an 

environment can help in finding ways to reduce electricity 

usage [5].  

B. Sources of electricity in a smart environment 

It is important to identify the source of electricity usage in a 

SE to find out how a SE impacts electricity usage. 

1)  Vampire power: Devices with standby mode consume 

electricity by maintaining an internal clock and waiting to 

receive remote signals from a device [19]. Research by [19] 

highlighted that the power used to maintain and control one 

device may be small, however, “vampire power” results in a 

lot of electricity usage as more devices are connected [20].  

2)  Smart environment sensing technologies: Multiple 

communication technologies can be used in a SE. For this 

research, the focus was placed on common technologies and 

their unique impact on electricity usage in a SE [21]. As seen 

in Table 1, different technologies have different levels of 

electricity consumption [21]. Depending on a selected 

technology, the levels of electricity consumption for specified 

data rate differs and can affect the overall electricity 

consumption.  

TABLE I 

TECHNOLOGIES THAT ARE COMMON IN SES AND THEIR ATTRIBUTES [21] 

 

 

Technology 

 

Coverage 

Area Range 

Data 

Rate 

Electricity 

Consumption 

Bluetooth 1-100m 1Mbps 15mV 

ZigBee 10-20m 250Kbps 52.22mW 

Wi-Fi 25-50m   

RFID Depends on 

type of tag 

Depends on 

type of tag 

Depends on type 

of tag 

WLAN 50-up to 

250m 

11.54-

108Mbps 

19.95mW 

 

3)  Smart environment devices and appliances: The IoT 

contains things that are connected anywhere and anytime ([10], 

[11]). There has been an increase in the number of devices 

being connected to the internet [24], and as a result, more 

devices can be included in a SE.  

Problems in electricity usage continue to increase as the 

number of users rise and demand for electricity increases. 

Recent research by [23] found that as the number of devices 

passing through a SE increase, so does the electricity 

consumption. Section V discusses how the electricity 

consumed in a SE should be communicated to the user, which 

is the focus of this research. 

V. INFORMATION VISUALISATION 

Electricity usage can be ‘invisible’ as it is silent and cannot 

be touched [25]. It is therefore important to find ways to make 

electrical energy ‘visible’ to inform users of their consumption.  

Many consumers do not clearly understand power and 

electricity, nor do they understand kilowatt (kW) and kWh. 

Electricity monitoring enables the possibility of understanding 

the usage of electricity and has thus become an important 

research topic.  

Research conducted by [26] highlighted that vision allows 

us to obtain more information as compared to all other sensors 

combined. Visualisation refers to the graphical representation 

Page 340 Southern Africa Telecommunication Networks and Applications Conference (SATNAC) 2021



of concepts or data; this enables users to make use of their user 

perception to achieve better analysis and understanding [27] of 

their electricity usage.  

A. Objective 

Data visualisation involves the illustration of data in a 

manner that allows the data to be easily understood by the user, 

without having to go into statistical details [28].  The main 

objective of IV involves using a visual perception of 

information to improve its reasoning abilities [29]. The main 

benefit of IV is the amount of information that can be quickly 

understood if presented well [26]. In addition, IV provides a 

platform for users to easily understand large amounts of data 

([26], [29]).  

Visualising electricity usage is important as it provides 

understandable and timely usage data allowing users to know 

when wastage occurs [30]. This paper aims to make use of 

visualisation to effectively communicate electricity usage to 

the user, and consequently lead to a reduction in electricity 

usage. Section B investigates various visualisation techniques, 

which can be implemented in the design and development of 

the IV tool.  

B. Visualisation Techniques 

Multiple techniques can be implemented to visualise data. 

We investigated visualisation techniques to find the most 

suitable techniques to use for visualisation of electricity usage. 

The techniques investigated [45] included: Bar graph including 

stacked and grouped bar graphs, Histogram, Donut chart, 

Scaled up number, Line chart, Box plot, Meter, Gauge, Pie 

chart and 3D visualisation. 

The different chart types mentioned above each have a 

different role addressing a specific use case. The charts 

mentioned above all meet a similar criterion, which is to 

support the display of time series data, which is the basis of the 

selection of the chart types discussed.  

For this paper, the aim was to use a dashboard to implement 

the various techniques. Dashboards and the design of 

dashboards are further discussed in Section VI. 

VI. DASHBOARD DESIGN 

A dashboard can be referred to as a visual display of vital 

information, which includes graphics and text required to 

achieve one or more objectives; this information is combined 

and organized on a single screen so that it can be seen 

immediately [31]. Dashboards assist people in identifying 

patterns, trends, and anomalies, and subsequently guide users 

in effective decision making [32]. If designed properly, 

dashboards can effectively communicate large amounts of 

information [33]. 

A. Existing systems 

A literature review was conducted on existing dashboards 

created to monitor electricity usage in SE. A few suggestions 

by researchers on the design of their electricity monitoring 

systems were identified and are discussed below. 

Visual metaphors assist in easily understanding information 

and motivation to reach a certain target, such as the use of 

progress bars [41]. Allowing users to see different levels of 

details of their usage enables quicker decision making and 

intuitive understanding for the user [42]. Interaction between 

the user and the visualisation should be made possible. 

Relevant information should be displayed, and support 

provided for hover and zoom effects should be implemented 

[43].  

These suggestions were considered in the design of the 

dashboard to make it as effective as possible in communicating 

electricity usage to the user. 

B. Dashboard purpose, types, and requirements 

The aim of the dashboard leads to choices in the visual 

design of the dashboard and its functionality [34]. Dashboards 

act as a means of communication, to effectively deliver a 

message to the user, the message needs to be concise, goal-

oriented, and clear [35]. The different objectives of a 

dashboard include the ability to ensure consistency, planning, 

communication, and monitoring [31]. 

There are different types of dashboards, categorised by their 

different roles, namely strategic, analytical, and operational 

[36]. Operational dashboards [37] are focused on the current 

performance or day-to-day operations of an organisation. 

Operational dashboards make use of real-time or near real-time 

data [37]. Analytical dashboards are enabled with drill-down 

functionality, enabling users to explore data in detail [37]. 

Analytical dashboards can be used to show key data sets 

highlighted against previous data. Strategic dashboards aim to 

show key performance indicators of an organisation; [37]. The 

type of dashboard required for this research was a combination 

of all three types. The requirements were derived from the 

benefits of the existing systems and attempting to overcome 

the shortcomings.  

The IV tool must: 1) Display total electricity usage of all 

devices for the hour, day, week, month, and year; 2) Display 

current electricity usage of selected devices; 3) Display total 

electricity usage of a selected device for the hour, day, week, 

month, and year; 4) Display current electricity usage of 

selected devices; 5) Display historical electricity usage of a 

selected device for a specific previous period (hour, day, week, 

month, year); 6) Enable the user to make comparisons of 

electricity usage between devices on selected dates; 7) Enable 

the user to make comparisons of electricity usage between 

category of devices on selected dates; 8) Alert the user of high 

electricity usage readings; 9) Display the device with the most 

or least electricity usage for specified period (hour, day, week, 

month, year); 10) Display the category of devices with the most 

or least electricity usage for a specified period (hour, day, 

week, month, year); and 11) Show which time of day the most 

electricity was consumed. 

C. Design of dashboard 

The design of the dashboard was repeated to refine the 

design of the IV tool, and the aim was to e develop more 

effective designs with each iteration.  

To design advanced graphical user interfaces, Shneiderman 

[38] suggested the Visual Information Seeking Mantra as a 

starting point, which states: “Overview first, zoom and filter, 

then details on demand”. The design of the dashboard followed 

this mantra, by showing the overview data first and then 

allowing the user to drill down to specific data. 

 The dashboard was designed for a Smart Lab in the 

Computing Sciences Department at Nelson Mandela 

University (NMU). The Smart Lab contains several devices, 
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which were categorised depending on their location in the 

Smart Lab, as shown below: 

1)  Kitchen: Toaster, fridge, and kettle 

2)  Study: Desktop monitor and desktop computer 

3)  Lounge: Television, google home, Wi-Fi router, intel 

NUC, vera smart home controller, Phillips’s hue lamp, smart 

mirror, LED lighting 

4)  Other: Air conditioning, speakers, four roof stations each 

with a Raspberry pi, camera, speaker, and microphone. 

The devices were connected to TP-Link HS100 smart Wi-fi 

plugs to capture their readings to a database, which will be 

displayed on the dashboard. Designs of the dashboard were 

created using the JustInMind prototyping tool. Some of the 

designs are shown in Figs. 1-4.  

Figure 1 shows a home screen of the dashboard showing the 

overall usage of all devices in the Smart Lab. Figure 2 shows 

the usage of a specific category, in this case the kitchen. Figure 

3 shows a single device usage, for this example, a fridge. 

Figure 4 shows the comparison screen between two devices. 

 

 

Figure 1: Dashboard (Overview) 

 

Figure 2: Category detail screen 

VII. EVALUATION 

There are different ways to test the usability of a product; a 

Formative Evaluation [39] was conducted for this research to 

focus on identifying ways to make improvements to the IV tool 

before it was released to actual users. 

 

A. Heuristic Evaluation 

A heuristic evaluation, a type of formative evaluation, was 

conducted on the designs to find issues in the design so they 

could be addressed as part of the iterative design activity in the 

DSR methodology. A heuristic evaluation includes having a 

small group of evaluators, usually, experts examining the user 

interface and judging the conformity with accepted usability 

standards [40]. 

 

Figure 3: Single device details screen (Fridge) 

 

Figure 4: Comparison screen (Comparing Device A with Device B))  

B. Evaluation Process 

Evaluators were provided with dashboard designs and 

briefed on the research, its aims and requirements that had to 

be met for the design of the IV tool. For this evaluation, five 

people were selected as evaluation with five people allows for 

identification of nearly as many usability issues as testing with 

more individuals [40].   

Evaluators were comprised of postgraduate students, 

graphic designers, and front-end designers. The evaluators 

were asked to evaluate the designs based on Nielsen’s ten 

heuristics in order, namely visibility of system status, the 

match between system and real life, user control and freedom; 

consistency and standards; error prevention; recognition rather 

than recall; flexibility and efficiency of use; aesthetic and 

minimalist design; help users recognize, diagnose, and recover 

from errors; help and documentation.  

After going through the designs, the evaluators completed a 

questionnaire, which included the heuristic questionnaire and 

additional open-ended questions on suggestions for design 

improvements. 
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C. Results and Discussion 

All the heuristics mean scores were above 4, indicating that 

the usability problems identified with each heuristic were 

minor. Figure 5 shows the average rating of each heuristic 

principle. 

 

Figure 5: Average rating of each heuristic   

TABLE 2 

HEURISTIC REPORT 

Issue Description Recommendation 

  

Font Font is not clear Review and update font 

Colour 

scheme 

Colours used make it 

hard to read some text 

(e.g., blue colour) 

• Review colour 

scheme 

• Use darker shade 

between grey and 

white cards 

Filter The filter labels (day, 

week, etc.) needs to be 

more visible to make 

comparison easier 

• Need to improve the 

labels, make them 

clearer. 

• Use dropdown 

instead of radio 

button for filters 

(day, week, month, 

year) 

Layout White space and clarity 

of charts 
• Line up grids with 

equal spacing 

• Stacking cads to 

show bigger graphs 

and remove white 

space. 

Menu Menu breadcrumbs Add icons and add hover 

function 

Charts Replace bar chart with 

pie chart on showing 

historical usage as this 

improves clarity on 

reading 

• Use pie chart instead 

of bar chart on 

historical electricity 

usage. 

• Total electricity 

usage show with bar 

graph instead of pie 

chart 

Other Compare screen is 

unclear (which figures 

belong to which device) 

Need to improve the 

labels, make them clearer 

 Logo Add logo on top of menu 

 

 

Table 2 shows the detailed problems that were identified by 

the evaluators from the responses in the questionnaire. In 

addition to the results in Table 2, the following additional 

positive comments were made on the design of the dashboard: 

“The design is simple and sleek, the infographics and data 

representation make for a good dashboard”, “Visuals are crisp 

and make sense”, and “Could be useful if combined with 

ambient notification systems”.  

VIII. CONCLUSION & FUTURE WORK 

This research set out to design an effective IV tool to 

visualise the electricity usage of a SE. The aim of the research 

was to design a dashboard to effectively communicate the 

electricity usage of the SE, with the goal of reducing the overall 

electricity usage. A heuristic evaluation was conducted to 

identify usability issues with the dashboard design. The results 

showed that none of the issues identified were critical, meaning 

they would not affect the usability of the dashboard. Future 

work will include improving the designs based on the 

suggestions highlighted in the evaluations. 

Implementation of the tool will be important so at to further 

test the usability of the IV tool. Future work involves 

implementation of the dashboard designs using ThingsBoard. 

ThingsBoard [44] is an open source IoT platform that allows 

rapid development, management, and scaling of IoT projects. 

Ambient visualisation could also be implemented as a support 

to the dashboard, to alert the user on critical or unusual 

electricity usage, or when a target electricity usage has been 

reached. An example of ambient visualisation could be the use 

of LED lights to indicate the level of electricity usage, using 

different colours. This could be used to prompt the user to 

further investigate the causes of the excessive electricity usage. 

In addition, enabling the IV tool to make decisions to turn 

devices on/off based on electricity usage.  
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Abstract—The use of structural health monitoring (SHM) systems 

in civil engineering structures has been a developing topic, that 

has allowed for a better understanding of structures’ conditions 

and increasingly lead to more cost-effective management of those 

infrastructures. In this paper, the use of fiber optic sensors to 

measure early age movement has been studied. The possibility of 

monitor early age movement within construction is an advantage 

that fiber optic sensing provides to SHM systems. Fiber Bragg 

Grating sensors were embedded into a concrete slab (4040 mm x 

1040 mm) and the FBG strain and temperature readings were 

recorded to provide immediate information with regards to 

internal concrete temperature, and movement after the final set.  

 

Keywords— Fiber Bragg Grating, Structural Health 

Monitoring 

I. INTRODUCTION 

The optical fiber field is experiencing a need for ever-

increasing communication capacity and multiplexing 

techniques. This is also true for optical fiber sensors and the 

growing interest is in using simultaneous but different 

responses of optical modes in the optical waveguide to 

disturbances as a means to increase the sensitivity, capacity or 

limit of detection (LOD) of sensing systems [1]. Compared to 

conventional measuring techniques, optical fiber sensors have 

been used in a variety of applications due to their flexibility, 

ease of fabrication and immunity to electromagnetic 

disturbances [2]. Because of these advantages, multiple 

parameter measurements attracted extensive attention in many 

fields, such as the measurement of strain [3], temperature, 

refractive index (RI) [4], curvature, displacement and humidity 

[3]. In recent years, many optical fiber sensors based on 

various structures have been demonstrated to measure multiple 

parameters, particularly, strain, temperature and RI [5]. Simple 

to use, compact, rugged and especially inexpensive sensing 

technology with remote monitoring capabilities are needed to 

quickly assess important parameters in the field of structural 

health monitoring. Temperature and stress in loaded reinforced 

concrete structures is an important parameter in the design and 

maintenance of these structures. Conventional electrical 

sensors have limitations in noisy electromagnetic interference 

environments or flammable and explosive environments [1], 

[6]. 

 

Excessive early age of movement of reinforced concrete is 

known to have a significant influence on the overall 

performance of reinforced concrete structures, or elements 

within these structures [7]. The fundamental problem with 

early age movement in reinforced concrete is that it may cause 

undesirable stresses to development in these reinforced 

concrete structures, which may lead to undesirable cracking [8]. 

At this point in time it is important to point out that 

theoretically, concrete only reaches its specified characteristic 

strength after 28 days. Therefore, excessive movement of 

concrete in its early stages will have a negative effect on it [9]. 

According to Fulton's Concrete Technology, the temperature 

of concrete during casting should not exceed 70⁰C, as anything 

above this temperature may cause detrimental effects on the 

young concrete, such as cracking [10]. Cracking in turn will 

lead to a reduction in strength, durability and serviceability of 

the reinforced concrete structure [11]. If the early age of 

concrete movement could be accurately predicted, then the 

detrimental effects of cracking, strength reduction and 

durability could be minimized and accounted for with better 

designs within the construction industry [8]. 

 

Construction practice is increasingly moving to better and 

more cost-effective societal demand and advances in the field 

of instrumentation and monitoring practices lead to a closing 

in the gap between theory and application [12]. Studies have 

been done to improve new techniques associated with the 

application of optical fiber sensors in reinforced concrete 

structures [4], [13]. Fiber Bragg gratings (FBGs) can be 

embedded directly into the concrete during the construction 

phase of a structure to provide immediate information with 

regards to internal concrete temperature directly after casting 

the fresh concrete, and movement after the final set occurs [11]. 

Measurements can be obtained as frequently as required, 

making them a more reliable alternative in measuring early age 

concrete temperature and movement [14]. 

II. BACKGROUND 

Many materials used for civil engineering applications are 

impacted by changes in environmental factors, manufacturing 

practices and composition characteristics [15]. Concrete 

movement, for instance, changes its characteristics as it shrinks 

or expands. Concrete movement is a physical response that the 

concrete displays due to many different parameters, such as [14] 

water-to-cement ratio, coarse and fine aggregate proportions, 

cement type, compressive strength, curing temperatures, 

humidity and exposure time [3]. Understanding these 
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parameters and how they affect concrete movement at an early 

age is significant for concrete durability, the structure’s 

serviceability and its structural design life [15]. 

 

Any sensing enterprise has to identify the variables to be 

measured and to quantify the sensing measurements into 

something useable. For new structures, the emphasis will be on 

early warning of structure deterioration such as strain and 

stress changes, excessive temperature changes, movement and 

crack development in concrete structures. For existing 

structures, the monitoring of an already deterioration process 

is important. This allows for the monitoring of the current 

condition of a structure and to assess the remaining structure-

life [16]. 

 

Fiber optical sensors can detect strain, temperature changes, 

deformation and vibration in concrete structures. Strain and 

temperature measurements using an FBG are based on the 

principle of changes in the wavelength of the transmitted light 

waves as it passes through sensing element of the fiber [3]. 

When the light wave interacts with the reflection points making 

up an FBG, certain wavelengths will be reflected if they match 

the distance between these reflection points, hence the 

resulting wave at the other end will be transformed accordingly 

[17]. These changes allow for the variation of the Bragg 

wavelength to be established and measure strains and 

temperature changes within concrete [3]. 

 

III. STRUCTURAL HEALTH MONITORING  

Structural health monitoring (SHM) in construction refers to 

the process of implementing a damaging diagnosis and 

identification strategy in a new or existing structure [4]. 

Current methods of the manual evaluation of a structure at 

fixed time intervals can be costly and labor-intensive [18]. The 

advances in sensor technologies, wireless communications, 

data processing techniques and artificial intelligence in 

conjunction with the ever-growing number of aging structures 

and the pressure to minimize maintenance costs, reducing in-

service failures and unforeseen downtimes have led to the 

development of smarter measuring techniques, such as FBGs 

[18]. These developments have enabled the use of optic fiber 

sensors in reinforced concrete structures that could also 

provide monitoring capabilities from the moment the concrete 

is placed, and throughout its structural design life [3]. The FBG 

sensors could provide an in-depth analysis of the early age 

temperature changes and movement directly after the placing 

of concrete. This should enable designers and contractors to 

better understand early age movement of concrete, thereby 

allowing for better designs and improved site practice at 

reinforced concrete structures in the South African 

construction industry [19]. 

 

Fiber Bragg grating sensor systems can be permanently 

installed and are capable of continuous and systematic 

diagnosis, monitoring, and assessment of structural, 

environmental and durability conditions [19]. These variables 

are then used to assess key structural performance 

characteristics that may derive conclusions about the concrete 

movement performance of the infrastructure [20]. This process 

of monitoring can eventually help to establish a rational 

decision-making process within the civil engineering 

management field to optimize the maintenance decisions and 

preventing disastrous infrastructure failures [3]. Structural 

monitoring parameters such as strain and temperature can help 

to identify the source and the level of damage [3], [11]. 

Destructive techniques currently used, such as concrete core 

sampling [18] can be time-consuming, expensive and provide 

results only after laboratory investigation. This also leaves the 

owner of the structure with expensive repairs of the areas 

where the samples were taken [7].  

A. Optical Fibre Sensors 

An optical fiber sensor works by modulating one or more 

properties of a propagating light wave. The properties include 

polarization, wavelength or intensity in response to an 

environmental parameter being measured [21]. The structure 

of the optical fiber consists of three main layers and is shown 

in Fig. 1. The core is the medium through which light is 

transmitted. Cladding is used to ensure that the light traveling 

through the core does not escape. This will cause minimal loss 

of light, and is achieved by using a cladding material that has 

a refraction index that is lower than that of the core [3]. The 

fiber also has an outer layer, known as the buffer coating (not 

shown in the figure) to protect the fiber from external 

conditions that might cause damage to it [19]. Optical fibers 

can be characterized according to their sensor type. Extrinsic 

(hybrid) optical fiber sensors use the fiber mechanism only to 

transmit light to and from the sensing component, while an 

intrinsic optical fiber sensor uses the fiber itself as a measuring 

element. In this document, the focus will be on an intrinsic 

optical sensor called the FBG [21]. 

 

 
Figure 1: How an FBG works [21] 

 

A fiber Bragg grating is a periodic modulation of the index 

of refraction along a short length of the fiber. FBGs are formed 

by exposing the core to an intense optical interference pattern, 

using UV illumination from a laser. The FBG reflects a 

wavelength that is called the Bragg wavelength, λB, and is 

given by (1): 

 

  𝜆𝐵 = 2𝑛eff⋀,    (1) 

 

Where neff is the refractive index of the modulated fiber and 

Λ is the grating period. 

 

When the FBG is illuminated from a broadband source, λB 

is reflected while the rest of the broadband wavelengths of the 

source are transmitted, as shown in Fig.1. The strain and the 

temperature influence the periodicity of the FBG, resulting in 

Page 346 Southern Africa Telecommunication Networks and Applications Conference (SATNAC) 2021



a shift of the Bragg wavelength which is given by equation (2) 

with the constants given in Table 1. 

 
∆𝜆

𝜆𝑂
= [𝜀(1 − 𝑃𝑒)] + [∆𝑇(𝛼ʌ + 𝛼𝑛)]                  (2) 

 
TABLE I 

CONSTANTS USED IN THIS INVESTIGATION [3] 

Quantity Symbol Value 

Room Temperature To 23.1 

Thermo-optical coefficient  αn 8.6×10-6 oC-1 

Thermo-Expansion Coefficient αΛ 0.55×10-6 oC-1 

Effective Refractive Index Neff 1.482 

Grating Period Λ 0.5229 µm 

Effective Strain-Optic Constant Pe 0.22 
 

The first part of the expression, [ε(1 − 𝑃𝑒)], describes the 

impact of strain on the wavelength shift, where Pe is the strain 

optic coefficient and ε is the strain experienced by the grating 

[13]. The second expression, [ΔT(𝛼Λ + 𝛼𝑛)], describes the 

impact of temperature on the wavelength shift. αΛ is the 

expansion coefficient and αn is the thermo-optic coefficient 

[11]. Because FBGs respond to both strain and temperature, 

when measuring strain, temperature compensation must be 

performed. [21, 13]. A separate sensor is embedded to measure 

only temperature (no strain is applied to the temperature 

measuring FBG) and its change in reflected wavelength (Δλ) 

reading is subtracted from the strain sensor wavelength change 

in wavelength values. This forces the second term of (2) to be 

zero and only the first term is considered [13]. 

B. Fabrication of FBG Sensors 

Optical fiber sensors were fabricated in the Photonics 

Research Centre of the University of Johannesburg, employing 

the phase mask technique and an Nd:YAG laser. The fourth 

harmonic (266nm) is separated with dichroic mirrors from the 

fundamental harmonic of the laser and is used to imprint an 

FBG structure into a photosensitive fiber. The printed FBGs 

are then spliced into a single mode communication optical fibre. 

The wavelength spectrum for each FBG was measured with the 

HBM Bragg Meter FS22SI. The FBGs were calibrated for both 

strain and temperature. The temperature sensitivity was 9.13 

pm/℃  for the FBG sensors and the strain sensitivity was 

0.83μm/με. The FBG’s were printed in the 1540 to 1555 nm 

range. 

 

IV. EXPERIMENTAL SETUP 

Three optical fiber lines were used in this experiment. The 

first line consisted of 9 temperature FBG sensors, which was 

placed in copper tubing (Fig. 2 & Fig. 3). The second line 

consisted of a single temperature FBG sensor, which was 

placed in close proximity to the concrete slab to measure 

ambient temperature. The third line consisted of 4 strain 

sensors (S1, S2, S5, and S7 as indicated in Fig. 4. Strain sensor 

lines were tensioned to the slab mould (4040 x 1040 mm) of 

the concrete element before the fresh concrete was placed and 

is illustrated in Fig.2. The slab design in Fig. 2 was done 

following SANS 10100-2, for structural use of concrete, the 

cover of this concrete shall be 20mm for a slender slab with a 

length of 4040mm.  

 

 
Figure 2: Front view of temperature copper tubing on the slab 

 

All the temperature sensors were fitted into a 1mm diameter 

copper tube to isolate them from strain. TS1 and TS2 were 

installed in the first copper tube, marked as 1, TS3 and TS4 

fitted into the copper tube marked as 2, TS5 into the copper 

tube marked as 3, TS6 and TS7 into the copper tube marked as 

4 and, TS5 and TS6 into the copper tube, marked as 5 on the 

schematic diagram Fig. 2. These sensors were position as 

illustrated in Fig. 2 and Fig. 4 

 

 
Figure 3: Concrete slab mould with top view of the copper tubing  

 

The FBG sensors measuring temperature were spliced in 

one line, as shown in Fig. 3, to form one internal temperature 

system line. A wavelength response of the temperature sensors 

are shown in Fig 5 as measured by the HBM Bragg Meter. The 

loop had wavelengths varying with the wavelength range from 

1542 nm to 1551 nm. This method used for strain sensors as 

well. 
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Figure 4: Top view of temperature and strain layout on the concrete slab 

 

 
Figure 5: Internal Temperature FBG Sensor system line 

 

C. Concrete Mix Design 

Concrete was delivered by AfriSam and were prepared 

according to SANS 5861-3 with the mix design shown in Table 

2. Fresh concrete was placed into four identical layers in the 

concrete mould. The strain sensors were pre-strained in the 

ends of the mould, to accommodate for expansion and 

shrinkage. The positions of the strain sensors were aligned with 

the position of the temperature sensors within the concrete slab. 
 

 

TABLE II 
CONCRETE MIX DESIGN 

Material  RD 
Weight Volume 

 Units 
(1m3) (1m3) 

Cement CEM I 52,5N 3,05 270 88 Kg 

22mm Stone  2,7 670 248 Kg 

9.5mm Stone  2,7 270 100 Kg 

Crusher Sand 2,7 999 371 Kg 

Chryso140AFR ZA 1,085 2,34 2,16 g 

Water 1 190 190 L 

Total   2401 1000   

 

V. RESULTS AND DISCUSSIONS 

 

i. Temperature versus time 

 

The wavelength shift of the embedded FBG sensors was 

recorded over a period of 40 hours. The first reading was taken 

at 14:38 on the 10th of October 2019, after the concrete was 

placed. As can be observed from Fig 6, the measured 

temperature increased rapidly within the first 4.75-11.25 hours 

after placement. 

 

Furthermore, after 19 hours all temperature sensors reached 

their peak temperature. TS4 and TS5 reaching a maximum 

temperature of 59 oC and 60 oC respectively. The ambient 

temperature sensor ranged between 20°C and 30°C during the 

40 hour period. The measurements in the concrete slab was 

taken for an additional 20.5 hours. During this time, it can be 

seen that there is a steady decrease in the internal temperature 

of the concrete, meaning that the heat of hydration is being 

dissipated into the environment. All sensors followed a similar 

trend [19]. 

 

Figure 6: Temperature profile of the concrete slab during the 40 hours 
 

ii. Microstrain Versus Time 

 

Fig 7 shows that after 16 hours of measuring, ST5 and ST 7 

gave similar microstrain values of 698 µε and 730 µε , and 

remain uniform with time, with the difference between the two 

about 31 µε. This difference in microstrain indicating that the 

surface of the slab shrank more than the core. The microstrain 

change in the concrete is largely due to the evaporation of 

water from the concrete [3], thus leading to the outer part (ST2) 

of the concrete shrinking more than the core of the concrete 

slab [11]. The portion of the concrete slab, notably at the 

surface that is exposed to the ambient environment, 

experienced the greatest and fastest amount of shrinkage. On 

the other hand, at the core of the slab, since the water required 

a longer time to be transported to the surface via the pores, the 

shrinkage was smaller and slower than that of surface (ST1 

sensor). As concrete hardens the surface of the concrete cools 

down faster than the core. This also induces micro strain on the 

surface and the core. 

 

 
 

Figure 7: Shrinkage profile over 40 hours after placement 

 

Although there was a difference in the strain measured 

between all the sensors in the slab, the differences are small. 
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The microstrain variations within the slab, and their shrinkage 

trends were very similar.  

 

VI. CONCLUSION 

 

The concrete movement and temperature changes were 

measured and investigated using embedded FBG sensors. The 

embedded FBG sensors yielded a similar trend over the 

measured period. FBG sensors can be used to monitor internal 

temperature to determine if the internal concrete temperature 

stays below prescribed limit of 70°C .The FBG sensors 

combine many advantages of the electrical and mechanical 

methods, notably they can be embedded directly into fresh 

concrete with minimal interference. The capability of 

multiplexing a large number of sensors in series along with a 

single optical fiber link, as well as taking measurements 

automatically from the locations, are the unique advantage of 

this type of fiber-optic sensor.  

 

The results obtained from this experiment show that 

concrete movement and temperature at an early age varies. The 

movement occurring at the surface and core differ. The 

proposed FBG monitoring system will assist in structural 

health monitoring and real-time damage identification.   
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Abstract—This paper proposes using an automated method-
ology for Sentiment Analysis on Twitter feeds to help businesses
like Telkom ascertain how their customers feel about their
products and services. We provide a detailed explanation of
what an Long Short-Term Memory (LSTM) network is and
how it differs from a recurrent neural network. We explore
what Sentiment Analysis is and how it can help businesses and
the different ways businesses can make use of it. The paper
discusses how the data is obtained from Twitter and the pre-
processing that should be done on the data to remove noise and
shaping the data in such a way that an LSTM network expects.
The proposed model obtained 85.29% accuracy during training
and had an area under the curve (AUC) of 0.9197, which is a
good indication that the model is performing well.

Index Terms—Sentiment Analysis, Machine learning, RNN,
Long Term-Short Memory Network, LSTM

I. INTRODUCTION

According to Stats [1], 30.01 million South Africans have
access to social media and the number is projected to reach
40.77 million South Africans by the year 2026. With so
many users, keeping track of how they feel about a com-
pany is a daunting task considering the rate at which data
is generated daily. Nowadays, social media platforms have
evolved to become a source of data that companies can use.
This is due to the nature of the social media platforms that
allow users to post real-time texts giving their opinions on
various topics, discussing current or past issues, complaining,
and/or expressing positive, neutral or negative sentiment about
products they are using. For a business to be successful, it
needs to maintain a good customer relationship and a good
understanding of how customers feel about a product or a
service. However, for a company to stay up-to-date with how
their customers feel, it is near impossible to read every blog,
tweet, or post due to the enormous volumes of data generated
on social media.

As a possible solution, we could apply a process that
scrapes data from the social media platforms and passes it
to a model that can perform sentiment analysis on the data.
The results of the analysis can then be used to make informed
decisions that can help a business solve or identify a problem
with either their goods or services.

Sentiment analysis is defined as the process of using natural
language processing, text analysis and statistics to try and
understand how customers feel about a product or a service
[2]. As with many other fields, advancements in deep learning
have brought sentiment analysis into the foreground. There

are different types of machine learning algorithms that can
be used for sentiment analysis, including the support vector
machine (SVM), Naive Bayes, Artificial Neural Network
(ANN), Convolutional Neural Network (CNN), Recurrent
Neural Network (RNN), and long short-term memory network
(LSTM).

In this paper, we investigate the use of Sentiment Analysis
on Telkom, by presenting a methodology for sentiment analy-
sis of data scraped from social media platforms. In particular,
we use Twitter as the source of the sentiment data and an
LSTM for classifying tweets as either positive, neutral or
negative.

II. BACKGROUND

This section introduces background concepts and termi-
nologies essential to this paper. Topics covered include sen-
timent analysis, machine learning and natural language pro-
cessing.

A. Sentiment Analysis

Sentiment analysis, also known as opinion mining, is one
of the Natural Language Processing fields that is dedicated
to the exploration of subjective opinions or feelings collected
from various sources about a particular subject. Sentiment
analysis is a machine learning technique that detects polarity
within text as illustrated on 1. When put in business terms,
sentiment analysis basically is a set of tools used to identify
and extract opinions that can be used to benefit the business
operations. Sentiment analysis can be used for brand moni-
toring, or analysis of customer service, for market research
and analysis. Sentiment analysis for brand monitoring would
help the company obtain a full 360 view of how the company
as well as its brand and products are viewed by customers
and stakeholders. By analyzing the product reviews and social
reviews, key insights can be obtained into what is is being
done correctly and what is not. Sentiment analysis can also
be applied to new products, advertising campaigns or even
recent company news on social media.

Sentiment analysis can also be used to assist in providing
seamless customer service by for example, automatically
sorting incoming user email into urgent or not urgent mail
buckets based on the sentiment of the email. This would help
the company deal with urgent issues timeously despite the
vast amounts of emails being received on a daily basis.
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Sentiment analysis is a classification algorithm aimed at
finding an appointed point of view and its disposition and
highlighting the information of interest in the process. Fig. 1,
illustrates the sentiment analysis process as applied to tweets.
The target of sentiment analysis is to reach sentiment polarity.

Fig. 1. Sentiment analysis process applied to Tweets

B. Artificial Neural Network

For us to understand what an LSTM is, we first need to
look at what an artificial neural network (ANN) is. ANNs
are the foundation of artificial intelligence and they try solve
problems that would be considered impossible or difficult
by human or statistical standards. ANNs are built like the
human brain with neuron nodes interconnected like a web.
The human brain has billions of cells called neurons, with
each neuron made up of a body which is responsible for
processing information towards and away from the brain.
Just like the brain, the ANN has a many artificial neurons
called processing units and these are interconnected by nodes.
These artificial neurons are made up of input and output
units. The input units receive various forms and structures
of information based on the internal weighting system, and
the neuron network attempts to learn about the information
presented to produce an output report [3]. The ANN uses a
set of rules called back-propagation [3], which is the essence
of neural network training. It is the process of fine tuning

the weights of a neural network based on the error rate
obtained in the previous iteration (also known as an epoch).
Having properly fine tuned weights will result in reduced
error rates and make the model more reliable by increasing its
generalization [4]. Back-propagation is the standard method of
training artificial neural networks by calculating the gradient
of loss with respect to the weights in the network.

An ANN first goes through training where it learns how
to recognize patterns in data, whether visually, orally, or
textually [5]. During training, the ANN is supervised and
the network compares the output it generates to the output
expected. The difference between the two outcomes is then
used to adjust the weights using back-propagation. Back-
propagation is when the network works backwards, going
from the output unit to the input units to adjust the weights of
the connections between the actual and the desired outcome
until the network produces the lowest possible error [6].

The ANN forms the basis of all neural networks. A
variation thereof is the RNN, which is a feed-forward neural
network equipped with an internal memory [7]. RNNs are
called recurrent because they perform the same task for every
element of a sequence, with the output dependent on previous
computations [8]. Theoretically, RNNs can make use of
information in arbitrarily long sequences, but empirically, they
are limited to looking back only a few steps. This capability
allows RNNs to solve tasks such as unsegmented, connected
handwriting recognition or speech recognition [8]. The RNN
remembers what it knows from previous input using a simple
loop. This loop takes the information from a previous time
stamp and adds it to the input of the current time stamp. RNNs
are not perfect as they suffer from a major drawback, known
as the vanishing gradient problem. This problem prevents it
from achieving a high accuracy score. The problem is that as
the context length increases, layers in the unrolled RNN also
increase. Consequently, as the network becomes deeper, the
gradient flowing back in the back propagation step becomes
smaller. As a result, the learning rate becomes really slow and
makes it infeasible to expect long-term dependencies of the
language. In other words, RNNs are not able to remember
previous words far away in the sequence and is only able to
make predictions based on the most recent words.

Over the years, researchers have developed more sophis-
ticated types of RNNs to deal with this shortcoming of the
standard RNN model and one of these models is the LSTM
network.

III. LONG SHORT-TERM MEMORY NETWORK

An LSTM network is a modified version of the RNN,
which makes it easier to remember past data in memory.
The problem of having a vanishing gradient is solved here.
Even though RNNs are in theory capable of handling long-
term dependencies, they fall short when it comes to practical
applications. This vanishing gradient decent problem was
explored in depth by Bengio [9]. It was seen that a trade-
off between gradient descent based learning and the time
over which the information is held was required. Hochreiter
[10] introduced the LSTM network where the LSTM units or
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blocks are part of a RNN. The recurrent neural network uses
long short-term memory blocks to provide context for the way
the program receives inputs and creates outputs. The LSTM
memory block is a complex unit with various components
such as weighted inputs, activation functions, inputs from
previous blocks and eventual outputs. The unit is called
an LSTM block because the program is using a structure
founded on short-term memory processes to create longer-
term memory. These systems are often used, for example, in
natural language processing [7].

The memory in an LSTM (called cells) takes as input
the previous state and the current input. Internally, these
cells decide what to keep in and what to eliminate from the
memory. Then, they combine the previous state, the current
memory, and the input. This process efficiently solves the
vanishing gradient problem [11].

The central role of an LSTM is held by a memory cell
known as a ’cell state’. This cell is responsible for maintaining
the state over time. The cell state is the horizontal line that
runs through the top of the diagram shown in Fig. 2. It can be
visualized as a conveyor belt through which information flows
unchanged [7]. The information can be added to or removed
from the state in the LSTM and this is regulated by gates.
These gates optionally let the information flow in and out of
the cell.

Fig. 2. Visual representation of the cell state, taken from [7]

An LSTM has three gates, namely, the input gate, forget
gate and output gate [7] as illustrated in Fig. 3. The input
gate is responsible for discovering which value from the input
should be used to modify the memory. The gate uses the
sigmoid function which decides which value to let through.
The sigmoid layer gives out a number between 0 and 1, where
0 means nothing should be let through and 1 means everything
should be let through. The tanh function gives the weight-
age to the values that are passed and deciding their level of
importance ranging from -1 to 1. The formula for the input
gate is:

it = σ(Wi.[ht−1, xt] + bi)

Ct = tanh(WC .[ht−1, xt] + bC)

The forget gate has the responsibility of discovering what
details should be discarded from the block. The decision is

Fig. 3. LSTM gates, taken from [7]

made by the sigmoid function which looks at the previous
state (ht−1) and the current input (xt). The end result is a
number between 0 (which means forget this) and 1 (which
means keep this), for each number in the cell state (Ct−1).
The formula for the forget gate is given as:

ft = σ(Wf .[ht−1, xt] + bf )

The output gate is where the input and the memory of
the block is used to decide the output. The sigmoid function
decides which values to let through between 0 and 1 and the
tanh function gives the weight-age to the values which were
passed giving them a number between -1 and 1. The value
is then multiplied by the sigmoid value. The formula of the
output gate is:

Ot = σ(Wo.[ht−1, xt] + bo)

ht = ot ∗ tanh(Ct)

IV. METHODOLOGY

This section describes the methodology designed for the
automatic sentiment analysis.

A. Data Source

For this study, Twitter was chosen as the social platform
from which to source data in the form of short messages.
Twitter is a social networking platform that has different social
communities and allows users to post real-time messages. The
length of a message is restricted to 280 characters and these
are called Tweets. Tweets can be short videos, or shorts text
messages embedded with short hand and emojis. Fig. 4 show
an example of a tweet that was made by a Telkom customer.

Fig. 4. A Telkom related tweet taken from Twitter with #telkom
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B. Data Collection and Pre-Processing

Extraction of tweets from Twitter was carried out using
a Python library called tweepy, which allows access to the
Twitter API. Through the API, a program can connect to
Twitter and stream tweets as they come in. Filters in tweepy
allow the specification of which region or location the tweets
should come from, what language the tweets should be in
and which users should be included or excluded. This allows
sourcing English tweets only from people in South Africa, and
not those originating from the company itself (Telkom in this
case). The reason behind the latter exclusion is that we wanted
tweets from customers and not those from within the company
or adverts. Due to the many South African languages, people
tend mix vernacular languages and English. This becomes a
problem if we try to tokenize the words since they will not be
recognised as English words. A solution to this would to build
a South African English corpora that will be able to tokenize
the words appropriately. However, as this is beyond the scope
of this research, all tweets containing non-English words are
discarded and we focus purely on English tweets. A total of
3000 tweets were selected equally divided into 1000 tweets
per category.

Pre-processing is done as the tweets are streaming in
and this involves removing the @username, #hashtags , any
emojies, URL links and punctuation and additional white
spaces, and converting the tweets to lower case. The clean
data then goes through a process of manual tagging, which
involves reading each tweet and classifying manually whether
it is positive or negative. This is done on all the training
data that will be used to train the model. The manual tagging
was done by a group of two people who read and labelled
the tweets as either positive, negative or neutral. The positive
tweets were stored in a positive tweets folder, negative and
neutral tweets were also stored in negative and neutral tweets
folders respectively. These tweets were then pulled from their
folders using python, for feature extraction.

The next step after pre-processing the tweet is feature
extraction, which is a process of reducing the dimensionality
in the raw data so that it is more manageable for processing
[12]. In other words, it is a technique for natural language
processing that extracts the words (features) used in a sen-
tence, document, tweet, etc. and classifies them by frequency
of use. This process helps identify the features of the input
that are more relevant and how to encode those features. The
other reason for this is to avoid overfitting the model. The
following process is tokenization.

Tokenization, is the process of breaking down a piece of
text into small units called tokens [8]. A token can be a word
or just characters like punctuation, but is has a known mean-
ing. Tokenization is a fundamental task in natural language
processing, but a difficult one because every language has its
own grammatical constructs, which are often difficult to write
down as rules.This is also one of the reasons why the model
sticks strictly to English tweets. The reason for breaking up
the long sentence into smaller tokens is because we can easily
apply a small set of rules to combine them into some larger
meaning. In short, it is done to present the computer with

some finite set of symbols that can be combined to produce
the desired result. Global Vectors for Word Representation
(known as GloVe) [13] is an unsupervised learning algorithm
for obtaining vector representations for words and was used
to encode the tokens into a form that the LSTM model can
accept. The output of this process is the representation of each
individual review as a list of integer values acceptable to the
LSTM when stored in a large list.

The final step is encoding the labels. Since our output can
either be positive or negative, we assigned ”1” as positive,
and ”0” as negative.

C. Implementing the LSTM Model

After completing the pre-processing and tokenization steps,
the remaining data was padded to ensure that all tweets were
of the same length in order to deal with both short and long
reviews. The desired length is defined by the sequence length
which is the same number of time steps for an LSTM layer.
Padding for shorter reviews was done by appending 0s to the
end of the review and truncating was done to long reviews,
bearing in mind that each review is now represented by a list
of integers.

Once the data was in a shape that the model could accept,
training, validation and test sets were constructed. The training
dataset is used as input for training the model, i.e. to teach
the LSTM how to predict the result. This means that this data
will be used to adjust the weights of the model. The reason it
can be used to adjust the weights is because the data is passed
into the LSTM with the label. The result obtained from the
LSTM is then be compared to the expected result and through
back-propagation the weights of the LSTM can be adjusted.
If the data is not split into separate training and testing data,
overfitting can happen, which occurs when a statistical model
fits exactly against its training data [14], but cannot perform
accurately against unseen data, thereby defeating its purpose.

The validation data is a portion of the dataset that is used to
provide an unbiased evaluation of the model fit on the training
data as it fine tunes the weights [4]. This helps to ascertain
how well the model is learning from the training data. The
model does not train on this data.

Test data is the data that is used to test how well a model is
performing on unseen data. It is important that no observations
from the training set are included in the test set. If the test set
does contain examples from the training set, it will be difficult
to assess whether the algorithm has learned to generalize from
the training set or has simply memorized it. A program that
generalizes well will be able to effectively perform a task with
new data. In contrast, a program that memorizes the training
data by learning an overly complex model could predict the
values of the response variable for the training set accurately,
but will fail to predict the value of the response variable for
new examples.

The data was split into three datasets with 80% as training
data, 10% as validation data and 10% as test data. Once the
split was complete, the next step was to create dataloaders for
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this data. Dataloaders are helper functions that help split the
training data into batches to speed up the training process.

Once the dataloader function is in place, the next step
would be to define the LSTM architecture. The LSTM has
five layers, namely the emdedding layer, LSTM layer, fully
connected layer, sigmoid activation layer and the output layer.
The embedding layer, which converts the word tokens into
embeddings of specific sizes, was defined using the built-
in Keras Embedding Layer. The embedding layer maps the
words to their embedding vectors from the embedding matrix.
The embedding layer is used to map the words to their GloVe
vectors, which become the inputs to the LSTM layer that
follows.

The LSTM layer used was from the Tensorflow built-
in Keras LSTM layer, which allowed us to specify which
activation layer to use.

V. TRAINING AND RESULTS

Once the model had been implemented, training was
started. Using the Adam Keras optimizer with a learning rate
of 0.0001, and 15 epochs, the model realised an accuracy of
85.29%. The results of each epoch are illustrated in Fig. 5.

Fig. 5. Results of LSTM model accuracy after each epoch during training

Since the model proved to have a good accuracy on the
training data, the next step was to test the model on unseen
data, i.e. the test data that was not used for training or
validation. The test data is passed to the model with its label
but this is only used to cross check if the desired outcome is
a true label of the tweet passed in.

To evaluate the LSTM performance, we used the area under
the receiver operating characteristic (ROC) curve (AUC),
which measures the entire two-dimensional area underneath
the ROC curve. The ROC is a graph showing the performance
of a classification model at all classification thresholds [4].
The AUC ranges in value from 0 to 1 whereby a model
whose predictions are 100% wrong has an AUC of 0.0, while
one whose predictions are 100% correct has an AUC of 1.0.
With the use of sklearn, which has a built-in function that can

calculate the AUC, the AUC of our model was found to be
0.9197. This means that the model is performing well.

VI. CONCLUSION AND FUTURE WORK

Based on the preliminary results, the proposed LSTM
model appears to be performing well on unseen data. This
means that Telkom (or any other company) could obtain
automated sentiment analysis based on tweets from users,
which could then assist in better marketing, advertising, and
research on current issues. Moreover, the companies can keep
up-to-date with current trends, and how their customers feel
about their current products and services. Because we made
use of the streaming tweet functionality of tweepy, real-time
tweets can continuously be collected and analysed. As the
model is presented with more and more new data, the accuracy
is also likely to improve.

However, there are some drawbacks to the model. Due
to the many South African languages in use, people often
tend to use words from different languages in their tweets.
As explained previously, the proposed model is limited to
analysing only English words, and thus these mixed language
tweets cannot currently be included in the sentiment analysis.

Going forward, collection of more data is required to
further train the model and investigate whether the accuracy
can be further improved. Further testing of the model is
also needed as new tweets come in. Incorporating a South
African English GloVe version to allow sentiment analysis on
multi-lingual tweets like those found in South Africa, would
improve the validity of the analysis.
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