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rather lead to invalid interpretations and conclusions in research and

6;’33:;33?; tlgafscicli on this predicament, this paper sampled simple
p . oW by teachers and researchers in constructing test
items that will represent 01:_>j ectives of instruction and have substantial
coverage pf contents of subjects/courses. It provided detailed steps to be
followed in constructing table of specification as a vital component for
test construction. The paper also discussed some guidelines on writing
objective and essay items. It also showcased some disadvantages of
haphazard selection and writing test items for assessment and data
generation. It recommended among others that teachers and researchers
should strictly follow the procedures explained in setting their test items
for both formative and summative assessments in schools.

Key words: table of specifications, test blue print, content validity,
teacher-made test

Introduction
mber of researches have been on board, and numerous

ata generation. Much attention has been given fo an
of these tests which is “test validity”. Without any
test instruments rather yield invalid results,
ntly affects the quality of research and

Over the years, great nu
tests have been constructed for d
outstanding psychometric property
iota of doubt, invalid research qnd
interpretation and conclusions. This conseque

assessment in education. 0 ell it does so (Anastasi &
Lt < hat test measures and oW W

Uthi Nelidioy = defigd as:: tzllle degree to which evidence gnd theory suppo;:) (t)hge

1bina,1997).1t is also seen NDCE, 1999). Berlin and Weistein (2008)

interpretation of test scores(AERA, APA & orted to measure. Ina

; o c ¢ measures what it is purp e |
Hemedualidiyasihe axdgnt tﬁ w?:i? 3:; itis defined as an overall evaluative judgment
en 5

’ i i | the

BeclaboratiyeantcgmlY i and theoretical rationales support the

g whi mpirical evidences es SUiRTe

:gethe . fee 50 ?;;I;iaien%ss of interpretations based on test scores anc '
quacy of and app

' o wwellitems
Ofassessment(Messic, 1999) £ validity that addresses how well! Gl
Contex(ll':/I validity is defined as th:_ gft:ms that might measure the construct

fle"eloped provide adequate sample olin o with this definition is the vmw of_Id.nSv -

interest (K inberlin & Westein,2008)- 12
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~ as it is can never be compro
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' Alfa (2012) who defined content validity as the extent to which a test meagureg,
intended content area. This simply indicates that content validity is all about hovs;/uimsl a
and sub-topics are represented in a test instrument for the purpose of fomaﬁspleg%
summative evaluation. It is expected that learners should have mastery to certain lev:I 0
all the contents taught during instruction within which test items are selected in order ?. '
ass.ess'the level of the achievement of instructional objectives. By the time instructiona(;
objectives are achieved on daily basis, there is every tendency that the overall
educational goals would be achieved with time. |

As a type of validity, construct validity is seen as the degree to which a test
measures the intended construct (Gay, Mills & Airasian,2009). Kinberlin and Westein
( (208) defined construct validity as judgement based on accumulated evidences from
several studies using specific measuring instrument. Content validity if established helps
in the determination of construct validity of any given test instrument. -"

Establishing Content Validity of 2 Test

~ As stated previously, content validity 1 concerned with content coverage of a
test. The most widely method used in obtaining content valid test is through the
gonstructlon of Table of Specification(TOS) otherwise known as Test Blueprint(TB). It
is a two way chart which maps instructional objectives with course or subject
contents(Kolawole,2010). TOS is also seen as a table that assists teachers and test
developers to align objectives, instruction and assessment(Alade & Omoruyi,2014).
Table of specification as a guide to establishing content validity have been in existence

for a very long time in education. TOS have several advantages in education. It helps

detect which topics are being stressed in a test, helps in preparing test that reflects whatis |

Jearnt, ensures no omission of important topics in a test, helps in producing valid and

robust test items and ensures that only instructional aims and objectives are assessed
(Akem & Agbe,2003).1t is important to note that judgement about students' |
understanding and learning can be meaningfull only if tests are aligned to the contents |

taught(Alade & Omoruyi,2014) The question remains that are our teachers and |
researchers make use of it in developing test items? Are they conversant with the |

procedures involved in the construction of the table? By and large, validity, as significant |
mised. Neglecting the steps to achieve it can serve as |

nuisance to quality instrumentation, assessment and interpretation in research. It is |
therefore paramount for both teachers and test developers to be conversant with the |
initial stages involved in bursting the validity of test instruments. ’
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Construction of Table of Specifications Using Bloom's Taxonomy _
Bloom's taxonomy is the most widely used taxonomy of cognitive objectives. It

has six levels which include knowledge (know.), comprehension(comp.),
application(appli.), analysis(analy.), syntheses(synth.) and evaluation(eval.).This |
taxonomy is widely accepted because it exhibits substantial coverage of cognitive |
domain which is the focus of most of the achievement tests. The second domain is the |
psychomotor domain that is assessed by the performance test instruments. The third -
domain is the affective domain usually assessed by personality inventories such as |
perceptlon inventory, self-esteem scale, motivation scale and many more. ; ' §
Now, let's proceed to the main steps to be followed in the construction of table of |
specifications using blooms taxonomy: - .




. 'evaluatlon depends on i;; e Objectlves of
answer format that wil] fit the purpose and g
Write the topics and the periods or weeks tal
get the total number of periods, weeks or d
activities .
Get the proportion of the topics by dividing the top
number of periods taken. ,
Decide the total number of questions needed and multi
of each topic to get the number of question(s) per topic
Depending on the domain tested, for example cogniti
Bloom's taxonomy which contains six levels of cognit
knowledge, comprehension, application , analysis, synt
to develop your table. :
Write the topics across the six levels of objectives and
of items based on the previous calculations to each level
the total number of questions predetermined.
Following these steps, below is the example of how the it
created :- ;
Step 1.The purpose of the test was to measure the acad
students in EDU321(Test and measurement)
Step 2.All the learning objectives are within
topics were taught in 14 lesson periods.
Step 3.The format of the test was Multlple».
coverage of the topics. -
;Step 4.The top1cs covered are as follofs s

ays s




 Tablel consists of treated topics and their corresponding periods
taught in a period(45 minutes) with only one topic h
minutes) |
Step 1. Onecan getthe percentage of items to be derived from each topicas

Table 2: Percentage of Each Topic Out of the Treated Topics
Meaning of test and measurement = 1/14 x 100 = 7.14%
Types of test = 2/14x 100 = 14.29%

Classification of test = 3/14 x 100 = 21.42%

Test validity = 2/14 x 100 = 14.29%

Test reliability=2/14 x 100 = 14.29%

Scoring systems = 2/14 x 100 = 14.29%

. Measures of central tendency =2/14x 100 = 14.29%
Total= 100 %. '

N VAL~

Table 2 contains the proportion of each topic compared to all the topics treated.
It 1s extracted by deviding the period(s) spent teaching the topic by the total number of
the topics and multiplying it by 100.At this juncture, number of questions can be
arbitrarily decided by the school authority or management based on the level of the
learners capacity .For example, Lets assume 60 questions was agreed upon to be set for
the test by a school authority, then actual number of items per topic can be obtained by
multiplying the proportion by 60 as follows in the table below :-

Table 3: Extraction of Actual Number of Items from Percentages

Meaning of test and measurement = 7.14% x 60 = 4.28

Types of test= 14.28% x 60 = 8.57

Classification of test =21.42% x 60 = 12.85

Test validity = 14.29% x 60 = 8.57

Test reliability=14.29% x 60 = 8.57

Scoring systems =14.29%x 60 = 8.57

Measures of central tendency = 14.29% x 60 = 8.57
Total = 59.98 app. 60 items

NN W~

- Table 3 shows how the desired number of questions are obtained objectively
fmm the percentages. In this example, 60 questions were filtered from the topics
gly by deviding the percentage of the topic by 100 and multiplying it by 60(the

‘be; fquestions).It also indicates that one can approximate the dec s

hole numbers where necessary. And, in case of incomplete number ©

al points or fractions, one can add an item to a top

€ them complete as design




i3 Classification

of test

4.Test validity
5.Test

reliability

6. Scoring

systems
7.Measures of 1
central

tendency

Total 12 16 18 10

Table 4 depicts objective distribution of quest
objectives as derived from the calculated percentages m:
questlons (60) set. It will be easwr for one to start wr: ,

estinstrument has proper balance of topic cove:
(Alad & Omoruy1 2014). In addltlon foll
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ii. all items are answerable by the students regardless of their achievement

levels, tha.t 1s to say, the items should be moderately difficult which can
be determined through item analysis.

2. Test questions should be written to elicit the type of behavior to be measured. =
L5 Essay format items should delimit the area covered by the question and direct
the student on precise pattern of response expected.
4. Indicate the marks or points value for each question and also the time limit.
This will help test takers to judiciously utilize the time given for a test
S Do not write so many essay questions and mandate test takers to answer all

within a limited time, rather ask few and rich questions to curtail wrong
responses from the test takers.

B. Considerations for writing Objective Questions
The following are some of the issues to be considered while writing any type of
objective test:

1. Develop a table of specification for the test. This is vital as it involves matching
contents with the instructional objectives to improve the content validity of such test..

2. Test for important facts or knowledge, i.e. the test should assess one central idea

3. Consider students' age, ability levels and purpose of the test in the course of
construction

4. Check for the difficulty, discrimination and distractor indices of the items which can
be done through item analysis after construction of .items

5. Clearly write the items and avoid poor arrangement and ambiguous wordings, it must
be written with right font size, font type, colour, and free of grammatical errors

6. Reading difficulty and vocabulary level should be simple appropriately.

7. Ensure that there is only one correct or best answer in a question and should appear at
different positions. For instance, do not maintain A for the key answer through out the
test, ratheruse the A,B,C,D,E interchangeably.

9. Minimize writing negative questions as thatusually confuses test takers

10. Never give hint(s) to the key answer, for example do not bold, italicize, increase font
size of the key answer to avoid clues to the right answer. For example:

- grammatical clues like a, an, the, are, is, etc

- length, case, boldness of key answers must be considered

- mentioning key answer in other items of the test with the intention of asking another
question in the test.

Possible Consequences of Haphazard Item Selection for Evaluation

Itis not and never a good practice for a teacher or researcher to develop a habit of

selecting or writing test items haphazardly without following due procedures. Below are

some of the possible consequences to be encountered by teachers and other test
developers with the habit of indiscriminate selection and writing of test items :- |

e teachers and researchers:- |
1 poor evaluation skills among teachers and researchers
achers and researchers violate principles of testing as th




~ There will be partial assessment g
: important areas of subjects or course;
ji. Itembias will be high because some.
are lucky to have read the selected po
iii. It can indirectly disrupt cordia] te -stu
loose confidence in thejr teachers whep they{d‘ ected s
To the process:-
i Itcanerode objectivity of the assessment ,
ii. Itcanproduce invalid and unreliapje test instruments

1

iii. Itmay lead to wrong interpretation and conclusion
iv. Itviolates the standard of testand measurement
iv. Itviolates ethics oftest and measurement

Conclusion : :
From the discourse on tabje of specification so far in this pap
enhances valid instrumentation n research and evaluation. It car
theuse of TOS remains one of the best preliminary procedures it
validity of any teacher-made achievement. By the time much at
use of TOS, there would be tremendous Improvement in the q
evaluation in various institutions of learning, not only in Ni

general.

Recommendations
The following recommendations were made based on the

I. Teachers and researchers should learn how t 01
and also use it when setting que»stidns-f(){ tests an

2. They should strictly follow the guid ine
highlighted in the paper .

3. Procedures for setting ques ions
authorities to ensure quality Sess







