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Modeling DDOS attacks in sdn and detection using 
random forest classifier
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ABSTRACT
A Software-defined network paradigm provides flexibility 
and programmability to deal with the growing users of future 
networks. As a result of the centralized control attribute, it 
could be regarded as a single point of failure that is vulner
able to various forms of attacks, such as Distributed denial of 
service (DDOS) attacks. This study attempts to show 
a mathematical representation of DDOS attacks in SDN, 
together with how some five-tuple features contribute to 
the attacks. The studied features were used to detect DDOS 
using a random forest classifier. The result shows 96.3% 
detection accuracy and 96.45% precision.
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1 Introduction

The use of the internet for business, medias, transactions and so on has become 
a daily essential for people all over the world. The complexity in the traditional 
network architecture brought about some drawbacks, such as non-scalability 
inconsistencies in policies and its dependence on vendor [1]. The networking 
switch of the traditional network comprises both the control and data plane. 
Hence, when a new service is required, each device on the network (switch) 
needs to be configured or updated independently. In the bid to reduce this 
complexity, software-defined network (SDN), a new network paradigm, has 
emerged and plays a significant role in ensuring agility, programmability and 
centralized control of a network [2]. It innovatively disintegrates the control 
plane from the data plane [3,4], which has improved the overall network 
management. The application plane, control plane and data plane make up 
the architecture of the SDN as shown in Figure 1 [5]. The application plane holds 
business applications, security service and network service applications [23]. The 
control plane defines the network behaviour through a centralized controller, 
while the data plane are simply data forwarding devices that act based on 
instruction from the SDN controller.
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The overall goal of SDN is to ensure flexibility, programmability and centra
lized control of the network [6]. However, some of the features that SDN 
presents make it vulnerable to various security challenges, such as Distributed 
denial of Service (DDOS) attacks [6], thereby threatening the availability and 
flexibility of the SDN resources [2].

DDOS attacks are simply a means to make network resource of a system 
unusable or inaccessible. There is a substantial growth of DDOS attacks as 
a result of the internet development and usage. Hence, it has become a new 
threat and worldwide challenge to the availability of the internet services [7].

The DDOS attacks have the potential to affect the application plane of the 
SDN by utilizing unauthorized applications and make it to launch an attack [8]. 
The control plane can also be affected by exhausting the controller with a series 
of packet_in messages [9,10] and the data plane by overloading the flow table 
space of the SDN switch through sending of multiple unique flows [11]. The 
controller-data plane and control-application plane bandwidth also have poten
tial to be affected by DDOS attacks in SDN [12]. A taxonomy of DDOS attacks in 
SDN is depicted in Figure 2.

2 Literature review

Several authors have worked on DDOS attack detection using methods such as 
statistical and information entropy-based techniques. A DDOS attack detection 
approach that combines entropy and ensemble learning was proposed by Yu 
et al. [13] using five tuple features. Fouladi et al. [14] proposed a DDOS attack 
detection and defense mechanism based on statistics and time series analysis. 
The study extracted two key features from open flow switch flow table such as 

Figure 1. SDN architecture [5].
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unique source IP address, and normalized unique destination IP address and 
used it to detect instant changes in network behaviour. Sahoo et al. [15] 
proposed a detection and mitigation techniques using support vector machine 
(SVM) in conjunction with kernel principal component analysis and genetic 
algorithm. The model was validated with two datasets independently with 
high accuracy compared with the existing SVM. In Santos and Moreno’s [16] 
work, SVM, multiple-layer perceptron, decision tree and random forest (RF) were 
used to classify DDOS attacks in SDN environment. Ye et al. [17] proposed 
a DDOS attack classification based on SVM. The authors utilized six tuple 
features for DDOS detection. Myint et al. [18] used five tuple traffic features 
for detecting DDOS attacks using advanced SVM technique.

Most of the reviewed studies did not show a mathematical representation on 
how the features used for the detection approaches contribute to DDOS attacks 
in SDNs. However, in this study, we have demonstrated how the used features 
contributed to DDOS attacks in SDN and have implemented the selected 
features for detection of DDOS attacks in SDN environment.

3 DDOS attack model in SDN

In DDOS attack, the goal of the attacker is to overflow the resources of the 
target host to interrupt the benign host. In the operation of SDN, a new flow 
is first sent to the controller as packet_in, and at the same time, all or part of 
the flow is stored in the switch buffer while the controller decides the 

DDOS 
ATTACK in 

SDN

Application plane
• Unauthorised/Malcious 

Application Exploit

Control Plane
• Controller Resource 

Saturation attack
• Packet_In flooding 

Attack

Data Plane
• Buffer Saturation  attack
• Flow Table Over flow 

Attack
• IP Spoofing Attack

Communication 
Channels
• Bandwidth Attack

Figure 2. DDOS attacks in SDN.
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optimal path and sends it back as packet-out when large number of flows are 
sent concurrently at the same time. The switch buffer becomes overloaded, 
the controller resource becomes saturated and the control-data plane band
width becomes exhausted. A flow can be defined by many characteristics 
stored in the switch flow table such as source IP address, destination IP 
address, destination port, flow duration, flow packet, flow bytes and so on. 
Most of these flow characteristic features undergo different changes during 
attack and normal situation. To describe the attack model in SDN, the 
following assumptions are made: 

(a) The traffic characteristics, such as number of source IP, number of flow 
entry and so on, are considered to follow Poisson arrival as it has been 
widely accepted that the arrival of request follows Poisson distribution 
[19], while the duration service time is generally distributed since each 
flow may have different duration in the network.

(b) It is assumed that each flow is on a queue, waiting to be served by a single 
server with one communication channel.

3.1 Mathematical model

Given an SDN controller C with service time tc and average packet duration 
T connected to a switch S ¼ s1; s2;s3 . . . ; sn

� �
via a bandwidth K and each switch 

is connected to host h ¼ h1; h2;h3 . . . ; hn
� �

Assuming a traffic is launched from multiple host hn to a switch S, the switch 
sends the traffic as packet-in to the controller C for processing via the 
Bandwidth K, provided it is a new traffic flow, otherwise the traffic is sent directly 
to the target host h.

3.1.1 Flow table overloading model
To estimate the probability of attack on the switch resulting to flow table 
overloading, we assume there is S number of switches where each switch i for 
1 � i � S is connected to host n host and St is the flow table length L or 
capacity.

Recall that in SDN paradigm when a new flow arrives the switch, then a new 
flow rule will be installed, otherwise it is dropped. We assume that each flow 
that arrives at the switch is new since the goal of the DDOS attack is to flood the 
switch with large number of flows.

Furthermore, the probability of the flow table overloading is estimated by the 
system as M/M/L/L queuing model. This means the queuing system follows 
Poisson arrival with an exponential service rate with L number of servers.
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The arrival rate of the system is the average speed of flow entry λs and the 
service time is considered to be the average duration time in the flow table ts.

In an attack scenario, the number of flow entry increases per unit time and 
eventually overloads the flow table, so when a new flow arriving the switch 
whether legitimate or bot will be lost or block. In this scenario, assume that 
there are no queue and if a server (flow table) is occupied, the newly arriving 
flow will be lost and the probability that a newly arriving flow is dropped by the 
switch because the switch occupied is estimated in (3.10): 

PðSÞ ¼
ρL

L!
PL

i¼0
ρi

i!

(3:10) 

The average service rate μ ¼ 1
ts 

and the server utilization or load (ρ) in this 

context is the flow length utilization ρ ¼ λs
μ . Therefore, ρ ¼ λs � tm

3.1.2 Communication channel (bandwidth) model
In estimating the probability of bandwidth attack, the M/M/K/K queuing system 
is adopted where the M represents Markovian, K is the communication channel 
with bandwidth K = 1, that is, single channel. This is suitable for the SDN given 
that there is only one communication channel between the controller and 
switch. Then the arrival rate is the average packet rate, λB is Poisson distributed 
and service rate μB is generally distributed. The average size of flow packets 
(flow byte) is denoted by υ, and average delay d with a throughput T, where 

T ¼ υ
d; υ ¼

PNpkt

i¼1

fi

Npkt 
where f ¼ flowbytes per packets and Npkt is total packets. 

μB ¼

PK

i¼1
Ti

υ
(3:11) 

Following the blocking probability formula that corresponds to the P(B), band
width saturation is estimated in (3.12) as follows: 

P Bð Þ ¼
ρK

K!
PK

i¼0
ρi

i!

where; ρ ¼
λB

μB
(3:12) 

3.1.3 Controller attack model
In modeling controller attack, the M/M/1 queuing model is adopted with no 
blocking or queuing. In a stable state, the speed of arrival λc should be less than 
the service time μc.

However, each packet will require average time L on the system. This can be 
computed as follows:

L ¼ 1
μc � λc 

when λc
μc
¼ ρ< 1 ρ represents average proportion of time the con

troller is occupied.
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The average time spent waiting tw 
1

μ� λð Þ
� 1

μ ¼
ρ

μ� λ
The probability that the system contains i number of packets is πi ¼ ð1 � ρÞρi; 
thus, the average packets = ρ

1� ρð Þ
and variance = ρ

1� ρð Þ
2

The P(C) of controller attacker is estimated taking into account the time a packet 
is willing to wait tw and the average time L a packet spends in the system (3.13). 

PðCÞ ¼
1; ρ � 1; orL � tw
L

tw
; ρ< 1; and:L< tw

�

(3:13) 

As a result of the centralized control of SDN, it is regarded as a single point of 
failure; hence, the probability of attack on the bandwidth to affect control plane.

The Psdn that the network failing is the probability 1 or 2 of the SDN company 
is successful 

Psdn ¼ 1 � PðSÞ � PðBÞ � PðCÞ OR 1 � PðSÞ þ PðBÞ
� �

� PðBÞ þ PðCÞ
� �

(3:14) 

From the model, it can be seen that the number of flow entry, flow packets, 
duration, flow_bytes and number of hosts are important parameters that con
tribute to DDOS attacks in SDN.

Hence, the eigenvalues are used to estimate the speed of flow entry, average 
flow packet, the increase in source IP, average duration of flows and average 
flow bytes (AFB) for DDOS attack detections.

3.2 Ddos detection

The workflow for the detection approach is depicted in Figure 3 and has been 
discussed as follows:

3.2.1 Traffic generation
This entails generating both normal and attack traffic on an SDN network and is 
sent to the next phase. To achieve this, three forms of DDOS attacks were 
launched on the SDN network, namely, TCP Syn flooding attack, UDP flooding 
attack and ICMP flood attack. A single network topology consisting of a single 
switch and five hosts was used for the study. Mininet was used as the emulator 
for the SDN network, Ryu was utilized as the controller and Hping3 tool was used 
to generate attack traffic. For generating the normal traffic, the Iperf and ping 
tool was used.

3.2.2 The statistic collection
This phase is used to collect traffic features from SDN after traffic generation. 
This is achieved by sending a statistics request to the switch via the SDN 
controller using OFPFLOWSTATREQUEST handler, and a response is received 
using the OFPFLOWSTATREPLY handler. The OFPFLOWSTATREQUEST is 
a method used to request the switch statistics information such as source 
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address, destination address, flows, flow packets, flow duration and so on. In 
order to receive a response to this request, the OFPFLOWSTATREPLY handler is 
called to retrieve the flow statistics. The collected statistics were used to extract 
the following traffic features and create a dataset and saved in a comma 
separated values (CSV) file. The features include the number of flow entry per 
unit time (NFE), average flow packet, the source IP per unit time (SIP), average 
duration of flows and AFB.

(i) NFE: The sum of flow entry within a sampling interval. This feature is 
useful because the number of flows tends to increase during a DDOS 
attack situation than the normal situation.

NFE ¼
P

flow entry
T

(3:15) 

(ii) Average flow packet (average_pkt): The sum of flow packet within 
a sampling interval with the total number of flow packet. Large number 
of packets are generated during DDOS attack, since the goal is to flood 
network with large number of packets. Hence, monitoring the average 

Traffic genera�on 

Switch sta�s�cs 
collec�on 

Random Forest 
classifier 

Normal A"ack 

Figure 3. The workflow for the proposed detection approach.
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number of flow packets will be useful.

AFP ¼
P

flow packet
total flow

(3:16) 

(iii) SIP: This is the total number of IP address generated within a sampling 
interval. Large number of IP addresses tend to increase during DDOS 
attack, hence monitoring this feature will aid detection.

SIP ¼
P

IP
T

(3:17) 

(iv) Average flow duration (avg_durat): This is the mean of the total duration 
of each flow in seconds within a sampling interval. Flows are sent within 
a sampling interval during DDOS attack, hence monitoring how long the 
flows spent in the flow table will be useful during attack detection.

AFD ¼
P

flow duration
total flow

(3:18) 

(v) Average flow byte (average_byte): This is the mean number of packet 
bytes within a sampling interval. Since large packets are sent during 
attack, monitoring the flow byte will aid detection. 

AFB ¼
P

flow byte
total flow

(3:19) 

3.2.3 Random forest
Classifier to categorize the traffic as either normal or attack traffic, RF is utilized 
as the classifier. It employs many decision trees for the classification process. 
Other trees can make up for a choice that was made incorrectly by one decision 
tree. The classification outcome is provided by each decision tree, and the 
categorization recommendation is made using the majority of votes [20]. The 
steps for implementing RF [21] are as follows:

(a) Take N as the number of training data instances in the samples.
(b) Let M be the number of attributes in given input dataset.
(c) Let m be the number of parameters in the input that determines the next 

attribute to be chosen at each tree node (where m is lesser than M).
(d) The training samples are taken and a tree is constructed for each sample 

with replacement.
(e) For tree node, arbitrarily select m attributes in that particular node.
(f) The best split is computed based on the m input attributes of the sample 

dataset.
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(g) Each tree is grown without pruning.

3.2.4 Evaluation
The following metrics were used to evaluate the performance of the detection 
approach.

(i) Accuracy: The accuracy rate is used as an evaluation index to evaluate the 
detection performance of the model [22].

Accuracy ¼
TP þ FN

TP þ TN þ FP þ FN
(3:20) 

FN: false negative; FP: false positive; TN: true negative; TP: true positive.
(ii) Precision: The precision is the measurement of the retrieved instances 

that is relevant to these instances [15,17].

Precision ¼
TP

TP þ FP
(3:21) 

4 Experiment

The experiment was conducted on HP Laptop 4 GB RAM 1 TB Intel Core i7 with 
a 64 bit processor. A single network topology as shown in Figure 4 was used in 
the experiment. The topology consisted of five hosts, which are connected to 
one open virtual switch connected to a single RYU controller on Mininet 
emulator. Both normal attack and attack traffic were generated. Hping3 was 
used to implement the attack, while Iperf was used to generate and ping was 
used to implement normal traffic.

Figure 4. The topology used for the experiment.
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During the training, Host 1 (h1) and Host 2 (h2) were used as attacker while 
Host 5 (h5) was used as the victim. The generated traffic for both attack and 
normal consists of TCP, ICMP and UDP traffic.

During each attack traffic generation, high- and low-rate attack is launched using 
varying inter-packet delay as depicted in Table 1. The traffic was generated for 
a period of 3600 s, and statistics collected every 5 s. The collected traffic statistic was 
saved in a CSV file and used as dataset. The dataset instances are shown in Table 2.

4.1 Results and discussion

The RF algorithm was applied on the dataset with different training and test 
sets. The accuracy and precision scores of each of the split and for different 
training sample is depicted in Table 3 and graphically shown in Figures 5 and 6, 
respectively. The average of the accuracy and precision was computed to be 
96.3% and 96.45%, respectively, as shown in Figure 7. From the accuracy score, it 
can be deduced that the features used for detection have significant influences 
on the performance of the classification model. The precision score shows 
a high number of positive predictions, and since the goal is to detect DDOS 
attacks, achieving 96.45% precision score is noteworthy.

From the result achieved, it is evident that a network administrator of an 
organization can incorporate these traffic features and the use the RF classifier 
to detect DDOS attacks at an early stage. The experiment was conducted using 
the generated dataset on an emulator, together with the software version of 
a real switch. Hence, the achieved results will be valid in real time. Although the 

Table 1. The attack types and packet rate.
Attack type Number of packet/requests Inter-packet delay (s)

SYN flooding 1000 0.01
0.025

ICMP flooding 0.02
0.035

UDP flooding 0015
0.03

Table 2. Dataset instances.
Sample Attack Normal

118 1189

Table 3. Comparison of accuracy and precision for different training and test 
sets.

Training % Test % Detection accuracy % Precision %

66 34 95.4 95.7
70 30 95.48 95.6
80 20 96.56 96.7
90 10 97.71 97.8

96.3 96.45

10 A. ABDULLAHI WABI ET AL.
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Figure 5. Comparison of accuracy for different training samples.
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Figure 6. Comparison of precision for different training data.
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Figure 7. Average accuracy rate and precision for the detection approach.
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dataset was not comprehensive enough, the features used in the dataset can be 
utilized to generate a more comprehensive dataset using the described method 
in real time.

5 Conclusion

In this study, a mathematical representation of DDOS attacks in SDN was 
presented together with how some traffic features contributed to DDOS attack 
in SDN. The values of these features were collected from the SDN switch by the 
controller and used to detect DDOS attacks in SDN. The result shows a weighted 
average accuracy of 96.3%. This means that the features used in the dataset for 
the DDOS attack detection are significant and effective. While the 96.45% 
precision shows that the RF classification model was able to predict the class 
labels correctly in most cases.

5.1 Future work

The dataset used in this work was not comprehensive enough; hence, 
a more comprehensive dataset could be generated using the discussed 
traffic feature as a future work. Additionally, using a larger network topol
ogy and detecting attacks in real time shall be considered in the future 
research.
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