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ABSTRACT 

 

The rapid growth of interconnected devices gives rise to possible exploits and compromise 

of devices in Internet of Things (IoTs) environment, which will require an established fact 

for such compromise to be checkmate. This research focuses on detection of threat attack 

detection in IoT environment based on ensemble technique. In the proposed ensemble model, 

an outlier analysis was performed in order to optimize the features for enhanced model 

performance, while Support Vector Machine and Feed Forward Neural Network serves as 

the base learners which were combined to form the proposed ensemble model, this was 

employed in order to enhance performance strength of training model in detection of 

intrusion threat in IoT environment. The advantage of the proposed model is its ability to 

generate an enhanced performance evaluation output; as the result proves an excellent 

performance for intrusion detection in IoTs environment. The obtained accuracy, precision, 

F-score, and recall of the proposed ensemble model are 99.96 for each respectively 

outperforming the existing technique with a record of 92.42 and 95.43 for accuracy and 

detection rate respectively, this is a clear distinction of the superiority of ensemble (Feed 

Forward Neural Network and Support Vector Machine) model over traditional model, of 

which the proposed ensemble model can serve as technique in forestall intrusion threat 

experienced in IoTs environment. 
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CHAPTER ONE 

1.0                                                    INTRODUCTION 

1.1 Background to the study  

The emergence of Internet of Things (IoTs) serves as a developmental change in computing 

environment experienced in recent years, comes with the potential about the transformational 

experience every ramification of human existence (Vega-barbas et al., 2021). 

Also noted is exponential growth in the network of interconnected devices of internet enabled 

technologies, supply change environment, smart retail, health care services, smart dwelling 

homes, interconnected vehicles as well as a varied range of applications are some of the 

environment that IoTs devices are deployed for its services (Rezvy et al., 2019). 

The expansion rate of development of IoTs enabled devices comes with its challenges in 

terms of security as well as privacy compromise, the trajectory growth of connected 

technologies introduces new security flaws and provides the avenues for threat exploits that 

can lead to compromise of devices associated in the connectivity flows and of more challenge 

in the field of IoTs devices is that security is given little regard with adequate checkmating 

security technology in place (Bambang and Riri., 2020). 

Studies revealed that great percentage of current IoTs technologies in the market place have 

high rate security setbacks Santoyo-gonz (2019), a compromised IoTs technology can be 

used as a platform of attack vectors if security control is given a blame view, cyber-attack 

such as intrusion exploit are part of the new trend widely experienced channeled towards 

IoTs devices (Rajendran et al., 2019). 

IoTs is exponentially growing, posing as danger zone and challenges for investigators of 

variety attack ranging from cyberattacks as well as physical cyberattacks. A lot of IoTs 
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devices autonomously at times create data from embedded sensors in replication to human 

activities in regard to responses like door opening and motion spotting. The functionality of 

IoTs devices can be altered from almost every location, in as much as smart devices, smart 

houses, as well as other IoTs environments are connected. The generated data by IoTs serves 

as excellent digital feature as well as the traces of activities of IoTs devices captured through 

investigations can serve as digital evidence (Servida and Casey, 2019). 

In the past years, the different number of IoTs devices has experienced an exponential growth 

with about 50 billion of devices to be connected to the internet as at year 2020. A very large 

number of new smart devices and products such as smart houses, smart watches, smart TVs, 

smart appliances are spreading fast in the society which is becoming more pervasive in our 

everyday life (Meneghello et al., 2019). 

The use of IoTs concept in different economic sectors has become an important factor for 

business enhancement, which is believed by 92% of companies that the IoTs concept will be 

of use in their various businesses as of 2020 (Cvitić et al., 2021). However, the companies 

have put into consideration that security, privacy, costs, and regulatory issues pose a great 

threat in the implementation and application of the IoTs concept. 

The exponential growth of the internet is the reason for the emergence of the internet of 

things (IoTs). In recent time, IoTs paradigm was used to build smart environments, such as 

smart cities and smart homes with another technology domains and similar services (Kumar 

et al., 2021). 

Ensemble based machine learning model have experienced a surge research efforts due to 

the ability of the model to handle huge data, ensemble model combines multiple models in 

order to classify new unseen instances with excellent performance record in classification as 

well as regression problems Ren et al. (2016), the ensemble model function through the 
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combination of different learning models to enhance performance, ensemble learning were 

carried out in the 1990’s to establish that weak learning classifier could be transformed into 

strong learning classifier (Dietterich, 2000) .  

Ensemble model was employed in this research to enhance performance of intrusion 

detection in Internet of Things environment, which leads to better techniques in addressing 

the threat challenges that exist in IoTs environment such as distributed denial of service, 

privilege exploit and stealth data espionage.    

1.2  Statement of the research Problem 

Threat emanating from network intrusion, serves as an overwhelming challenge to IoTs 

environment due to the existing traditional technique’s inability to manage the dynamic and 

sophisticated threat against IoTs devices (Diro and Chilamkurti, 2017). Most of the 

traditional techniques such as Support Vector Machine and Artificial Neural Network widely 

adopted in the detection of intrusion threat in IoTs environment suffers a setback 

characterized by low accuracy as well as high false positive rate (Almiani et al., 2020) as a 

result of the challenge of impending strength to manage the traffic volume of data. Hence, 

the need for a model that can render performance enhancement in terms of accuracy as well 

as false positive rate in IoTs environment is required.  

1.3  Aim and Objectives to the Study 

The aim of the study is to develop an ensemble technique based model for intrusion detection 

in IoTs environment. 

The objectives of this research are to: 

i. design architecture for ensemble technique based model for intrusion detection in 

IoTs environment,  
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ii. develop an intrusion detection model in IoTs environment based on Ensemble 

technique (Support Vector Machine and Feed Forward Neural Network),  

iii. evaluate the performance of the designed model in (ii) through relevant performance

 metrics. 

1.4  Significance to the Study 

The design of an architecture provides a crystal and ease integration of learning models based 

on intrusion detection, as it relates to IoTs environment. The employment of ensemble model 

in this research provides an intelligent and enhanced detection model for detection of 

intrusion threats in IoTs environment, thereby revealing the outperforming strength of 

ensemble model against existing traditional models, overcoming the drawbacks of 

performance deficiency. 

Finally, the designed model performance evaluation with relevant metrics as reviewed, 

reflects a proper gauging with existing approaches as recorded in relevant studies. 

1.5  Scope to the Study 

This research is focused on the design of the proposed intrusion detection model in IoTs 

environment based on ensemble technique (Support Vector Machine and Feed Forward 

Neural Network), and evaluating same using standard dataset (NSL-KDD) from recognized 

dataset repository for experimentation. 

 

 

 

 

 



16 
 

CHAPTER TWO 

2.0                                               LITERATURE REVIEW 

2.1 Internet of Things Preamble 

The idea of IoTs was framed by a community of Radio Frequency Identification (RFID) in 

the year 1999, in recent time, it has become very relevant to the practical world majorly 

because of the growth of mobile devices embedded and ubiquitous communication, cloud 

computing and better analysis (Yakubu et al., 2018). 

The common definition of IoTs is a network of physical objects. The network  is not just a 

network of computers, but it has included a network of devices of all types and sizes, home 

appliance, medical instruments, vehicles, smart phones, camera’s, toys, home appliances, 

animals, people, buildings and industrial systems all linked , all communicating and all 

sharing information on an agreed protocol in order of achieving a smart re-organization , 

tracing ,positioning, save and control and in most cases personal real time online monitoring, 

online upgrade, process control and administration (Salazar, 2019).  

2.1.1 Enabling technology in internet of technology 

The global infrastructure for information society can be linked to IoTs, this can enable 

advanced services by interconnecting devices based on existing and evolving inter-operable 

information and communication technology. The communication of IoTs can be extended 

through internet to all devices that surrounds us. The internet of things (IoTs) is more than 

just a machine- machine communication, wireless sensor networks, sensor networks, WI-FI, 

GPS, RFID, GSM, GPRS, 2G/3G/4G/5G, microcontroller and microprocessor. These all can 
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be considered as enabling technologies which make IoTs applications possible. (Yakubu et 

al., 2018). 

IoTs enabling technologies can be grouped into three categories: these includes: 

i. Technology that enable things to acquire contextual information. 

ii. Technologies that enable things to process contextual information. 

iii. Technologies to improve security and privacy. 

Yakubu et al. (2018) the first two can be understood as functional building blocks that are 

needed in building intelligence into things, these are the features that segregates the IoTs 

from usual internet. The last category is not a functional building blocks. It is rather a de-

facto requirement without which the penetration and acceptance of IoTs would be severely 

low.  

IoTs is not a single technology but rather a mixture of multiple hardware and software 

technology. This IoTs provides solution for information technology based on their 

integration, which refers to the hardware and software used to store, retrieve, and process 

data and communication technology that includes electronic systems used for communication 

between individuals or groups (Yakubu et al., 2018). 

There is heterogeneous mixture of communication technology that is needed to the adapted 

in order to address the necessity of IoTs applications which includes energy efficiency, speed, 

security and reliability. It is possible that in this context, the level of diversity which can be 

scaled to a number of manageable connectivity technologies which can be used to address 

the IoTs applications. Some common examples in this category, include wired and wireless 

technologies, Bluetooth, wi-fi, Gsm, ZigBee, and GPRS (Yakubu et al., 2018). 
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2.1.2 Characteristics of internet of things 

Interconnectivity: Anything can be interconnected globally with information 

communication infrastructure in regard to IoTs. 

Things related services: the capability of IoTs can provide things related services within the 

constraints of things which can include privacy protection and semantic consistency between 

the physical things and their associated virtual things. To provide things related services 

within the constraint of things, both the technologies in physical world and information world 

will have to change. 

Heterogeneity: based on different hardware platforms and networks, the devices in IoTs are 

heterogeneous. They can easily communicate with other devices or service platforms through 

different networks. 

Dynamic changes: Device states change dynamically, such as sleeping and waking up, being 

connected and, or disconnected, as well as the context of devices, such as location and speed. 

Furthermore, the number of devices will change on a regular basis. 

Enormous scale: the number of devices that must be handled and communicate with one 

another would be at least an order of magnitude greater than the number of devices currently 

connected to the internet. 

The management of the data produced, as well as its interpretation for application purposes, 

will be even more crucial. This has to do with data semantics as well as effective data 

handling. 

Safety: we must not forget about protection while we reap the reward of the IoTs. We must 

design for protection as both designers and recipients of IoTs. This includes the protection of 
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our personal information as well as our physical well-being. Securing endpoints, networks, 

and the data that moves through them all necessitates the creation of a scalable security 

model. 

Connectivity: network accessibility and compatibility are made possible by connectivity. 

Accessibility is the ability to connect to a network, while compatibility is the ability to 

consume and generate data in a common way.  

2.2  Outlier Analysis Algorithm 

The outlier algorithms determine the outlier that exist in a spatial feature, through the 

evaluation of the differences between the attributes and the summary functions of deviation, 

thereafter normalizes same with their mean and standard threshold, which then denoted as an 

outlier and its attribute is taken to be the summary function of its neighbors, this procedure 

is repeated until no outlier are found Alharbi et al. (2012) Table 2.1 presents the outlier 

analysis algorithm.  
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Table 2.1 Outlier Analysis Algorithm (Alharbi et al., 2012)

 

2.3 Support Vector Machine (SVM) Algorithm 

SVM is known to be widely used state of the art model, mainly for the problem of 

classification, thus used also for regression, SVM is based on the principle of margin 

calculation. SVM draws a margin between the class in a fashion that the distance between 

the margin and the classes is maximize and thereby minimizing the classification error that 

may be associated (Boswell, 2002). SVM is noted to have a good generalization performance 
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with regards to other machine learning models and also efficient in binary classification 

problems, Lin et al. (2013), Table 2.2 present SVM algorithm. 

Table 2.2: Support Vector Machine Algorithm (Vishwanathan and Murty, 2002) 

  

2.4 Related Literature 

IoTs face severe threat challenges as well as vulnerability that are exposed to attacks (Smys 

and Wang, 2020) opined an intrusion detection system with the capacity of detecting attacks 

in the case of network security breach, in IoTs, the technique employed was a hybrid 

convolutional neural network method which is model toward IoTs applications, the following 

results was obtained for precision, recall, f-score, and accuracy, 1.00, 1.00, 0.99 and 98.6 

respectively; however, the scores obtained in precision and recall is an indication that 

proposed research model is perfect in this field which is not quit fixable, meanwhile, 

improvement can be made for enhanced performance for detection of attacks in IoTs 

environment. 

A Generic Algorithm based model for the detection of Intrusion Detection was proposed, an 

expected detection rate of 0.97 was targeted; however, a drawback of detection of new attacks 

is one of the challenges faced by the proposed model in the research by Paliwal and Gupta 
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(2012), meanwhile, improvement can be done in terms of detection rate for enhancement of 

threat attacks as it relate to intrusion threats. 

Revealed that IoTs devices are prone to cyber exploit due to experience challenge in terms 

of storage, computational as well as communication strength as a result of the numerous 

challenge of cyber-attack in IoTs autonomies deep-learning based detection and 

classification system based on convolution neural networks for IoTs intrusion detection was 

developed, the evaluation of the developed system scored the following 99.3, and 98.2 

respectively for accuracy as it relates to two class and five class classification. A precision 

rate of 99.04 and 98.27 both for two class and five class classification, an error rate of 00.7% 

and 01.8% respectively for two class and five class classification, while a recall of 99.33 

98.23 for two class and five class classification, f-score rate of 99.18 and 98.22 for two class 

and five class classification respectively, FAR of 01.28 and 1.73% respectively for two class 

and five class classification, however, an enhanced performance can be recorded if candidate 

model is well trained for better classification of IoTs intrusion detection (Rezvy et al., 2019). 

In order to determine the performance strength of machine learning of some selected machine 

learning model, a comparative analysis was carried out by Mol and Mary (2021) the research 

recorded that AdaBoost model outperformed other selected model in IoTs intrusion detection 

with an accuracy score rate of 99.8% against Random forest, multi label classifier and deep 

neural network, which score98.7, 99.6, and 99.2 % respectively, however, other true state 

efficiency as explored by other relevant performance metric can be employed to determine 

the true state efficiency as explore by other research work in same field of learning and 

analysis. 
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A numerical analysis based method was employed to determine the performance capability 

of IoTs network intrusion detection, the following machine learning model was used for 

analysis. Decision tree, XGBoost, Bagging Tree, Random Forest, Bayes Net, Support Vector 

Machine, Naïve Bayes and Ada Boost, while an ensemble based model of XGBoost recorded 

an optimal performance of 0.970, 0.970, 09.68 and 0.968 for metric accuracy, precision, 

recall and f-score respectively outperforming other selected models used in this research, 

Bayes Net recorded the low false positive rate of 0.006, while XGBoost still maintained an 

enhanced performance of 0.970, 0.905 and 0. 996 of true positive rate, mcc, and accuracy 

respectively against the selected models in the research. However, the exploration of other 

machine learning model and training of the model parameter can serve as a promising field 

to employ in this research, (Liu et al., 2020). 

In order to tackle the security threat in IoTs environment, a new model deep learning based 

for intrusion detection was opined, combining the features of spider and monkey 

optimization (SMO) and stacked-deep Polynomial Network to record better accuracy 

detection rate, the proposed model in this research claimed to have better performance in 

accuracy, precision, recall and f-score with the following score 99.02, 99.38, 98.29 and 98.83 

respectively, however, exploring other classification model can serve as a promising aspect 

to improve on the performance evaluation in IoTs threat environment (Khare et al., 2020). 

A model that is targeted at threat in IoTs environment was proposed by Thamilarasu  and 

Chawla (2019), the model known as an intelligent intrusion detection system is based on a 

deep learning model with the capability of detecting malicious threat flows in IoTs networks, 

it was further claimed that the proposed model performed effectively in detection intrusion 

in IoTs environment with the following average performance measure score of 95% and 97%  
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for precision and recall rate respectively, however, the research was restricted to some 

selected threat in IoTs environment such as black hole, DDOS, sinkhole and wormhole 

attacks. 

Recognizing the challenges in threat detection in IoTs technology Nazarpour et al. (2020) 

particle swarm optimization algorithm was used to enhance neural network model as well as 

other TLBO to achieve an optimal performance for IoTs intrusion attack detection, the 

following score rate of 90%, 91%, and 89% accuracy was achieved for Dos and R2L, U2R 

and PROB respectively, however, improvement can be achieved if other models are 

developed for analysis and relevant performance measure such as precision, recall, and f-

measure are explored. 

An intrusion detection system based K-nearest neighbor was proposed in the research 

performed by Wazirali (2020), through the training of the hyper parameter of the candidate 

model for efficient performance evaluation, as well as intrusion attack detection in cyber 

space, it was ascertained that the proposed model recorded an optimal performance of 0.9849, 

0.9871, 0.9815 and 0.9843 respectively for accuracy, precision, recall and f1-score, 

nevertheless, real time attack detection was pointed out as a setback challenge in this 

research. 

Davahli et al. (2020) proposed a light weight model Support Vector Machine (SVM) based 

intrusion detection system though an incorporated Genetic Algorithm (GA) and Green Wolf 

Optimizer (GWO) for dimensioning and reduction, it was further ascertained that the 

proposed model recorded 99.10, 99.32, 96.03, 967.64 and 0.69 respectively for accuracy, 

detection rate, precision, f1-score, and FPR respectively, however, focus was based on 

wireless IoTs network. An expanded data sample can be more promising for analysis.    
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Alsamiri and Alsubhi, (2019) performed a comparative evaluation of some selected model 

performance in order to determine the model with efficient performance for intrusion attack 

in IoTs environment, the selected model which are: NB, QDA, RF, ID3, Ada Boost, MLP 

and KNN recorded these scores, 0.78, 0.88, 0.98, 0.99, 1.0, 0.84 and 0.99 respectively for 

accuracy, while the precision scores are 0.84, 0.89, 0.99, 1.0, 0.88, and 0.99 respectively, the 

scores for recall are 0.78, 0.88, 0.98, 0.99, 1.0, 0.88, 0.84 and 0.99 respectively and f-measure 

recorded 0.75, 0.87, 0.98, 0.99, 1.0, 0.83, and 0.99 respectively, while KNN proved to 

outperform other selected models, NB takes a least time of 2052.1801secs, while KNN has 

the highest time record of 2052.180secs, however, the data sample used is not quite enough 

as it affects the performance of model learning, 84 data samples was employed for this 

research. 

Alshammari and Zohdy (2019) a model named tiered system of hidden markov models 

(HMMS) was proposed to address the challenge of identification of attacks and detection in 

Internet of Things, the following performance metrics and scores was deployed using 

precision and accuracy with score rate of 85% and 96% respectively, however, improvement 

can be achieved if other relevant model are deployed as in the field of intrusion detection in 

IoTs. 

A model based on Genetic Algorithm and deep belief network for IoTs intrusion detection 

was proposed by Zhang, et al. (2019), it was claimed that the proposed model achieved the 

following optimal performance 99.45%, 97.78%, 99.37%, 98.68% respectfully for Dos R2l, 

UTR respectively and also for accuracy rate, however, more dataset sample will be needed 

to ascertain the effectiveness of the proposed model, as it was reported that small sample of 

some of the attack types face higher performance. 
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Samy et al., (2020) proposed a framework that is fog-based attack detection based on deep 

learning targeted at IoTs intrusion detection, 99.34%, 99.18%, 99.59%, 99.39%, 0.1% and 

99.59% performance score was recorded for accuracy, precision, recall, f1-measure, FAR 

and detection rate respectfully, however, the deployment of other model can serve as a 

promising exploration for enhanced performance measure output. 

Ioannou and Vassiliou (2019) proposed a detection model for IoTs intrusion, the detection 

model is based on SVM, the performance of the proposed model was ascertained to have 

recorded up to 100% accuracy for black hole and sinkhole attacks present in IoTs attack and 

80% accuracy for a different variant of attacks in IoTs, however, an improved performance 

can be recorded in a large sample of data used as this research used less than a thousand 

record of sample.  

A model  deep transfer learning technique for detection of IoTs attack was opined, the 

proposed technique which is based on auto encoders was claimed to have achieved an 

enhanced performance in terms of accuracy in detecting IoTs attacks, while 0.764% was the 

optimal accuracy achieved by the model as recorded, however, it was noted that more time 

is required to train the model, this serve as a draw back in this research, though more time to 

train the proposed model was not revealed (Vu et al., 2020). 

Alshahrani, (2021)proposed a model known as a collaborative intruder detection system for 

internet of things, the proposed model encompasses four layer based which are the IoTs 

layers, network layers fog layer and cloud layer, with the capability of tracking and analyzing 

the generated IoTs network traffic, it was ascertained that the proposed system achieved an 

accuracy of 98.35% with an error rate of 3.61%, while f1-score and precision scores are 

97.39% and 96.39% respectively, however, it was reported that the sample dataset has less 
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feature, which will impede proper pattern learning by candidate model for efficient 

classification. 

An optimization-based early classification model was opined for malware detection through 

the research conducted by Sharma (2020), the model focuses on using early stopping rules 

(ESR) based Gaussian process classifier and particle swarm optimization for training 

candidate model as well as series of probabilistic classifiers in other to achieve optimal 

performance recorded as it relates to malware detection, it was further claimed that the 

proposed model delivered a decent balanced accuracy  as well as early classification of 

malware, the following optimal performance record was attained by this research, 0.8380%, 

0.8230%, 0.8611% and 0.8416% for accuracy, precision, recall, and f1-score respectively 

with a tradeoff earliness performance of malware detection model. 

A deep learning based model multi-layer perception was proposed by Chaabouni (2020) in 

order to address the challenge of intrusion detection, an accuracy of 91.41% score was 

recorded for DoS attack class, however,  a robust dataset  is required for better performance 

record as the samples of the dataset used in this research have some void and irrelevant 

sample that affects the candidate model performance (Krishna, 2020). 

In the quest for intrusion detection Fatayer and Azara (2019) carried out a research based on 

Artificial Neural Network (ANN), learning Vectors Quantization (LVQ) versions, Radial 

Basis Function (RBF) and MLP, the following accuracy was recorded 97.44%, 99.44% and 

99.86% respectively with MLP model outperforming other models, however, time 

complexity was recorded.  
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Mliki et al. (2020) address the issue of performance enhancement of machine learning model 

for intrusion detection in IoTs environment, the enhancement of selected model was achieved 

through a multi-level tweak which is likewise known as mixed models, SVM, KNN and K-

mean++ was enhanced to 𝑆𝑉𝑀2, 𝐾 − 𝑚𝑒𝑎𝑛2and SVM+K, thereafter, it was ascertain that 

the enhanced model outperforms the traditional existing model in terms of IoTs intrusion 

detection as it relates to accuracy, detection rate false alarm rate with the following scores, 

97.9%, 0.963% and 0.006% with training time of  3.288secs, while 𝐾_𝑚𝑒𝑎𝑛2 achieved 

97.21%, 0.008% respectively for accuracy, detection rate and false alarm rate with training 

time of 70.32secs, also, SVM+K recorded 93.9%, 0.9686% and 0.087% for accuracy, 

detection rate and false alarm rate respectively with training time of 1.532secs, however, it 

is a clear indication that the further model enhancement will yield optimal performance in 

detection of IoTs intrusion threats.  

Proposed in the research experiment by Singh et al., (2020) is a method known as a scheme 

based ensemble of discriminant classifier with the strength of detecting intrusion threat on a 

network, it was ascertained that the proposed scheme a superior performance record of 98.9% 

accuracy in detecting attack types as it relates to intrusion threats, however, a more justifiable 

performance evaluation can be experienced if other relevant metric are considered and other 

learning models explored. 

A deep model approach opined for detection of IoTs intrusion threat, it was claimed that the 

proposed model recorded an optimal performance for IoTs threat in terms of accuracy, 

detection rate  and false alarm rate of 99.20%, 99.27%, and 0.85% respectively for a 2-class 

detection and 98.27%, 96.5% and 2.57% respectively for accuracy, detection rate and FAR 

as it relates to  4-class detection, however, this study was based on social internet of things , 
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meanwhile, a more generalized performance evaluation will give a better view of detection 

rate as this research is streamlined to social IoTs environment, (Diro and Chilamkurti, 2017). 

A cloud based distributed deep learning frame work for fishing and botnet threats, the model 

encompasses a distributed convolutional neural network (DCNN) as well as long-short Term 

Memory (LSTM) security mechanism for optimal IoTs threat detections, 94.3%, and 93.58% 

score rate was recorded for accuracy and f1-score respectively against CNN and 94.8% and 

0.6666% for accuracy and f1-score respectively for LSTM, nevertheless, an improved 

performance record can be achieved if the model used in this research can be turned after 

hybridization (La et al., 2020). 

IoTs a multi-CNN fusion technique was proposed, the proposed technique was to serve as 

robust detection mechanism for network threat detection in industrial IoTs environment, it 

was claimed an exceptional accuracy rate of 86.95% was recorded for binary based 

classification and 81.33% accuracy for a multiclass classification, however, a broaden focus 

can expand the detection capability of IoTs threat attack as focus was based son industrial 

IoTs environment (Li et al., 2019). 

Almiani et al. (2020) proposed fog computing intrusion detection model for IoTs threat, the 

model was based on recurrent neural network enhanced through a back propagation 

algorithm, it was observed that the proposed model recorded an enhanced IoTs intrusion 

detection capability in terms of DR, accuracy, precision, FPR, F1-score,mcc, cohen’s Kappa 

coefficient (K) and FNR of 94.27%, 92.18%, 90.23%, 9.8%, 92.29%, 84.44%, 84.36% and 

5.7% respectively, however, more exploit on model can be done to enhance performance 

record for IoTs threat detection. 
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Almiani et al. (2020) proposed a deep recurrent Neural Network for IoTs intrusion detection 

system, the proposed multi-layered model was said to have achieved the following optimal 

performance of 94.27%, 92.18%, 9.8%, 92.29%, 84.44%, 84.36%, and 5.7% respectively for 

detection rate, accuracy, precision, false positive rate, f1-score, MCC, Kappa Statistics and 

false negative rate, however, improvement in performance can be experienced if an 

hybridization of model is employed. 

In order to arrest the threat factor associated with IoTs technology, based on wireless sensor 

network (WSN), a novel architectural model for intrusion detection based on the approach 

of Map Reduce was proposed, it was claimed that the proposed model achieved a superior 

performance of 80.95% and 96.20% for anomaly and misuse detection module respectively, 

while 5.92% and 1.44% was recorded for false alarm rate (FAR). Major focus was 

streamlined to wireless sensor network (WSN) intrusion in IoTs, broader view of attack 

vector environment can further curtail IoTs threats (Bostani and Sheikhan, 2016). 

Hodo et al. (2020) presents a threat analysis model of IoTs based Artificial Neural Network 

to enhance IoTs threat, the model proposed was focused on Distributed Denial of Service 

(DDoS) attacks, an accuracy of 99.4% was experienced, nevertheless, other performance 

evaluation metrics can detailed a clearer view of evaluation strength of the proposed model. 

Bambang and Riri, (2020) proposed an algorithm that will detect denial of service (DoS) 

based on deep neural network in IoTs environment, an accuracy of 91.21% was achieved, 

however, for enhanced performance, a proposed combination of varied algorithms for 

detection of threat was suggested. 
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A convolutional neural network model for the detection of IoTs intrusion threat, was further 

claimed that the proposed model has a high sensitivity to IoTs network attack threats, the 

precision, recall, f1-score, miscalculation rate, as well as accuracy score achieved are 1.00%, 

1.00%, 0.99%, 0.32%, and 98.60% respectively. However, more tuning can be done on 

models optimal performance scores (Smys and Wang, 2020). 

2.4.1 Application of ensemble model 

Moustafa et al, (2018) employed ensemble method for the detection of  intrusion threat in 

IoTs environment, the proposed model was based on protection of statistical features flow of 

network traffic, the composition of ensemble model are Decision Tree, Naïve Bayes and 

Artificial Neural Network, it was claimed that the proposed model recorded an optimal 

performance in detection rate as well as low false positive rate, 99.54%, 98.93% and 1.38% 

was recorded for accuracy, detection rate and false positive rate respectively for DNS data 

source detection, while 98.97%, 97.02, and 2.58 was achieved for accuracy, detection rate 

and false positive rate respectively for http data source intrusion. 

Saranya et al. (2020) explored a comparative study based on machine learning model 

performance for intrusion detection in order to establish the efficacy of model performance 

as it relates to IoTs environment, Linear Discriminant Analysis (LDA) Classification and 

Regression Trees (CART) , Random forest, Support Vector Machine (SVM), modified K-

means, J48, Naïve Bayes, Decision Tree, Logistic  Regression, and Artificial Neural Network 

(ANN), was explored, random forest was reported to have outperformed all other model 

aforementioned in terms of accuracy, with an accuracy rate of 99.81%, however, the 

employed dataset of KDD’99 cup has some recorded challenge of irrelevant features, which 

can affect performance record.  
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Smys and Wang (2020) proposed a hybrid binary classification technique known as DNN-

KNN for the detection of intrusion threat in IoTs environment, the following performance 

scores  was achieved, 99.77%, 0.23%, 99.74%, 99.76%, 99.77%, 99.75% and 99.53% for 

accuracy, error rate, precision, recall, true negative rate, f1-score and Matthew Correlation 

Coefficient (MCC) respectively, however, this gives a clearer identification of ensemble 

model, nevertheless, performance enhancement in terms of detection rate can be improved 

through varied application of  other models. 

Ensemble method was deployed for the detection of anomaly with a record performance of 

optimal rate, also Khraisat et al. (2019) employed the model of ensemble technique for 

optimal detection of intrusion threat in IoTs environment and achieved an outperforming 

record, Abdulrahaman and Alhassan (2018) also suggested the strength of ensemble model  

for enhanced performance record of detection of intrusion in environment related to 

information, security, an optimal performance was recorded in this research. Ensemble model 

noted as a model that enhance performance of learning model through combination of more 

than one weak or traditional classifier, has recorded an excellent performance in the field of 

threat detection and edge attack detection Basit et al. (2020); Torres (2018); Zhu et al. (2020), 

Figure 2.1 present the ensemble classifier (stacking) general pseudocode, which entails the 

process of a learner training combined individual traditional learners which is referred to as 

first level learners, while  the combiner is known as the second level learner or meta-learner, 

the first level learner uses the original dataset to generate a new dataset for training the second 

level learner, where the output of the first level learner are recognized as the input features 

of the second level learner (Zhou et al., 2019). 
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Figure 2.1 Pseudocode for Ensemble Classifier (Smyth and Wolpert., 1999) 
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CHAPTER THREE 

3.0                                         RESEARCH METHODOLOGY 

3.1      Research Design 

Figure 3.1 represents the research design of a model for intrusion detection in IoTs 

environment. Furthermore, the research design encompasses the following phases; Phase1: 

problem formulation and planning, Phase 2: Design and implementation phase 3: Testing and 

Evaluation. 

 

 

 

 

 

 

 

Figure 3.1 Proposed Research Design 

3.2 Problem Formulation 

Problem formulation is proposed from the following two important domains: namely; 

Application domain which encompasses the correlational/association, determination 

problem of outliers, classification and regression problems and the Technique domain which 

is made up of outlier analysis, feed forward neural network and support vector machine. 
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PROBLEM FORMULATION 

AND PLANNING 

 

Problem Formulation 
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Ensemble Model 

Design 

Processing  
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TESTING AND 

EVALUATION 
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Comparative 

Analysis 

Post Processing  
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3.3   Dataset Collection and Description 

The proposed dataset description gives brief definition of the features (input and output) and 

explanation of the values, this is the refined form of the original KDD Cup 99 IDS benchmark 

dataset developed in 2009. The KDD Cup 99 was refined to eliminate redundant records and 

include more reasonable number of instances. Meanwhile, the NSL-KDD has 41 different 

features with additional one attribute as class, the instances of the dataset is 125973. The 

dataset is made up of several exploited attacks categorized into four attack types: Remote-to-

local (R2L), Denial of Service (DoS), Probe attack, and User-to-root (U2R) attack. In 

addition, the NSL-KDD data has several attack exploits, but categorized into the following 

four attack types: basic connection, host, traffic, and content as shown in Table 3.1. 

Table 3.1 NSL-KDD Dataset Description 

S/N Features Category Description Features 

1. Basic Connection These features provide 

information about TCP/IP 

connection  

Duration type, flag, urgent, protocol type, 

wrong fragment, service, src bytes, land, 

dst bytes (9 features) 

2. Host Based These features include 

information about the systems 

connected to the network 

dst host serror rate, dst host count, dst host 

same src port rate, dst host rerror rate, dst 

host serror rate, dst host diff srv rate, dst 

host svr count, dst host svrrerror rate, dst 

host svr diff host rate, dst host same svr 

rate, (10 features) 

3. Traffic Based The features that record 

system information based on 

the time window (of 2 

seconds) 

count, , same srv rate, diff srv rate, srv 

count, rerror rate, srvrerror rate, srvserror 

rate, srv diff host rate, serror rate (9 

features) 

4. Content Based Features suggested by domain 

knowledge 

num failed logins, hot, logged in, root 

shell, num compromised, su attempt, num 

root, num shell, num file creations, num 

access files, is host login, num outbound 

cmds, is guest login (13 features) 
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3.4 Dataset Preprocessing 

The proposed dataset preparation stages will involve the following steps: data discretization 

and preprocessing, dataset cleaning, dataset normalization and feature selection respectively. 

a) Dataset discretization 

This is the process of interpolating values with the aim of minimizing the number of 

possible state a feature can hold. It is a form of data transformation. 

b) Dataset cleaning 

Dataset cleaning aims at handling outliers and missing values. This stage will result 

in producing a more reliable dataset and hence more robust model. The following 

basic method for handling missing values will be deployed; Inputting missing values 

for samples with missing values that are not supposed to be removed. 

c) Dataset normalization 

Dataset normalization is therefore the appropriate method that may be utilized to 

prevent outweighing features that hold larger ranges, and one of the commonly 

utilized methods is to scale dataset values in a predefined range, which will result in 

better performance of the proposed ensemble model. Min-Max technique was 

employed for normalization, which has the strength of converting the dataset into a 

bound range of [0, 1]; the mathematical representation is presented in equation (3.1). 

𝑝 =  
(𝑥−𝑥𝑚𝑖𝑛)(𝑚𝑎𝑥−𝑚𝑖𝑛)

(𝑥𝑚𝑎𝑥−𝑥𝑚𝑖𝑛)+ 𝑚𝑖𝑛
    (3.1) 
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3.4.1 Data preprocessing 

This is a method applied on dataset to address the challenge of biasness that may exist in the 

dataset which can impede on the performance of learning algorithm. Outlier analysis and 

feature normalization were implemented in this research. 

3.4.2 Outlier analysis 

The technique known as capping the outlier dataset was implemented. This technique 

replaces the outlier data, values with the upper and lower bounds respectively. That is 

replacing upper bound values with outliers that are found to be at more upper bound as well 

as applying same to lower bound values. 

3.4.3 Feature normalization 

This method scales each values of the feature into a define range, which will result into a 

smoother dataset, Min-Max scale was employed in this research 

3.4.4 K-fold cross validation 

A cross validation value of 5, was implemented in this research whereby the dataset was 

divided into 5 equal parts, a part is held for testing and the remaining parts are used for 

training, this continued in an iterative step of 5 iterations in same manner as outlined above. 

3.5 Traditional Classifiers 

The traditional classifiers which can also be referred to as the base learner algorithms 

implemented in this research are: SVM and FFNN, these base learner receives the dataset 

from the cross validation test option, use it for training its model and therefore generates a 

new training dataset for the next stage learner, which is the metal learner(Ensemble 
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classifier), the output of the base learner represents the inputs features for the next stage 

learner and the original class of the dataset still stands as the new class for the new training 

dataset. 

3.6. The Ensemble Classifier  

The ensemble classifier which can be called a meta learner, trains the meta- model based on 

the input received from the base learner as well as the defined FFNN classifier to determine 

the ensemble model final prediction, Table 3.2 represent the pseudocode of the proposed 

ensemble model for this research. 

3.7 Proposed Architecture Design 

The Figure 3.2 represents the block architectural design which is made of data collector 

module which receives the input data for analysis which will be further fed into dataset 

preprocessor for data preparation followed by the next stage which is feature selector module 

where relevant feature selection takes place. Furthermore, the features and instances 

optimization stage will deploy the following techniques; outlier analysis. The output will be 

fed into the last stage which is the traditional model optimization (FFNN and SVM) which 

will generate the improved output. While Figure 3.3 represent the proposed architectural 

design, encompassing the following components; IoTs collected data packets, structured into 

a recognized research dataset repository, which in turn is feed into an outlier analysis in order 

to address the challenge of biasness that exist in the dataset for better and improved 

performance in terms of training the dataset, the features are feed into the traditional 

classifiers (FFNN and SVM) for training, the meta learning collects the output of the 

traditional. 
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Figure 3.2 Block Architectural Design 

Table 3.2 Proposed Ensemble Learning Model Pseudocode 
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classifier, serving as features to be trained, and generation of and ensemble prediction to 

obtained based on normal or malicious attack. 

 

Figure 3.3 Proposed Architectural Design 

3.8   Ensemble Model Formulation 

The ensemble model is based on the following:  

i. Outlier analysis: this was deployed to locate and features that are out of bound 

and making the features to fall under same bound in respect to IoTs 

environment dataset, removing outliers from the dataset addresses 

inconsistent values that make learning difficult. 

ii. Feed forward neural network model: it is a machine learning model that was 

used as part of the ensemble model formulation. Artificial neural network 

(ANN) known as a computerized model of the human brain and nervous 

system, it consists of a set of nodes. Each node represents a neuron or a 



41 
 

processing unit, the nodes output depends on a parameter called the 

connection weights or synapse strengths, Given 𝑗 is  hidden layer of a FFNN, 

while 𝑦𝑖 been the output of 𝑗 for input (𝑥𝑖 − 𝑥𝑛) is evaluated using 𝑦𝑖 =

𝑓(∑ 𝑤𝑗𝑖𝑥𝑖 + 𝑏𝑗
ℎ
𝑖=1 ), where 𝑏𝑖 represents bias on node 𝑗, 𝑤𝑗𝑖 been the matrix 

of a layers and the function 𝑓(. ) Is known as the activation function 

iii. Support vector machine: It forms a high hyperplane or set of hyperplane in a 

high or infinite dimension space that can be used for classification, regression 

or other tasks. SVM can handle multiple, continuous, and categorical data. 

3.8.1 Proposed model 

The Figure 3.4 depicts the composition of the proposed Ensemble model. The composition 

encompasses; Dataset preprocessing, deployment of K-fold test option, training of 

Traditional classifiers, final prediction by the ensemble classifier, thus explained below: 

 

Figure 3.4 Proposed Ensemble Model 
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3.9 Evaluation and Validation 

The formation of the ensemble model will be evaluated based on four metrics: precision, 

recall, f1-score and accuracy.  

i. Precision (p):  precision is the fraction of relevant instances among the retrieved 

instances. 

𝑃 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
       (3.1) 

ii. Recall (R): This is equivalent to TP-rate (sensitivity). 

iii. F1-score (Harmonic mean): It is the weighted average of P and R. this metric 

weights R and P equally. 

𝐹1 =  
2 𝑃 𝑅

𝑃+𝑅
      (3.2) 

iv. Accuracy (ACC): This is the overall rate of correctly classified examples in the 

testing dataset. 

𝐴𝑐𝑐 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
      (3.3) 

In order to assess the error-rate accurately in an unbiased manner,10- cross fold validation 

was used. 
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CHAPTER FOUR 

4.0                                            RESULTS AND DISCUSSION 

This chapter presents the outcome of proposed model for intrusion detection in IoTs 

environment based on ensemble technique, and also discussion of the findings. 

4.1          Result for Ensemble model (FFNN and SVM) for Intrusion Detection in IoTs 

To perform a comparative analysis based on the designed model for intrusion detection in 

IoTs environment, the architecture and the parameters employed needs to be tuned in order 

to be established, this entails the parameter values to be used for analysis as well as 

evaluation, the default configuration of both SVM and FFNN algorithms as present in Google 

collaboration was adopted for this research with the use of Tensor Processing Unit (TPU) as 

the processing power platform. 

4.2         Result Based on Unprocessed Dataset 

The result obtained as represented in Table 4.1 is based on unprocessed dataset and the 

performance was measured using the following metrics:  Precision, Recall, F-score and 

Accuracy in detection of intrusion threat in IoTs environment based on ensemble technique. 

Table 4.1 Ensemble Model (FFNN and SVM) Result with Unprocessed Data 

Accuracy Recall Precision F-score FAR 

0.9857 0.9777 0.9935 0.9855 0.897 

 

The accuracy of 0.9857 was obtained in the analysis based on the proposed ensemble model, 

while 0.9777, 0.9935, 0.9855, 0.897 respectively was achieved for recall, precision and f-
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score and FAR. However, only precision score was able to attain slightly above 0.9900, 

improvement can be reached if the dataset is well processed for enhanced performance of the 

model. 

4.3        Result Based on Processed Dataset 

The Table 4.2 represents the outcome of the result obtained from the processed intrusion 

detection dataset that was deployed in the proposed ensemble model. 

Table 4.2 Ensemble Model (FFNN and SVM) Result with Processed Data 

Accuracy Recall Precision F-score FAR 

0.9996 0.9996 0.9996 0.9996 0.342 

 

The Table 4.2, stands for ensemble technique based base model for intrusion detection in 

IoTs environment. The accuracy, recall, precision and F-score of the proposed ensemble 

model are 0.9996 respectively each, while FAR scored 0.324 for the evaluation metrics.  

4.4    Comparative Analysis of Unprocessed and Preprocessed Intrusion Detection 

Dataset 

The Table 4.3 is a detail comparative result of the output generated from the use of 

unprocessed and preprocessed intrusion detection dataset based on IoTs environment. 

The result reflected in Table 4.3 and Figure 4.1, depicts a distinct out-performance across the 

accuracy, recall, precision, f-score and FAR model as well as execution period of the 

proposed ensemble model. The proposed ensemble model looks promising in terms of 

performance evaluation in regards to the performance metrics employed in this research, 
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likewise time complexity, while the out-performance experienced notably is as a result of 

preprocessing methods employed on the dataset in order to address the challenge such as 

execution period, and performance efficiency. 

Table 4.3    A Comparative Analysis of Unprocessed and Preprocessed Dataset 

 Accuracy Recall Precision F-score FAR Execution 

time (secs) 

Unprocessed 

Dataset 

 

0.9857 

 

0.9777 

 

0.9935 

 

0.9855 

 

0.897 

 

43200 

Preprocessed 

Dataset 

 

0.9996 

 

0.9996 

 

0.9996 

 

0.9996 

 

0.342 

 

7200 

 

The strength of outlier analysis and data normalization improved the result output of the 

proposed ensemble model. The accuracy of the proposed ensemble model when the dataset 

is preprocessed is 0.9996 against 0.9857 with an unprocessed dataset proving the efficiency 

of outlier analysis and normalization of dataset before training coupled with ensemble model 

capability across the board, a recall of 0.9996 was also attained likewise precision and f-score 

based on preprocessed dataset against 0.9777, 0.9935, and 0.9855 respectively for the 

unprocessed dataset as it regards to recall, precision and f-score respectively, noting the 

enhanced score of FAR of 0.897 and 0.342 for unprocessed and processed data respectively 

. The time complexity also proved to have a sharp increase performance comparing the 

execution time of the preprocessed dataset against the unprocessed dataset. It can be noted 

that a variation of 36000 seconds which is quite massive is experienced if the dataset is not 

been addressed to enhance performance as experienced from the output of the result 

discussions and presented in Figure 4.2. 
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Figure 4.1: A Comparative Analysis of Unprocessed and Preprocessed Dataset 

 

Figure 4.2: A Comparative Analysis of Unprocessed and Preprocessed Dataset Execution 

Time 

  

Accuracy Recall Precision F_Score FAR

Unprocessed Dataset 0.9857 0.9777 0.9935 0.9855 0.897

Preprocessed Dataset 0.9996 0.9996 0.9996 0.9996 0.342
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4.5    Benchmark Model Analysis with Adopted Intrusion Detection Dataset 

The adopted baseline literature technique is compared with the proposed model that was 

deployed for this research. The model that was used by the baseline literature of this research, 

was compared with the ensemble model proposed in this research. This is to enable the 

research to have a balanced view and also to address the challenge of biasness in terms of the 

performance analysis evaluation, thus proving the enhancement strength of the proposed 

model.  

The Figure 4.3 reflects the outcome of a comparison between the proposed model in this 

research and the models that was used by baseline literature. 

 

Figure 4.3 Comparison Analyses of Proposed Model and Baseline Literature Models 

4.5.1 Comparison analysis 

The indication from Figure 4.5 shows that the baseline literature achieves a performance 

score rate of 92.42, 95.43 and 10.6 respectively for accuracy, recall and FAR. However, the 

proposed ensemble model in this research attained 99.96 for accuracy and recall respectively, 
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while FAR of 0.342 was achieved, this is a clear indication of excellent performance as it 

outperforms the baseline literature model of deep neural network. This further shows the 

capability of ensemble technique against single model in terms of performance analysis as 

can be deduced from the result generated in this result which proved that combining multiple 

traditional classifiers will generate a promising result output. 
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CHAPTER FIVE 

5.0                          CONCLUSION AND RECOMMENDATIONS 

5.1         Conclusion 

In the current 21st century of rapid exponential growth of interconnected computing devices 

experienced across the globe, IoTs threat is inevitable. Therefore, the detection of intrusion 

threat in IoTs environment is of paramount interest in information security field, with the 

need for investigative processes and establishment of facts for compromise through exploit 

by unwanted entities, traditional classification models have been deployed by researchers 

with good result output, however, performance can be improved on. Ensemble model serves 

as a promising model that can be employed for optimal performance based on its prove of 

strength in literatures, which of cause is established in this research. 

An ensemble model was proposed in this research with, Support Vector Machine (SVM) and 

Feed Forward Neural Network (FFNN) adapted as the base learners that generates an input 

feature for the meta-learner that combine the performance of the base learner for optimal 

result. Also, feature optimization analysis was deployed based on outlier analysis and model 

was proposed for intrusion detection in IoTs environment based on ensemble model. 0.9996 

was achieved for the performance evaluation accuracy, precision, recall and f-measure 

respectively, which is a prove of excellent performance over traditional classifier serving as 

a promising field of machine learning that can be further explored and stands out for optimal 

performance analysis in intrusion detection exploit. 
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5.2   Recommendations 

The research recommends further exploration of the strength of ensemble model techniques 

through additional multiple variation of traditional models, likewise other variant of feature 

optimization algorithm for enhanced performance, not leaving out hybridization of machine 

learning models and the employment of feature selection techniques for further research 

which is a projected promising field to explore. 

5.3   Contributions to Knowledge 

i. Optimal performance for IoTs intrusion threat detection was achieved with an 

excellent accuracy rate of 99.96% based on the proposed model in this research. 

ii. An architecture design for enhanced IoTs intrusion threat detection was achieved. 

 

 

 

 

 

 

 

. 
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