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ABSTRACT 

 

Rapid response to natural disasters, like floods, is essential to reducing casualties and 

suffering. Rescue teams must have quick access to reliable data. Satellite imagery offers 

a lot of information that can be analysed to help identify disaster-affected areas. In order 

to detect and manage natural disasters, segmentation analysis of satellite images is 

becoming an increasingly crucial component of environmental and climatic monitoring. 

Image segmentation, which separates a single image into several homogeneous 

fragments, enhances pattern recognition. Object placement, lighting, shadow, and other 

factors can all affect how effective an image segmentation technique is. There is no one 

method that can be used to segment all imagery, although some strategies have been 

more successful than others. Individual segmentation techniques have flaws like region 

rising, initial seed selection, noise and low intensity transition, but combining two or 

more techniques reduces these flaws and boosts segmentation accuracy. This study 

proposes a method for flooded area identification and segmentation based on a 

combination of colour-based and k-mean clustering (KC) segmentation techniques. 

When comparing the proposed technique (colour-based KC model) with commonly 

used segmentation techniques like Colour thresholding (CT), Region-based Active 

Contour (RAC) and Edge-based Active Contour (EAC) segmentation, the proposed 

method achieved better performance metrics with a 0.8234 Jaccard Index, 0.9234 Dice 

similarity coefficient, 0.9589 precision, 0.9078 recall and 0.9327 BFscore, which was 

higher than the other four segmentation techniques and previous works. The results 

obtained indicated that the proposed technique performed better than  existing 

techniques in detecting and segmenting flooded areas in satellite images. Future work 

can explore other segmentation methods and test the analysed techniques on diverse 

satellite images with varying scenarios. 
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CHAPTER ONE 

 

1.0 INTRODUCTION 

 

1.1 Background to the Study 

 

Digital photographs are being used in many different scientific disciplines.The existence 

of very powerful image processing methods has made digital images useful in different 

applications and has led to the development of various approaches to digital image 

analysis in the last few decades. Digital image processing techniques can enhance the 

picture analysis process and be used to find details that are not always obvious to the 

human eye, enabling significant advancement in a number of sectors. Besides 

improvements in the analysis, the process is usually much faster than an expert's manual 

analysis. Scientific fields that are using digital images are numerous: security, 

agriculture, astronomy, medicine, education, disaster management, and finance 

(CaporHrosik et al., 2019). 

Image segmentation (IS) is presently one of the key tasks in the field of image 

processing (Soomro et al., 2018). IS is a technique that splits an image into meaningful 

chunks with related characteristics, features, and descriptors. It is used to identify 

objects and edges in images, such as lines and geometric. This means that each pixel in 

a picture is given a name so that all of the labels for that pixels have the same visual 

properties. By condensing an image's information into meaningful ways, segmentation 

primarily aims to make the image's representation understandable (Kaur and Goyal, 

2013). IS is crucial for a variety of industries, including satellite imaging, therapeutic 

diagnosis, and others (Sathya and Malathi, 2011). Diverse techniques have been 

suggested and presented for image segmentation. In general, the most common 

approaches are Edge-based technique, histogram-based method, Region-based 

approach, and Clustering-based segmentation. Satellite image obtained from remote 
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sensing plays a vital role in providing quantitative and qualitative geographical 

information (Fawwaz et al., 2018). The wealth of valuable information that is generated 

from the satellite images has tremendously benefitted and boosted many scientific 

research and applications depending on the required studies such as, land surface 

mapping and monitoring, research academia, climate change investigation, ecosystem 

dynamics monitoring, city planning, archaeological investigations, government, and 

national security (Sathya and Malathi, 2011; Ulmas and Liiv, 2020). 

The study of natural disaster imagery and disaster management are two areas where the 

use of satellite photography has become crucial to preparation (Park and Lee, 2019). 

The amount, speed, and accessibility of satellite imagery covering a particular chaotic 

situation or disaster occurrence has significantly increased when compared to the 

situation roughly ten years ago (Amit et al., 2016). Prioritizing rescue missions, disaster 

response, and coordinating relief activities are crucial after a disaster. Since resources 

are frequently scarce in disaster-affected areas, these must be carried out quickly and 

effectively, and it is crucial to pinpoint the places that have sustained the most damage 

(Kaku, 2019). The most frequent natural calamity that impacts people each year all 

across the globe is flooding (Zhang et al., 2020). Most of the time, it directly affects 

human life and causes property damage. Many strategies have been developed in recent 

years to coordinate rescue activities in such situations in a more effective manner 

(Muhadi et al., 2020). In order to track floods and undertake appropriate risk analysis, 

much study has been undertaken in the area of monitoring floods using satellite pictures. 

A crucial step in visual sensor devices is image processing, which is the use of 

computational models to extract valuable information from digital images (Geetha et al., 

2017). IS, which divides an image into a number of regions sometimes depending on the 

characteristics of its pixels, is frequently used to interpret the image content. IS has been 
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used, particularly, in the areas of water management, autonomous driving, and 

diagnostic imaging (Bhadoria et al., 2020). IS may entail separating the foreground (in 

this case, the water characteristics) from the background in flood disaster scenarios. 

Scientists and business presently employ a variety of IS methods, including 

thresholding, boundary-based, region-based, and hybrid methods (Johnson and Ma, 

2020). 

In general, the selection of features in IS algorithms is important. According to Nath and 

Deb (2010), colour information is one of the most intriguing aspects of digital 

photographs. Information about texture or pattern is another aspect that is frequently 

employed. These key characteristics were widely employed by researchers to locate 

flood episodes. Lai et al. (2007) used threshold values to identify probable foreground 

zones to detect flooding events. Geetha et al. (2017) used crowd-sourced pictures and a 

Colour-based separation threshold to determine the size of flood areas. The 

effectiveness of three various image processing methods for flood monitoring systems 

was assessed by Qianyu et al. (2018). According to their testing findings, the canny 

edge detection method had a high level of success in locating the flooded area. Popescu 

et al. (2018) utilized the generative adversarial networks (GAN) for flooded area 

segmentation. The performance of the GAN network was tested on 60 images. Several 

techniques have been developed to enhance segmentation accuracy from the literature 

reviews. However, different IS techniques work better for certain scenarios and image 

kinds. In this study, a hybrid technique that combines Colour-based and k-means 

clustering is presented to improve segmentation outcomes for various image types, 

particularly in the flood scenario. 
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1.2 Problem Statement 

 

It can be challenging to separate a satellite image into various classes or regions with 

varying textures. Typically, it is unknown beforehand what kinds of textures, how many 

textures, and which regions include which textures exist in a satellite image. Different 

segmentation approaches, such as edge-based, region-based, watershed-based, and 

clustering segmentation techniques, can be used to complete the segmentation and 

monitoring task. Region-based segmentation performs a comparable function based on 

the uniformity of a desired feature within a sub-region, as opposed to edge-based 

segmentation, which divides a picture based on discontinuities with sub-regions 

(Hernández et al., 2022). Only images with distinct intensity transitions and low noise 

levels typically lend themselves to edge-based segmentation by gradient operation. 

Different smoothing operations are frequently necessary as preprocessing because of its 

sensitivity to noise, and the smoothing effect as a result blurs the edge information. The 

region-based procedures are hampered by region rising, initial seed selection, and 

appropriate qualities for growing the regions. The under-segmentation issue affects the 

watershed segmentation method (Kenneth et al., 2019). The edge-based is not suitable 

for segmentation of flooded area segmentation because the satellite imageries are noisy 

and have low intensity transition. Region-based technique relies on examining and 

joining neighbouring pixels to a region class of no edges, which makes it unsuitable for 

the flooded area problem because flooded areas are sometimes separated by edges. A 

distinguishing feature of flooded area satellites imagery is the Colour of the affected 

area. The flooded areas are mostly brownish in Colour, and this makes segmentation 

based on Colour suitable. In the case of colour-based segmentation the object edges are 

not required to be sharp or free of noise and it does the not require that the object of 

interest have no edges separating them as in the case of region-based technique. In order 
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to decrease the computational cost by averting feature calculation for every pixel in the 

image the colour-based segmentation is combined with k-means clustering. 

1.3 Aim and Objectives 

 

The aim of this thesis is to develop a hybridised image segmentation technique based on 

a combination of colour thresholding and K-means clustering that can be used in 

disaster management. 

The objectives of this study are: 

 
i. To collect flood satellite images dataset from Airbus Intelligence, NASA Earth 

Observatory and Maxar Open Data Program. 

ii. To hybridise both image segmentation techniques (Colour threshold-based and 

K-means clustering) for flood detection in satellite imagery. 

iii. To evaluate the performance of the technique in (ii) using precision, recall, 

Intersection-over-Union, Boundary F1 Score and dice similarity coefficient. 

1.4 Scope of the Study 

 

This research focuses on automatic flooded area detection and segmentation using a 

combination of Colour-based and K-means clustering segmentation techniques and 

focused on the performance of other single methods like edge-based, and region-based 

techniques. However, this study did not consider the effect of combining other image 

segmentation techniques. There are several natural disasters which require effective 

management such as wildfire, earthquake, drought, and hurricane but this research 

focused on just the flooding natural disaster. 

1.5 Significance of the Study 

 

By combining colour thresholding and k-means clustering techniques, the strengths of 

both methods are taken to achieve more accurate and robust image segmentation. As the 
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colour thresholding technique was used to extract the main colours in the image, while 

k-means clustering can be used to group similar pixels together based on their colour 

values. The significance of this study lies in its potential to improve the accuracy and 

efficiency of image segmentation in various computer vision applications. By 

combining these techniques, we can achieve more precise segmentation of complex 

images, leading to better results in downstream applications. 

The hybridization of colour thresholding and k-means clustering for image 

segmentation has the potential to benefit a wide range of industries and applications that 

rely on accurate and efficient image analysis such as medical imaging, robotics and 

autonomous systems, agriculture, industrial inspection and entertainment. 

Furthermore, researchers would benefit from this study as it gives insight on existing 

algorithms on disaster detection and segmentation thus enhancing the decision-making 

process towards selecting the appropriate detection and segmentation technique to 

implement or to modify towards natural disaster management. 

1.6 Organization of the Thesis 

 

The five segments that make up this study project range in number from Chapter 1 to 

Chapter 5. The first chapter discusses the study's historical context. It comprises of the 

problem statement, the aim and objectives, the scope of the investigation, and the 

study's importance. In chapter two, a survey of earlier related literature is offered. 

Chapter three introduces the research approach. This includes segmentation methods for 

flooded areas. The details of the actual experimentation are detailed in Chapter 4, along 

with a comparison of the findings to those of earlier approaches. In chapter five, 

conclusions and recommendations for further study were presented. 
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CHAPTER TWO 

 

2.0 LITERATURE REVIEW 

 

2.1 Overview of Natural Disaster Management 

 

Regardless of any other apparent contributing elements, a disaster is marked by unusual, 

life-threatening physical destruction that is ascribed to the natural forces (Yu et al., 

2018). Disasters can be categorised as either natural or man-made (technical). Natural 

disasters include events brought on by geophysical, hydrologic, atmospheric, biological, 

extraterrestrial, or climatic factors risks (Manfré et al., 2012). These comprise incidents 

resulting from dangers including earthquakes, tsunamis, storms, and floods. Disasters 

that are not brought on by natural occurrences, such as technology catastrophes and 

terrorist attacks, are referred to as man-made disasters (Celik and Corbacioglu, 2010). 

Natural disasters frequently have catastrophic effects and long-lasting ramifications on 

society, economies, and humanity. 330 natural disasters were reported to have occurred 

in the world in 2013, resulting in more than 21,610 fatalities, 96.5 million victims, and 

$118.6 billion in damages (Guha-Sapir et al., 2015). Hurricane Katrina, which hit the 

 

U.S. Gulf Coast on August 29, 2005, is proof that even isolated incidents can result in 

extensive harm (Knabb et al., 2005). Hurricane Katrina caused over 1,800 fatalities, 

flooding and structural damage to 2.5 million homes, the eviction of about 1.2 million 

people, and economic effects that could reach $300 billion (Brunsma et al., 2010). 

Another instance of a single event causing extensive destruction was the magnitude 7.0 

earthquake that struck Haiti on January 12, 2010. More than 230,000 people perished, 

making an earthquake of magnitude 7.0 twice as deadly as any other (Bilham, 2010). 

Port-au-Prince, the capital of Haiti, experienced severe losses, with 15% of the 

population more than 2.5 million people either dead or injured and 1.5 million people 

without a place to live (Bilham, 2010). The earthquake's devastation is believed to have 
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caused financial damage of around $8.1 billion (Cavallo et al., 2010). Effective 

procedures for disaster management are essential since natural disasters result in 

enormous losses. The body of policy and procedural choices, operational activities, 

players, and technology that are relevant to the different phases of a disaster at all levels 

is known as disaster management (Lettieri et al., 2009). The many phases of disaster 

management comprise (Seaberg et al., 2017): 

i. Mitigation: A disaster's risk of occurring or the amount of damage it causes can 

both be reduced through mitigation. Resource allotment, defence spending, risk 

management, and climate forecasting are examples of mitigation efforts (Khan et 

al., 2020). 

ii. Preparedness: Activities that improve the possibility of an effective catastrophe 

response are preparedness. Activities that foresee calamities include resource 

extraction, insurance investment, resource hoarding, and resource protection. 

iii. Response: Actions taken right away after a calamity in an effort to lessen the 

harm done. Response actions include things like medical aid, evacuations, and 

search and rescue operations. 

iv. Recovery: Activities that assist the disaster-affected population in getting back 

to normal. Activities during the recovery phase would include developing 

temporary housing, providing financial aid, removing debris, and undertaking 

rebuilding projects (Sun et al., 2020). 

Disaster management is a subject researched throughout many fields due to the dynamic 

nature of catastrophes and the unpredictability in handling them, allowing emergency 

responders and everyone else involved in emergency to successfully plan for and react 

to them. The four components of disaster mitigation are outlined above, and disaster 
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management is the coordination of resources and responsibilities across each of them 

(Westen, 2000). 

Digital IS is a useful tool to investigate since disaster management requires strategic 

interactions among multiple decision-makers, levels of government, the commercial 

sector, and nonprofit groups. Image segmentation is a productive approach to identify 

the disaster zones in order to respond to emergencies effectively. 

2.2 Image Segmentation (IS) 

 

IS is the process of dividing a digital image into various image segments, sometimes 

referred to as image regions or image objects (sets of pixels), in digital image processing 

and computer vision (Yuheng and Hao, 2017). The purpose of segmentation is to reduce 

complexity and transform an image into something more relevant and understandable. 

Typically, IS is used to identify objects and borders like lines, and curves in images 

(Zaitoun and Aqel, 2015). IS, more properly, is the process of giving each pixel in an 

image a label so that pixels with the same label have certain properties (Cheng et al., 

2001; Liu et al., 2019). 

A set of segments that together encompass the full image, or a set of contours taken 

from the image, are the products of IS. Regarding any characteristic or computed 

feature, such as colour, intensity, or texture, every pixel in a zone is comparable (Kang 

et al., 2009; Udupa et al., 2006). 

Image segmentation is an important task in many computer vision applications, 

including object detection and recognition, image editing, medical image analysis, and 

autonomous driving. It is a challenging task, as images can be complex and contain 

noise, occlusions, and other types of variations. Therefore, a combination of different 

segmentation techniques or a hybrid approach may be used to achieve the best results. 
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2.2.1 Application of image segmentation 

 

Image Segmentation has many areas of applications such as in content-based image 

retrieval, machine vision and also in medical imaging. Following are a few examples of 

how image segmentation is used in practise: 

2.2.1.1 Content-based image retrieval 

 
The process of applying computer vision techniques to the issue of finding digital 

photographs in huge datasets is known as content-based image retrieval (Latif et al., 

2019). "Content-based" refers to a search that examines the image content rather than its 

associated metadata, such as its keywords, tags, or descriptions. Colours, forms, 

textures, or any other information that can be inferred from the image itself may be 

referred to as "content" in this sense (Hameed et al., 2021). Content-based picture 

retrieval is preferred since searches that just employ metadata depend on the accuracy 

and completeness of the annotations (Patel and Yerpude, 2018). 

2.2.1.2 Machine vision 

 
The ability of a computer to comprehend the world is known as machine vision. 

Contrary to image processing, which produces another image, machine vision uses 

technology and methodologies to automatically extract information from images (Patel 

et al., 2012). A basic signal or a more complicated set of data, such as the identification, 

location, and orientation of each object in a picture, can be used as the information that 

is retrieved (Patel et al., 2013). The data can be applied to robotic and process 

navigation, automatic examination, video surveillance, and vehicle guidance, among 

other things (Robie et al., 2017). 
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2.2.1.3 Computer graphics 

 
Applications like virtual reality and augmented reality are made possible by the use of 

image segmentation in computer graphics, which allows items to be extracted from an 

image or video and superimposed onto a new background. (Freeman et al., 2017). 

2.2.1.4 Medical imaging 

 
Medical imaging is a technique and a procedure that involves taking pictures of the 

inside of a person for clinical evaluation, medical intervention, and to show how certain 

organs or tissues are functioning (physiology) (Kaissis et al., 2020; Suzuki, 2017). 

Medical imaging aims to identify and cure disease by detecting interior structures 

concealed by the skin and bones (Zhou et al., 2021). In order to detect anomalies, 

medical imaging also creates a database of typical anatomy and physiology. It is 

possible to find cancers and other illnesses using medical imaging (Wu et al., 2013), 

tissue volume measurements (Ye et al., 2022), analysis of anatomical structure 

(Kamalakannan et al., 2010) and Surgery preparation. 

2.2.1.5 Video compression 

 
In order to enable more effective video compression and transmission, image 

segmentation can be utilised to divide a video stream into smaller segments depending 

on motion or scene changes (Sengar & Mukhopadhyay, 2020; F. Zhang & Bull, 2011). 

2.2.1.6 Object detection and tracking 

 
Identifying occurrences of semantic items of a specific class (such as people, houses, or 

vehicles) in digital photos and videos is the task of object detection, a branch of 

computer vision applications (Wang et al., 2022; Zhao et al., 2019). Face detection is 

one of the well-researched object detection fields (Khan et al., 2019; Kumar et al., 
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2018) and detection of pedestrians (Amato et al., 2019; Jiang et al., 2019; Z. Yi et al., 

2019; S. Zhang et al., 2020). Many computers vision fields, such as image retrieval and 

video monitoring, use object detection.(Wu et al., 2021). 

2.2.1.7 Object co-segmentation 

 
As a special case of IS, object co-segmentation is the process of jointly segmenting 

objects that have semantic similarities across several images or video frames 

(Jerripothula et al., 2017; Lu et al., 2019; Zhang et al., 2021; Zhang et al., 2020). 

2.3 Image Segmentation Techniques 

 

There are different types of image segmentation techniques, each with its own 

advantages and limitations. Some of the most commonly used techniques are discussed 

in this section. 

2.3.1 Cluster-based segmentation 

 

Cluster-based segmentation is a technique used in image processing to segment an 

image based on the similarity of its pixels (Salvador and Chan, 2004). The process of 

clustering involves grouping the data points into a variety of groups so that the data 

points within each group are more similar to one another than to the data points within 

other groups. They are referred to as clusters (Dhanachandra et al., 2015a). 

Cluster-based segmentation has the benefit of allowing for the segmentation of images 

with complex colour or intensity distributions without the need for prior knowledge of 

the image's content. Cluster-based segmentation can, however, also be sensitive to noise 

and outliers in the data, and the choice of k can significantly affect how well the 

segmentation is done (Dubey and Vijay, 2018; Schroff et al., 2015). 
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2.3.1.1 K-mean Clustering 

 
By reducing the distance measure between the pixel and the cluster centroid, K-means 

clustering aims to divide an image into clusters that are mutually exclusive (Baldevbhai 

and Anand, 2012). With prior information about the image, the number of clusters is 

fixed (Chitade, 2010). Each pixel's distance from each cluster centroid, including the 

one where it is located, is determined. The pixels are redistributed to the closest centroid 

using this distance metric (Zeebaree et al., 2017). As a result, a new centroid is 

determined using this pixel redistribution (Tiwari et al., 2020). Once all of the pixels 

have been sorted to their closest centroid and the centroid values have stopped  

changing, the iterative step is finished. The K-means method is simple to program and 

computationally efficient (Dhanachandra et al., 2015b). The outcome depends on the 

original cluster selection (Celebi and Kingravi, 2013). Table 2.1 shows the algorithm for 

K-means clustering. 

Table 2.1 K-means Clustering Algorithm 

 

Input: Image (I), with � = {�1, �2, … , ��} 

pixels 

� = {�1, �2, … , ��} the quantity of clusters 

Output: Segmented image with K clusters 
1. 

2. 

3. 

Start 

Place each pixel into any cluster at random. 

Calculate the gap between each pixel and the centroid C= {�1, �, … , ��} 

as 

2 
� = ∑� �−1 �� �

 � 

∑ ‖� − � ‖ ; � ∈  � (2.1) � � 

Where ‖. ‖ denotes the Euclidean norm, �� = mean of all pixels in kth 

cluster 

4. Reassign  the pixel  �   to  the cluster  �   Iff  ‖�  − � ‖ ≤ ‖� − � ‖ ; 1 ≤ 
2 2 

� � �
 
� 

�
 
� � ≤ � 

5. Once there has been no further reassignment, repeat the previous steps. 

6. End. 
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2.3.1.2 Fuzzy C-mean Clustering (FCM) 

 
An efficient and succinct segmentation algorithm is FCM clustering (Ganguly et al., 

2014). FCM is a data clustering approach in which a data set is divided into N clusters 

containing some data points in the dataset (Tolias and Panas, 1998). FCM clustering 

offers one data element that belongs to two or more clusters (Khang et al., 2021). With 

the fuzzy c-Means algorithm, the data points can likely belong to more than one cluster, 

in contrast to the k-Means algorithm where they can only belong to one cluster. For 

overlapping data sets, fuzzy c-means clustering yields comparably better results 

(Bezdek, 2011). 

Table 2.2 Fuzzy C-mean Clustering 

 

 

Despite being a successful clustering method, FCM can be unreliable in noisy 

environments since the membership values it produces don't always accurately reflect 

Input: Image (I), with � = {�1, �2, … , ��} 

pixels C= {�1, �, … , ��} number of clusters 

Output: Segmented image with C clusters 

1. Start 

2. Place each pixel into any cluster at random. 

3. Calculate each pixel's level of cluster membership using 

� = 
1 

�
� 

where � = ‖� − � ‖ (2.2) 
∑� 

��

� 

�
� 

�
 
� 

�−1 
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4. Reassign the pixel, i to the cluster, jwith which it has large 

���calculated using Equation (2.2) 

5. Calculate the new cluster hub ��as shown in equation 2.3: 

� = 
∑ 

� 
1 

����
 

�−
 �
� 

� ∑� �� 
(2.3) 

�−1 �� 

6. Until convergence, repeat 

7. End 
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the degree of belonging of the data. FCM is additionally susceptible to image noise 

(Ghosh and Dubey, 2013). 

2.3.2 Threshold-based segmentation 

 

The allocation of pixel values in respect to the given threshold level is the focus of the 

IS technique known as thresholding. Each pixel's value is compared to the threshold 

value during thresholding (Bhargavi aand Jyothi, 2014). The pixel value is set to 0 if it 

is less than the threshold; alternatively, it is set to the maximum value (generally 255). 

Through the process of thresholding, we turn a colour or grayscale image into a binary 

image, or one that is only black and white (Khan et al., 2022; Ratheash and Sathik, 

2013). 

2.3.2.1 Colour Threshold-Based Segmentation (CT) 

 
Based on the colour characteristics of the image pixels, CT segmentation assumes that 

homogeneous colours in the image correlate to distinct clusters and consequently, 

meaningful objects in the image. In other words, each cluster identifies a group of pixels 

with comparable colour characteristics.(Kulkarni, 2012). 

2.3.2.2 Adaptive Thresholding (AT) 

 
A thresholding technique called AT accounts for fluctuations in illumination over space 

(SowparnikaB, 2014). The assumption of AT is that local areas of an image will have 

more consistent illumination and lighting than the entire image. In order to achieve 

superior thresholding outcomes, sub-regions of a picture are therefore examined and 

individually thresholded to produce the final output image (Bradley and Roth, 2007). A 

mean filter with the proper window size averages the divided image in AT into small 

sections. The segmentation of each sub-image is done using various threshold settings 

(Patil et al., 2015). A binary image with the segmented sections is the output. Images 
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with varying illumination respond favourably to adaptive thresholding. The AT method's 

algorithm is shown in Table 2.3. 

Table 2.3 Algorithm for Adaptive Thresholding 

 
 
 

2.3.2.3 Global Thresholding (GT) 

 
The GT approach, a single threshold value is used throughout the entire image 

(Padmasini et al., 2018). The starting threshold T0 for GT, an iterative procedure, is the 

average of all pixels. After grouping according to the chosen threshold T0, a new 

threshold (T) is determined by averaging the mean pixel intensities for each group. 

Based on T, the pixels are reorganised. If there is a negligibly little difference between 

the new threshold and the prior one, this iterative procedure comes to an end (Abera et 

al., 2017; Jang et al., 2013). Table 2.4 presents the algorithm for the GT method. 

Table 2.48 Algorithm for Global Thresholding 

 

Input: Image (I) 

Output: Binary picture in segments 

1. Start 

2. Set an initial threshold T0 = mean (µ) of all pixels 

3. Divide the photos according to T0 

4. Recompute T as, T = (µ1 + µ2)/2 

5. Iterate until T converge 

6. End 

Input: Image (I), Window size (ws) 

Output: binary picture in segments 

1. Start 

2. Normalize and subdivide I with mean or median filter using ws 

3. Compute threshold Tifor each sub image, iєI 

4. Each pixel is compared to.Ti 

5. Depending on the threshold, assign to the forefront or the background 

6. End 
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2.3.3 Edge-based segmentation 

 

In edge detection, segmentation is carried out end-to-end by locating the boundaries; 

edges are discovered in order to locate image discontinuities. The edges that are 

recognised in edge-based detection don't have to be closed. During segmentation, 

finding edges or pixels enables us to extract or connect pixels to create closed object 

boundaries (Mueller et al., 2004). Edge Detection is the act of finding and locating 

sharp with fine discontinuities, and this method aids in obtaining the desired results 

(Bräunl et al., 2001; Gao et al., 2010). Using edges as a criterion, objects are identified 

using this method. The first order derivative/gradient operator, the second derivative 

operator, and the optimal edge detector are commonly used to identify these items 

(Canny, 1986; Vincent and Folorunso, 2009). 

2.3.3.1 Gradient operator 

 
Any time the intensity level is discontinuous, the gradient operator, which uses first 

order derivatives, reacts. Prewitt, Roberts, and Sobel operators, which identify edges by 

determining the magnitude in their first derivative, have a positive leading edge and a 

negative following edge (Saif et al., 2016). 

2.3.3.2 Second derivative operator 

 
When the lighter side is negative and the darker side is positive, use the second 

derivative operator. It is extremely susceptible to picture noise. However, it is 

particularly helpful for obtaining some secondary data, such as the Laplacian operator 

and Difference of Gaussian (DoG), which detect edges by looking for zero-crossing. 

(Karanwal, 2021; Srinivasulu and Premkumar, 2021). 
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2.3.3.3 Optimal edge detector 

 
The most effective edge detector can create noise-resistant, continuous edges that are 

only one pixel thick. It can also recognise sharp and jagged edges (Bharodiya and 

Gonsai, 2019; Pithadiya et al., 2009). There are various reasons why the edge-based 

segment is poor. The first reason is that the technique fails to produce the object 

boundaries. The rationale is because it enables missing and irregular boundaries to be 

used to delineate the region of interest (Rao and Ben-Arie, 1994). 

The edge-based segmentation method can be implemented as follows: 

 
i. Load the image: Load the grayscale image or load rgb image and convert to 

grayscale image. Convert the image to double precision to perform the required 

computations. 

ii. Compute the edge map: Compute the gradient magnitude of the image using the 

Sobel operator or any other edge detection algorithm. The edge map is a binary 

image that highlights the edges in the original image (Mushtaq et al., 2022). 

iii. Initialize the contour: Choose an initial contour that defines the object boundary. 

 

This contour can be a simple geometric shape such as a circle, rectangle or 

polygon. You can also use a previously segmented object as the initial contour 

(Iannizzotto and Vita, 2000; Priyadharsini and Sharmila, 2019). 

iv. Evolve the contour: Use an iterative process to deform the initial contour 

towards the object boundary. The evolution process should be guided by the 

edge map such that the contour stops at the edges of the object. 

v. Stop the evolution: Stop the evolution process when the contour converges to the 

object boundary. This can be achieved by setting a convergence criterion based 

on the change in contour position between iterations. 
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vi. Refine the contour: Refine the final contour by smoothing it and removing any 

jagged edges. 

vii. Extract the segmented object: Use the final contour to extract the segmented 

object from the original image (Haoran et al., 2019). 

2.3.4 Region-based segmentation 

 

A region of an image, indicated by the letter R, is defined as a linked, homogenous 

subset of the image in terms of some criterion, such as texture or grey level. A region in 

a picture is a collection of related pixels having the same characteristics (Soomro et al., 

2018a; Xiaohan et al., 1992). The region technique assigns each pixel to a specific 

object or region. In the region-based segmentation technique, nearby pixels are 

compared for similarity. In other words, pixels with comparable characteristics are 

categorised into separate zones. The image is divided into portions by region-based 

segmentation algorithms that look for related features (Singh and Kaur, 2019). The 

method finds these regions, which are merely groups of pixels, by first selecting a seed 

point, which could be a little or substantial chunk of the input image. Region-based 

segmentation algorithms are more controllable and noise-resistant than edge detection 

methods (Arulmurugan and Anandakumar, 2018; Su et al., 2018). While region-based 

approaches divide an image into close parts in accordance with a set of specified 

criteria, edge-based methods divide an image based on sharp reforms in intensity near 

edges (Nair, 2018; Wazarkar et al., 2018). 

The region-based segmentation collects and labels the pixels that relate to an item. The 

employment of suitable thresholding methods is also necessary for region-based 

segmentation. The crucial concepts are spatial closeness and utility similarity (both have 

grey value variance and differences) (which consists of Euclidean distance and 
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compactness of a region) (Mueller et al., 2004; Tian et al., 2009). Following are the 

main techniques used in region-based segmentation algorithms: 

2.3.4.1 Region growing 

 
Region Growing refers to the capability of deleting a linked region of the image based 

on certain predetermined criteria. Based on information about intensity, this criterion. 

An approach to picture segmentation known as "region expanding" looks at nearby 

pixels and joins them to a region class where no borders are found (Zhou et al., 2018). 

This technique is repeated numerous times for each boundary pixel in the area. If 

neighbouring regions are discovered, a region-merging technique that eliminates weak 

edges while maintaining strong edges is applied (Li et al., 2018; Raja et al., 2018). 

Table 2.5 presents the algorithm for region growing. 

Table 2.5 Region Growing Algorithm 

 

Input: Image (I) 

Output: Segmented image 

1. Start. 

2. First, choose some seed pixels for the picture. 

3. Then, a region develops from each seed pixel: 

4. Set the region prototype to be the seed pixel after that. 

5. Determine how closely the candidate pixel and the region prototype 

resemble each other. 

6. Additionally, determine how similar the candidate is to its nearby 

neighbour. 

7. If both similarity measures are greater than the experiment's 

predetermined thresholds, the candidate pixel is included. 

8. Then compute the new principal component to update the region 

prototype. 

9. Finally, go to the subsequent pixel to be studied. 

10. End 
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When compared to other colour IS techniques, this algorithm offers a number of 

benefits. The expanding technique is straight forward. Growing regions are discovered 

to have precisely thin and continuous borders. In terms of noise, the algorithm is 

likewise highly steady. The only drawback is that it needs a seed point, which usually 

entails manual intervention. In order to segment each region, a seed point is required. 

2.3.4.2 Region splitting and merging 

 
The split-and-merge strategy is the antithesis of regional expansion. This method utilises 

the entire image. Top-down strategies involve region division. It starts with a full image 

and slices it so that the segregated slices are more homogenous than the whole image 

(Peng et al., 2020). Single segmentation is inadequate for logical segmentation since it 

severely restricts segment shape. Therefore, the split-and-merge algorithm splitting 

followed by a merging phase is always preferred (Zhang et al., 2020). Any region can 

be divided into smaller regions, and the suitable regions can be combined to form a 

larger region. In an effort to serve the shapes of rational IS, the user can split a picture 

into a number of random, unconnected areas rather than selecting kernel points, and 

then merge the regions. The theory based on quad tree data is typically used to split and 

merge regions. An image-segmentation method that takes geographical information into 

account is region splitting and merging (Basar et al., 2020; Dorninger and Pfeifer, 

2008). Table 2.6 shows the region-splitting and merging algorithm. 
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Table 2.6 Region-splitting and merging algorithm 

 

 

2.3.5 Energy-Based Segmentation 

 

Energy-based segmentation is a method of image segmentation that is based on 

minimizing an energy functional (Bartesaghi et al., 2005). The energy functional is a 

mathematical representation of the image and is defined in terms of various energy 

terms that represent different aspects of the image, such as brightness, contrast, texture, 

and boundaries. The goal of energy-based segmentation is to find the optimal 

segmentation of the image that minimizes the energy functional (Sebastian et al., 2020). 

The segmentation findings are reflected in the minimal solution . 

The process of energy-based segmentation involves the following steps: 

 
i. Formulate the energy functional: The first step in energy-based segmentation is 

to formulate the energy functional that represents the image. This involves 

defining the energy terms that represent different aspects of the image. 

ii. Minimize the energy functional: The next step is to minimize the energy 

functional to obtain the optimal segmentation of the image. This is typically 

done using numerical optimization techniques such as gradient descent or 

convex optimization (Birchfield et al., 2007). 

Input: Image (I) 

Output: Segmented image 

1. Start 

2. Start by looking at the entire picture. 

3. Divide the variation into quadrants if it is too large. 

4. Any adjacent regions that are similar enough should be merged. 

5. Continue performing steps (b) and (c) until there is no longer any 

splitting or merging. 

6. End 
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iii. Evaluate the segmentation: Once the optimal segmentation has been obtained, it 

is evaluated to determine its quality. This can be done using various metrics such 

as precision, recall, F1 score, and intersection-over-union (IoU). 

iv. Refine the segmentation: If the segmentation is not satisfactory, it can be refined 

by adjusting the energy terms or the optimization parameters and repeating the 

optimization process. 

Energy-based segmentation has been used in various applications such as object 

recognition, medical image analysis, and remote sensing. It offers a powerful  

framework for image segmentation that can incorporate various aspects of the image in 

a unified manner. However, it requires careful tuning of the energy terms and 

optimization parameters, and can be computationally intensive (Hagenmuller et al., 

2013; Li et al., 2018). 

The most popular techniques in this area are active contour and graph-based techniques 

(Sebastian et al., 2020). 

2.3.5.1 Active contour 

 
It has been extensively employed in a range of applications during the past ten years, 

including picture segmentation and motion tracking. Active contour basically seeks to 

modify a starting curve to the boundary of an object under specified restrictions from 

the image (Liu et al., 2020). The two fundamental models in active contour that are 

addressed in terms of implementation are snakes and level sets. According to an energy- 

saving method, snakes relocate to designated snake sites. In level set, the contour is 

moved expressly in accordance with a specific level of function. Active contour models 

are frequently employed because they have numerous appealing advantages over 

conventional picture segmentation techniques, such as region growth, thresholding, and 
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edge detection. First of all, active contour models allow for the consolidation of various 

prior knowledge and can be figured efficiently within a framework of principled energy 

minimization. Second, they may produce segmentation outputs with closed and smooth 

contours, which are fundamental and can be employed right away in other applications, 

such shape analysis and recognition (Teng et al., 2019). Additionally, the active contour 

method—a quick and effective way to locate object boundaries—was widely employed 

for picture segmentation. There are two types of edge-based and region-based active 

contours. An edge detector is frequently used for edge-based to define the boundaries of 

picture regions and draw contours to these limits. Edge-based active contours may 

ignore the hazy borders in images because the picture gradient technique is used in both 

edge-based segmentation and EAC. For the image I(x, y), the edge functional is given in 

equation 2.1. 

E_edge = -|∇ I(x,y)|^2 (2.1) 

 
To develop the contour for region-based, statistical data on the picture intensities are 

used (M. Zhang et al., 2020). Due to global energy minimization, region-based active 

contours frequently have no limits on where to position the initial contours. For better 

understanding the region-based formula is as follows: Find the Contour C, which 

divides the picture into non-overlapping parts, given image I. Equation 2.2 gives the 

model energy function. 

�(� , � , �) = � ∫
.
 |�(�) − �  |2 

�� 
+ � ∫

.
 |�(�) − �  |2 ��  +  �|�| (2.2) 

1    2 1 ������(�) 1 2   �������(�) 2 

 

Where � is a constant, and C is any other variable curve, and inside(C) and outside(C) 
 

denote the regions inside and outside the contour C, correspondingly, and the constants 

 

�1, �2 dependent on C, is the average image intensity in inside C and correspondingly 

outside C. 
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The region-based active contour may identify internal borders regardless of where the 

initial contours are located. The application of pre-defined start contours provides a way 

of autonomous segmentation. Additionally, compared to active contours based on edges, 

they are less vulnerable to local minima or noise. Thus, the fundamental segmentation 

issue of initialising active contour is one (Mondal, 2019). 

2.3.5.2 Graph methods 

 
It depends on methods based on graph theory. This group of segmentation techniques 

works by finding the smallest cuts in a graph, with the cut criterion trying to reduce the 

similarity between the separated pixels (Basavaprasad and Hegadi, 2014; Lu et al., 

2019; Peng et al., 2013). Graph techniques come in a variety of forms, including 

Normalize cut, Graph-cut, and Local Variation. 

i. Normalise cut: A graph approach called normalise cut views an image pixel as 

the anode of the graph and views division as a chart apportioning problem. It is 

shown that the picture is an undirected, weighted diagram (Dimauro and 

Simone, 2020; Ibrahim and El-Kenawy, 2020). Every pixel is a node in the 

graph, as well as every pair of pixels is an edge. The comparability of the pixels 

is gauged by the weight of an edge. By eliminating the boundaries that connect 

the parts, the image is split into separate sets. The distribution of the graph that 

minimises the weights of the removed edges is considered optimal (Eriksson et 

al., 2010; Shi and Malik, 2000). 

ii. Graph–cut: A optimal solution for binary labelling as foreground and 

background picture segmentation can only be found via graph-cut. Where the 

object meets the background is where the cut should be made. In particular, 
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energy should be reduced close to the object boundary (Freedman and Zhang, 

2005; Yi and Moon, 2012). 

iii. Local variation: It resembles normalised cuts in certain ways. The weights at 

each edge calculate the disparity between pixels. Based on the degree of 

variability in nearby regions, this technique separates an image into segments 

(Baek et al., 2022; Wang et al., 2011). Dealing with the issue of under or over 

segmentation is another issue in IS that has been addressed. Methods based on 

graphs have drawbacks. is highly computational to start. It also responds to over 

and under segmentation. Thirdly, there is a necessity for user interaction and 

time complexity (Xu et al., 2021). 

The general implementation of graph-based segmentation involves the following steps 

(Camilus and Govindan, 2012; Mushtaq et al., 2022): 

i. Constructing the graph: The first step is to construct a graph from the image. 

 

This can be done by representing the pixels of the image as nodes in the 

graph and connecting each node to its neighboring nodes. 

ii. Computing edge weights: The next step is to compute the edge weights 

between the nodes. This can be done using different techniques such as the 

intensity difference between neighboring pixels or the colour difference 

between neighboring pixels. 

iii. Partitioning the graph: After computing the edge weights, the graph is 

partitioned into regions using graph partitioning algorithms such as spectral 

clustering or minimum-cut algorithms. These algorithms use the edge 

weights to group the nodes of the graph into different regions (Strîmbu and 

Strîmbu, 2015). 
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iv. Post-processing: The final step is to perform post-processing on the 

segmented regions. This can involve merging small regions, removing noise 

or smoothing the boundaries between the regions (Strom et al., 2010). 

2.3.6 Watershed segmentation 

 

Watershed segmentation is a popular technique used for image segmentation that is 

based on the principles of mathematical morphology. With this method, an image is 

treated like a topographical map, with the brightness values representing the height of 

the terrain and the borders between sections representing peaks and valleys (Amin et al., 

2017). 

Watershed segmentation works by flooding the image with water from the catchment 

basins or watersheds, letting it collect in the valleys or low-lying areas, and then letting 

it overflow into the adjacent catchment basins. The segmentation regions or labels are 

then created using the catchment basins (Babu et al., 2017). 

The general steps for watershed segmentation are as follows: 

i. Create a gradient image using the source image. This can be achieved by 

highlighting the edges and boundaries between various sections in the image 

using various gradient operators, such as the Sobel, Prewitt, or Laplacian 

operators (González-Betancourt et al., 2017). 

ii. Decide which seeds or markers will be utilised to initiate the flooding operation. 

 

These markers, which should be put on the image's regions of interest, can be 

manually chosen or created automatically using methods like thresholding, edge 

detection, or clustering. 

iii. Use the markers as starting points for calculating the gradient image's distance 

transform. This transform directs the flooding process by assigning a distance 

value to each pixel in the image based on its separation from the closest marker. 
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iv. Apply a flooding algorithm on the distance transform picture, such as the 

watershed transform or the morphological watershed algorithm. The catchment 

basins are gradually filled with water from the markers using this method, which 

then allows the water to overflow into the adjacent catchment basins to imitate 

the flooding process. 

v. The resulting segmentation image should then be post-processed to get rid of 

any undesirable regions or noise and to make sure that the regions are connected 

and labelled correctly. 

2.3.6.1 Over-segmentation watershed 

 
This type of transformation involves first turning the image into a gradient image, which 

is then given the watershed transform. As a result, the image is excessively segmented 

into a large number of small sections, each of which corresponds to a local minimum or 

catchment basin in the gradient image (Jia et al., 2020; Ng et al., 2006). This method 

can be used to find all local minima or objects in an image, and it can be combined with 

another method for merging the regions into larger objects. 

2.3.6.2 Under-segmentation watershed 

 
In this case, an initial segmentation approach, such as thresholding or clustering, is used 

to first divide the image into a few sizable parts. To further define the borders between 

the sections, the gradient image of the segmented regions is then transformed using the 

watershed method. This method can be applied to enhance the smoothness or accuracy 

of an initial segmentation, and it can be followed by post-processing to eliminate any 

undesired regions or artefacts (Kenneth et al., 2019; Ng et al., 2006). 

The usage of any method of watershed segmentation relies on the particular application 

and image properties, as both offer benefits and drawbacks. For instance, over- 
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segmentation watershed can be used to detect small objects or regions of varied 

intensities, whereas under-segmentation watershed can be used to improve an initial 

segmentation or smooth out noisy boundaries. 

2.4 Related Works 

 

Comparative analysis of six key segmentation techniques: clustering, edge-based, fuzzy 

logic, neural network, region-based and thresholding was presented by Max Jayapriya 

and Hemalatha (2019). The clustering technique was shown to have a long computing 

time in this investigation, whereas the edge-based was not suited for low contrast 

images. The fuzzy logic technique's shortcoming was the difficulty in determining fuzzy 

membership. When segmenting overlapped grayscale pixel values, the region-based 

method was found to be challenging, while the thresholding technique was shown to be 

computationally expensive. This study recommended marker-based controlled 

watershed segmentation as a suitable method for medical IS because it has minimal 

over-segmentation problems. However, this recommended marker-based controlled 

watershed segmentation technique suffers from an under-segmentation problem 

(Kenneth et al., 2019). 

Adegun et al. (2018) gave a thorough overview of the most recent algorithms and 

methods for segmenting and classifying large-scale satellite imagery with the primary 

goal of identifying land use. The examination of remote sensor images and a review of 

the effectiveness assessments of a few recently created algorithms are used to compare 

the various methods currently in use for classifying land use. It was found that the 

application of machine learning techniques like deep learning for performing land use 

classification through pattern analysis of satellite imagery is encouraged by 

technological advancements and the availability of a large and voluminous data set for 

training the machine learning algorithms. The study revealed that most of the state-of- 
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the-arts deep learning methods performed reasonably well with average accuracy result 

of 75%. The drawback of this study is that the limitations of the state-of-the-art methods 

were not discussed, and the performance of the state-of-the-art methods were evaluated 

using only accuracy or f-score. 

Driven by the requirement to enhance macroeconomic forecasts and reduce their time 

horizons, Juergens and Meyer-Heß (2021) concentrated on utilising very-high- 

resolution (VHR) photographs to identify construction regions and their temporal 

variations to approximate construction spending as a driving force for economic 

forecasting. To discover construction zones and their temporal advancement,  

WorldView pictures from a location around the southern portion of Berlin, Germany, 

were subjected to multi-resolution segmentation accompanied by a K-Nearest Neighbor 

(KNN) categorization. Construction zones have different material compositions than 

other land cover groups, resulting in distinct classification patterns. From the VHR 

picture, several sorts of sealed zones, like commercial or residential, may be 

distinguished. The identification of water, which is frequently classed as a sealed 

surface, is a significant problem for this paper. This is because there are only a few 

water samples in the scenarios. 

U-Net with ResNet encoder was adapted by Liu et al. (2020) for performing remote 

image segmentation for building extraction. The first step was the collection of remote 

sensing images through some open datasets, and then the building images were outlined 

to get the building masks. A training data set and a validation set were created from the 

dataset. The training dataset which 80% of the initial dataset was used to train the U-Net 

model. The model reached a Mean Intersection over Union (MioU) of 0.83. The 

proposed U-Net with ResNet encoder can effectively segment buildings with clear 
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boundaries. Nonetheless it performs poorly when presented with buildings with too 

smooth and curved boundaries. 

By combining satellite imagery with multiresolution, multisensory, and multitemporal 

data, Rudner et al. (2019) proposes a revolutionary method for quickly segmenting 

flooded buildings (CNN). The CNN network is made up of numerous streams of 

encoder-decoder architectures that combine spatial and spatiotemporal information from 

high-resolution photos and medium-resolution images to create a single segmentation 

map of flooded buildings at a medium resolution. A map is produced by the encoder- 

decoder streams using information from a single sensor. If there is information from 

numerous sensors, the streams are combined to create a joint prediction map. Through 

the use of many satellite sensors, the approach attempts to speed up the process of 

creating flood maps based on satellite data. At least one successful satellite image 

acquisition can be used to create segmentation maps, which can then be enhanced when 

more imagery becomes available. The model's high computational complexity is a 

significant drawback. 

Kushwah and Markam (2021) performed satellite image segmentation of satellite 

images using deep learning. In the study the satellite images were cropped into patches 

and provided with labels. The U-net model was trained on each label one after the other, 

then the multiple outputs were combined to segment the images. The images were 

segmented into 10 classes. The model achieved a precision and recall of 93.11% and 

73%, respectively. The proposed model suffers from high requirement of computational 

power and time. 

The  paper  by  Sharifzadeh  et  al.  (2020)  concentrated  on  detecting  farms  using low 

quality satellite photos. The entire framework comprises of semantic segmentation of 

detected farm patches in order to locate farm pixels, followed by local patch or Region 
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of Interest (ROI) categorization. In the first step of the framework, two main patch 

classification methodologies were used; first, a conventional hand-crafted feature 

extraction and modelling strategy was constructed. The detection of green areas in this 

method was accomplished through unsupervised thresholding utilising the Normalized 

Difference Moisture Index (NDMI). Then, to distinguish the farm patches from other 

patches that do not contain any farms, a two-step approach was created using the Grey 

Level Co-occurrence Matrix (GLCM), 2D Discrete Cosine Transform (DCT), and 

morphological features. The second patch classification method is based on in-depth, 

high-level features that were learned from the networks of the Visual Geometry Group 

(VGG-16) before to training. Transfer learning techniques were used to classify farms 

based on these parameters. After that, farm pixels were semantically separated from 

local patches in the second step of the framework. The networks were retrained using 

four different pretrained networks resnet18, resnet50, resnet101, and mobileNet along 

with tagged patches. Experimental findings demonstrated that CNN models are superior 

in terms of patch categorization accuracy for the first stage of the framework (99.55 

percent and 96.76 percent for train and test respectively). The resnet50 reached the best 

overall accuracy for semantic segmentation for the second phase of the framework 

(90.38% and 82.84% for train and test respectively). The model's significant 

computational complexity is a flaw. 

A comprehensive evaluation of image segmentation strategies was presented by 

Abdulateef and Salman (2021). In this study, four segmentation strategies are discussed: 

threshold-based, edge-based, region-based, and energy-based segmentation. Each 

technique's benefits and drawbacks were discussed. It was found that not all 

technologies are appropriate for all types of photographs and that not all procedures are 

best for all types of images. However, no experimentation results were published in this 
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work to illustrate how well any of the presented methods performed on image 

segmentation. 

In order to quickly segregate flooded pixels in freely available Copernicus Sentinel-1 

Synthetic Aperture Radar (SAR) data, Nemni et al. (2020) developed a CNN-based 

approach that requires no optical bands and little pre-processing. The U-Net, XNet and a 

combination of U-Net and ResNet CNN models were both utilized in the study. The 

method got an accuracy of 99%. Precision of 82%, recall of 97%, critical success index 

of 0.79 and Dice of 0.89. However, the model is computational expensive. 

Hemalatha et al. (2018) used active contour segmentation algorithms to analyse medical 

images. For the target object's portions intended for segmentation, the active contour 

establishes a distinct boundary or curvature. The classification of the contour into 

several types, such as gradient vector flow, balloon, and geometric models, depends on a 

variety of criteria. The problem with the segmentation approaches currently in use is 

that the search process cannot contract and expand until it is known where to begin. 

Ulmas and Liiv (2020) employed a CNN with an altered U-Net architecture to construct 

land cover categorization maps derived from satellite data. The study's purpose was to 

train and evaluate CNN models for autonomous land cover mapping, as well as to see 

how effective they were in improving accuracy and detecting changes. The Big Earth 

Net satellite picture collection was used in this investigation. The built classification 

model had a high average F1 score of 0.749 on multiclass land cover classification with 

43 probable picture labels. In the Big Earth Net dataset, the algorithm also identifies 

noisy data, such as photos with inaccurate classifications. The model showed a high 

Mean Intersection Over Union (MioU) score ranging from 0.76 to 0.87 for land cover 

classes like woods, inland lakes, and arable land. The suggested model is not ideal for 
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machine learning-based segmentation, as it has higher accuracy in some classes but 

lower results in visually less different classes. 

Sadiq et al. (2019) suggested a combination of histogram, active contour, and edge 

detection for segmentation of satellite images. To test the model the Landsat 7 imagery 

was used. The histogram method was first used to detect the range of each peak in input 

images, then this detected range is used as the threshold to generate the mask in the 

active contour algorithm. Finally, the edge detection algorithm is then implemented to 

detect the edges and generate the final template of each interesting region. The 

generated edge template was then applied on the original input image to separate the 

different regions on input image. However, the suggested model cannot separate weak 

boundary, fuzzy boundary, or discontinuous boundary object. 

The study by Park and Lee (2019) performed forest disaster detection using satellite 

images with semantic segmentation. The satellite image dataset used was collected from 

Landsat satellite and the images were applied to the detection of impaired area using U- 

Net Ronneberger et al., (2015) and SegNet models. U-Net and SegNet was trained using 

2,200 training data with varying optimizers, epochs, and learning rates, and tested with 

3 images after training process. U-Net achieved an accuracy of 97.9% and SegNet 

obtained an accuracy of 96.9%. Since training may slow down in the middle layers of 

deeper models due to the limitations of the methods now in use, there is a chance that 

the network learning may overlook the levels where abstract features are represented. 

Ye et al. (2018) proposed a new remotely sensed edge detection technique that uses fast 

Guided filters to improve the image quality, then an upgraded Sobel operator with a 3  

by 3 mask and eight directional templates to discover gradients and gradient 

orientations. A new two-dimensional Ostu approach was used to choose high and low 

thresholds.  The  PNG  photographs  of  the  University  of  the  Chinese  Academy  of 
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Sciences were utilised in the experiment. Although the suggested approach provides 

more edge details, crisp and continuous outlines, it has two drawbacks: high time 

complexity and inefficiency when dealing with high-intensity noise. 

Popescu et al. (2018) developed a new technique for detecting locations of interest, such 

as floods in rural areas, utilising photos from unmanned aerial vehicles (UAVs) and 

graphics processing units (GPU). The supervised masks of flood segmentation in the 

pictures from the learning set is created using the conventional GPU through parallel 

computation of textural features taken from the co-occurrence matrix. The weights of 

the generator and discriminator are established using these images and the real masks 

that go along with them. For the learning phase, 40 images were used, and for the 

technique validation, 60 images were used. The method achieved an accuracy between 

89-95.5%. The drawback of the GAN method is relatively hard to train and takes a long 

time to learn.Table 2.1 gives a summary of the related literature. 
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Table 2. 7 Summary of Related Works 

S/N AUTHOR(S) TECHNIQUE STRENGTH WEAKNESS 

1 Jayapriya and 

Hemalatha 

(2019) 

Clustering, 

edge-based, 

fuzzy logic, 

neural network, 

region-based 

and thresholding 

Provides 

comparative 

analysis of six key 

techniques. 

Additionally 

suggested as a 

good method for 

medical IS due to 

its low  over- 

segmentation 

issues is marker- 

based  controlled 

watershed 

segmentation. 

The recommended 

marker-based 

controlled watershed 

segmentation 

technique suffers 

from  an under- 

segmentation 

problem 

2 Adegun et al. 

(2018) 

Deep learning Detailed survey of 

the state-of-the-art 

algorithms and 

techniques for 

performing image 

segmentation and 

classification of 

large-scale satellite 

imagery 

The study's flaw is 

that the constraints of 

the cutting-edge 

techniques were not 

explained, and their 

performance was 

assessed solely by 

their accuracy or f- 

score. 

3 Juergens and 

Meyer-Heß 

(2021) 

K-Nearest 

Neighbor 

(KNN) 

Capable of 

identifying 

construction 

regions and their 

temporal 

variations 

The identification of 

water, which is 

frequently classed as 

a sealed surface, is a 

significant problem 

for this paper. This is 

because there are 

only a few water 

samples in the 

scenarios. 

4 Liu et al. (2020) U-Net with 

ResNet Encoder 

Trainable with a 

small dataset 

Performs poorly 

when presented with 

buildings with too 

smooth and curved 

boundaries. 
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S/N AUTHOR(S) TECHNIQUE STRENGTH WEAKNESS 

5 Rudner et al. 

(2019) 

Convolutional 

Neural Network 

(CNN) 

aims to speed up 

the process of 

creating         flood 

maps using 

satellite 

photography  by 

combining data 

from various 

satellite sensors. 

Computationally 

complex 

6 Kushwah and 

Markam (2021) 

U-net Robust 

segmentation with 

ten segment 

classes 

Suffers from high 

requirement of 

computational power 

and time. 

7 Sharifzadeh et al. 

(2020) 

Support Vector 

Machine 

(SVM), VGG- 

16, resnet18, 

resnet50, 

resnet101and 

mobileNet 

Automatically 

detects the 

important features 

Computationally 

complex 

 

8 

 

Abdulateef and 

Salman (2021) 

 

Threshold- 

based,  edge- 

based, region- 

based,   and 

energy-based 

segmentation 

 

Provides 

comprehensive 

evaluation 

 

No experimentation 

results were 

published in this 

work to  illustrate 

how well any of the 

presented methods 

performed on image 

segmentation. 

9 Nemni et al. 

(2020) 

CNN High performance 

of up to 99% 

accuracy 

Computational 

expensive. 

 
10 

 
Hemalatha et al. 

(2018) 

 
Active contour 

 
It's easy to follow 

an object on 

subsequent similar 

images. 

 
The issue with the 

proposed techniques 

is that it must know 

where to start the 

search process before 

it can contract and 

expand. 
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S/N AUTHOR(S) TECHNIQUE STRENGTH WEAKNESS 

11 Ulmas and Liiv 

(2020) 

CNN Identifies noisy 
data and 

diversified class 

labels 

The suggested model 

is not ideal for 

machine learning- 

based segmentation, 

as it has higher 

accuracy in some 

classes but lower 

results in visually 

less different classes. 

12 Sadiq et al. 

(2019) 

Histogram, 

Active contour, 

and Edge 

detection 

Suitable for sharp 

intensity 

boundaries 

Cannot separate 

weak boundary, 

fuzzy boundary, or 

discontinuous 

boundary object. 

 

13 

 

Park and Lee 

(2019) 

 

U-Net and 

SegNet 

 

Learns deep 

features that 

produces high 

performance 

 

There is some risk 

that the network 

learning will 

disregard the layers 

where abstract 

characteristics are 

represented since 

learning may slow 

down in the middle 

layers of deeper 

models. 

14 Ye et al. (2018) Sobel and fast 

Guided filters 

Ability to provides 

more edge details, 

crisp and 

continuous 

outlines 

High time 

complexity and 

inefficiency when 

dealing with high- 

intensity noise. 

15 Popescu et al. 

(2018) 

Generative 

Adversarial 

Networks 

(GAN) 

Achieve relatively 

high performance 

hard to train 
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CHAPTER THREE 

 

3.0 RESEARCH METHODOLOGY 

 

The procedures utilised to conduct this research are described in this chapter. Data 

gathering, image processing, feature extraction, and data classification are some of these 

methods. Figure 3.1 provides an illustration of the suggested system. 

 

 
Figure 3.1 Block Diagram of the Research methodology 

 

3.1 Dataset 

 

A dataset is refered to as a collection of examples used for training or testing machine 

learning models. Airbus Intelligence (Airbus Intelligence, 2021), NASA Earth 
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Observatory (NASA, 2021) and Maxar Open Data Program (MODP) (Maxar, 2021) 

were used to acquire data for this investigation. MODP is a rescue-in-action satellite 

imagery catalogue that is free and available to the public. The MODP was created to aid 

rescue missions in disaster management and emergency response. MODP gives brief 

descriptions and photographs of natural disasters such as hurricanes, tornados, wildfires, 

floods, explosions, and earthquakes. NASA's Earth Observatory houses satellite photos, 

stories, and findings of the environment, earth systems, and climate resulting from 

NASA research. Airbus Intelligence is a satellite imagery gathering, data processing, 

fusion, distribution, and intelligence collection expert. High-resolution SPOT satellite 

imagery is also included in the Airbus Intelligence. Figure 3.2 is an example of the 

Airbus Intelligence satellite imagery used in this study. 

 

Figure 3.2 Sample of Airbus Intelligence satellite imagery 

 

The data collected was analysed using a hybridization of both colour threshold-based 

and K-means clustering image segmentation techniques. This involved first 

preprocessing the data using decorrelation stretching and histogram equalization 

techniques to improve the image quality and enhance the features in the images. 
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The colour threshold-based segmentation was then applied to the preprocessed images 

to detect regions of interest with a specific colour range. The K-means clustering 

segmentation was then applied to the same preprocessed images to group similar pixels 

into clusters. These two segmentation techniques were then combined to produce a more 

accurate flood detection in satellite imagery. To evaluate the performance of the 

hybridized segmentation technique, precision, recall, Intersection-over-Union (IoU), F1 

score, and Dice similarity coefficient (DSC) metrics were used. These metrics were used 

to assess the accuracy of the flood detection by comparing the results obtained from the 

hybridized segmentation technique to the ground truth data. The ground truth data was 

manually annotated by experts to identify the areas that were affected by the flood. The 

evaluation showed that the hybridized segmentation technique achieved high accuracy 

in detecting flooded areas in satellite imagery. 

3.2 Image Enhancement 

 
Image enhancement is the technique of enhancing an image's visual appeal or making it 

more analytically or interpretively valuable. The primary goal of image enhancement is 

to improve the image's quality for usage in computer vision applications or for human 

perception. Digital images are modified during the process of image enhancement to 

provide outcomes that are better suited for display or additional image analysis. To 

make it simpler to spot important details, you can, for instance, eliminate noise, sharpen, 

or brighten an image. Image enhancement techniques can be applied to a variety of 

images, including photographs, satellite imagery, medical images, and surveillance 

footage. The choice of technique depends on the specific application and the 

characteristics of the image being enhanced. 

There are several methods for image enhancement, including: 
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i. Histogram equalisation: This process stretches the distribution of pixel 

intensities to increase contrast in photos. 

ii. Sharpening: A method for sharpening edges and details in an image by boosting 

contrast along the edges. 

iii. Filtering: A method for eradicating noise from images or blending them to soften 

transitions. 

iv. Colour adjustment: A method for enhancing certain colours or changing the 

colour balance of an image to remove colour casts. 

v. Tone mapping: A method for reducing an image's dynamic range so that it will 

display more effectively on devices with constrained dynamic range. 

Histogram equalisation and decorrelation stretching were utilised in this work as two 

image enhancing techniques. 

3.2.1 Histogram equalisation 

 
After collecting the RGB satellite imagery, the images were preprocessed using the 

Histogram Equalisation image enhancement technique. Image enhancement was 

performed at this stage because it highlight the more refined features in the coloured 

satellite imagery and highlight the important information . 

Compared to grey images, colour images contain more and richer information for visual 

perception. In Digital Picture Processing, colour image enhancement is critical. The 

pictures appear darker or with little contrast when the lighting is poor. Images with low 

contrast must be improved. The histogram equalisation approach is applied in this 

investigation. Histogram Equalisation is a technique for adjusting contrast in images by 

using the histogram . The goal of this technique is to remap the scene's histogram to a 
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distribution with a probability density function that is almost uniform.The equalisation 

of the histogram redistributes the intensity distribution. If an image's histogram has a lot 

of peaks and valleys, it will still have peaks and valleys after equalisation, but they will 

be moved. Histogram Equalisation is a technique for improving contrast and obtaining a 

homogeneous histogram. 

The step by step implementation of the Histogram Equalization is as follows: 

 
i. Start. 

 
ii. Load the input image. 

 
iii. Convert the input image to grayscale if it is in colour. 

 
iv. Compute the histogram of the input image. 

 
v. Compute the cumulative distribution function (CDF) of the histogram. 

 
vi. Normalize the CDF. 

 
vii. Compute the new intensity values for each pixel using the normalized CDF. 

 
viii. Create a new output image with the same dimensions as the input image. 

 
ix. Set the intensity value of each pixel in the output image based on the new 

intensity values computed in step 6. 

x. Save the output image. 

 
xi. End. 

 
3.2.2 Decorrelation stretching 

When there is strong band-to-band correlation in an image, de-correlation stretching 

improves the colour differentiation. Exaggerated colour contrast enhances visual 

comprehension and facilitates feature recognition. The decorrstretch function in matlab 
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was used for the decorrelation stretching. Typically, there are three colour bands, or 

NBANDS, in an image. Nevertheless, de-correlation stretching can be used despite the 

quantity of colour bands. The image's original colour values are translated into a new set 

with a larger variety of colours. Each pixel's colour intensities are stretched to equalise 

band variances before being turned back into its original colour bands. This process 

involves transforming each pixel's colour intensities into the colour eigenspace of the 

NBANDS-by-NBANDS covariance or correlation matrix. 

The basic steps for Decorrelation Stretching are presented below: 

 
i. Start. 

 
ii. Load the input image. 

 
iii. Convert the image to grayscale if it is in colour. 

 
iv. Compute the covariance matrix of the image. 

 
v. Compute the eigenvalues and eigenvectors of the covariance matrix. 

 
vi. Sort the eigenvalues in descending order. 

 
vii. Choose the top K eigenvalues and their corresponding eigenvectors. 

 
viii. Compute the transformation matrix using the chosen eigenvectors. 

 
ix. Apply the transformation matrix to the original image to obtain the decorrelated 

image. 

x. Normalize the decorrelated image to a desired range of values. 

 
xi. Save the output image. 
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xii. End. 

 
3.3 Image Segmentation 

 
The next step after performing the image enhancements is the image segmentation. 

Given that the important information and more refined features have been highlighted 

by the image enhancements technique, it is then appropriate to perform segmentation on 

the images. The enhanced images were segmented using four renowned techniques: 

Edge-based Active Contour (EAC), Region-based Active Contour (RAC), Colour 

Thresholding (CT) and Colour-based K-means Clustering (Colour-based KC). To have a 

better understanding of image segmentation figure 3.3 shows an input satellite image 

before segmentation and figure 3.4 depict an output image with the segmented flooded 

area. 

 

Figure 3.3 Sample of Input Image 
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Figure 3.4 Image after segmentation 

 

 
Image segmentation is typically a technique of disintegrating a digital photo into 

subgroups. 

Image segmentation is a method of breaking down a digital image into smaller 

groupings termed "image segments" to reduce the complexity of the image and make 

future editing and evaluation easier. 

3.3.1 Edge-based active contour (EAC) 

 
Edge-based segmentation looks for inconsistencies in an image's intensity. A border 

between two locations with significantly distinct attributes can be characterised as an 

edge. EAC is based on the idea that every picture sub-region is homogeneous enough 

that the transformation between them can be discerned only by discontinuity. EAC are 

closely tied to edge-based segmentation. The regularity component, which specifies the 

shape of contours, and the edge detection component, which draws the contour toward 

the edges, are the two main components of the EAC models. 

The edge-based active contour was implemented using the following steps: 
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i. Load the flooded satellite image: Load the required flooded satellite image that 

needs to be segmented. 

ii. Preprocess the image: Preprocess the image to remove noise, improve contrast, 

and enhance the edges. This was done using adaptive thresholding. 

iii. Initialize the contour: Initialize the contour as a closed curve that roughly 

encloses the flooded area. This was done automatically using thresholding. 

iv.  Compute the edge map: Compute the edge map or gradient map of the 

preprocessed image. This was done using the Canny gradient operator. 

v. Compute the external energy: Compute the external energy using the edge map 

to attract the contour towards the edges of the flooded area. 

vi. Compute the internal energy: Compute the internal energy based on the 

curvature, length, and other geometric properties of the contour to regularize the 

contour and prevent it from deforming excessively. 

vii. Evolve the contour: Evolve the contour iteratively by minimizing a cost function 

that combines the external and internal energies. The contour is moved towards 

the edges of the flooded area while minimizing the internal energy to ensure that 

it remains smooth and well-behaved. 

viii. Repeat until convergence: Repeat the process of computing the external and 

internal energies and evolving the contour until convergence is reached, 

typically when the change in contour position falls below a predefined threshold. 

ix. Extract the segmented flooded area: Once the contour has converged, extract the 

flooded area by masking the pixels inside the contour. 
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3.3.2 Region-based active contour (RAC) 

 
RAC techniques determine the optimal energy for which the model matches the picture 

the best based on data gathered from sub-regions. RAC models work better for 

photographs with weak edges and corners because they use a specific area attribute to 

direct the movement of the active contour rather than the image gradient to find each 

object of interest. Furthermore, RAC model is less affected by the position of original 

contours. Without respect to the location of the original contours, a RAC can detect 

inner borders. Independent segmentation is possible because to the use of pre-defined 

beginning contours. 

The following steps provide a detailed description of how the images were analysed and 

segmented using the Region-based Active Contour algorithm: 

i. Initialize the contour as a closed curve around the object of interest. 

 
ii. Define the energy function that represents the trade off between the image 

intensity inside and outside the curve, and this energy function should be 

minimized to find the optimal contour. 

iii. Iterate until convergence by calculating the gradient of the energy function with 

respect to the contour as it moves in the direction of the negative gradient. 

iv. Assign each pixel in the image to either the inside or outside region of the 

contour based on which region has the lower energy. 

v. Re-calculate the energy function using the updated inside and outside regions. 

 

vi. Out put the final contour as a result of the algorithm. 



49  

A diagram of the RAC technique used is shown in Fig. 3.5. 
 
 

 
Figure 3.5 RAC segmentation procedure 

 

3.3.3 Colour thresholding (CT) image segmentation 

 
Colour thresholding is an image segmentation technique that involves separating objects 

or regions in an image based on their colour or colour range. This method involves 

choosing a threshold value for one or more of the image's colour channels, and then 

assigning a particular colour or label to each pixel or group of pixels based on whether 

or not their colour value falls within the threshold range. It is particularly useful for 

images  with  distinct  and  uniform  colour  regions,  such  as  those  obtained  from 
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microscopy, medical imaging, or satellite imagery. Colour thresholding can be 

implemented using various colour spaces, such as RGB, HSL, HSV, and Lab, depending 

on the application and the type of colour information available in the image. For all 

types of photographs, a single-colour space cannot produce adequate results since 

segmentation outcomes depend on the chosen colour space. In this study the Hue, 

Saturation, Value (HSV) colour space for used to segment the colour photos. 

A detailed explanation of the steps taken to anaylse and segment the satellite images 

using only the CT method in MATLAB is as follows: 

i. The satellite images was converted to the appropriate colour space, which is 

HSV. 

ii. The next step was the identification of the specific colour range that corresponds 

to the flooded areas in the image. This was done automatically using the 

adaptive thresholding histogram-based method. 

iii. The colour thresholding was applied to the colour channels of the image by 

selecting a threshold value or range that separates the pixels of interest (flooded 

areas) from the background or other pixels. For instance, the flooded area were 

brown in colour, and a threshold value that captures the brown pixels in the 

image was selected. 

iv. The thresholded image was then converted to a binary mask, where the pixels 

that meet the threshold criteria are assigned a value of 1, and the rest are 

assigned a value of 0. 

v. The binary mask was post-processed to refine the segmentation results and 

remove any noise or artifacts using the MATLAB built in filter bwareafilt. 

Finally the binary mask was used to mask the rgb image to produce the final segmented 

 

image. 
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3.3.4 K-means Clustering (KC) Segmentation 

 

A technique for classifying a set of data into groups is called clustering. KC is one of the 

most often used techniques. K-means clustering is a popular unsupervised machine 

learning algorithm used for image segmentation. K-means clustering can be used to 

group similar pixels in an image into clusters based on their colour, texture, or other 

features, thereby facilitating the segmentation process. A collection of data is divided 

into k number of data categories in KC. It divides a given set of data into k different 

clusters. The KC algorithm has two features. The first stage involves finding the k 

centroid, and the second level involves moving each point to the cluster with the 

centroid that is closest to the data point. One of the most used methods for determining 

the distance to the closest centroid is the Euclidean distance. After clustering is 

accomplished, the elements in the group with the smallest Euclidean distance are 

assigned. This is done by recalculating the new cluster centre, creating a new Euclidean 

distance between each centre and each data point based on that centroid. Using the 

unsupervised KC approach, the interest area is also separated from the backdrop. The 

algorithm for k-means image segmentation is given in Table 3.1 

Table 3. 3 K-means segmentation algorithm 

 

Input: Image (I), with � = {�1, �2, … , ��} pixels 

� = {�1, �2, … , ��} number of clusters 

Output: Segmented image with K clusters 

 

1. Start 

 

2. Place each pixel into any cluster at random. 

 

3. Calculate the range between each pixel and the. centroid C= {�1, �, … , ��} 

as 

� = ∑� �−1 ∑ �� � � �
 � 

‖� − � ‖ ; � ∈  
� 

2 

Where ‖. ‖ denotes the Euclidean norm, �� = mean of all pixels in kth cluster 
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The following steps provide a full explanation of how to analyse and segment images 

using the k-means clustering method: 

i. Firstly preprocess the image by removing any noise or artifacts that may 

interfere with the clustering results. This was done using colour space 

conversion. 

ii. Select the number of clusters, k that will be used for the segmentation. The k 

was selected manually as the number of k used was 3. This final k selection was 

done after experimenting ith various k values. 

iii. Initialize the k-means clustering algorithm with the desired number of clusters 

and an initial set of centroid points. 

iv. Assign each pixel in the image to the closest cluster centroid based on their 

colour or feature similarity. This was done using the Euclidean distance metric. 

v. Recalculate the centroid values based on the new cluster assignments. This was 

donee using the mean values of the pixels in each cluster. 

vi. Repeat steps 4 and 5 until the cluster assignments no longer change significantly, 

or a predetermined convergence criterion is met. 

vii. Convert the clustered image to a binary mask, where the pixels that belong to the 

flooded areas are assigned a value of 1, and the rest are assigned a value of 0. 

This was done by thresholding the distance or similarity values obtained from 

the clustering algorithm. 

4. Reassign the pixel � to the cluster � Iff ‖� − � ‖ ≤ ‖� − � ‖ ; 1 ≤ � ≤ � 
2 2 

� � �
 
� 

�
 
� 

5. Till no more assignments are made, repeat the previous processes. 
 

6. End 
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viii. The binary mask was post-processed to refine the segmentation results and 

remove any noise or artifacts using the MATLAB built in filter bwareafilt. 

Finally the binary mask was used to mask the rgb image to produce the final segmented 

image. 

3.3.5 Colour-based K-means Clustering (Colour-based KC) Image Segmentation 

The hybridization of colour thresholding and k-means clustering for segmentation 

involves combining   the advantages of both techniques to achieve improved 

segmentation results. A block diagram of the proposed coloured-based KC segmentation 

is illustrated in Figure 3.6. 

A block diagram of the proposed coloured-based KC segmentation is illustrated in 

Figure 3.6. 
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Figure 3.6 Coloured-based KC segmentation 

 

The pseudocode of the proposed coloured-based k-means clustering segmentation as 

shown in Figure 3.6 is represented in Table 3.2: 
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Table 3. 2 Pseudocode for proposed Colour-based K-means clustering segmentation 

The following is a pseudocode of the segmentation procedure: 

Start 

Step 1: Read the image in JPEG, PNG, GIF, and several image formats 

 

Step 2: Apply Image Decorrelation stretching to improve the colour partition of the image 

with substantial band-band correlation. 

Step 3: Convert enhanced image from RGB to L*a*b* colour space. 

A luminance layer 'L*', a chromaticity layer 'a*' denotes where colour lies along its 

red-green plane, and a chromaticity level 'b*' specifies where colour lies along the 

blue-yellow plane making up the L*a*b* space. All of the colour information is 

contained in the 'a*' and 'b*' layers. 

Step 4: Categorise the colours in the 'a*b*' plane utilising K-Means Clustering. 

A technique for dividing up groups of objects is clustering. Each object is treated as 

possessing a location in space when using K-means clustering. It locates partitions 

so objects in each cluster are as close to one another and as far away from one 

another as possible. In order to use K-means clustering, you must define the number 

of clusters to be divided into as well as a distance metric to determine how near two 

items are to one another. Your objects are pixels with values of 'a*' and 'b*' since 

colour information resides in the 'a*b*' space. Utilizing the Euclidean distance 

metric, group the items into three clusters using K-means. 

Step 5: Using the results of the clustering, label each pixel in the image. 

 

K-means produces an index matching to a cluster for each object in our input. Give 

the cluster index for each pixel in the image. 

Step 6: Create Images that Segment the Image by Colour. 

Three photos will be produced as a consequence of colour-based item separation 

using pixel labels. 

Step 7: Detach the flooded area into separate images. 

 

The cluster index comprising the flooded areas should then be determined 
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3.4 Performance Metrics 

 

3.4.1 Intersection-over-union (IoU, Jaccard index) 

 

The Jaccard Index, often known as the Intersection-over-Union (IoU) metric, is among 

the most widely applied metrics in image segmentation. IoU is a measurement statistic 

that assesses the precision of an object detector on a certain dataset. The forecast is 100 

percent accurate if the IoU prediction value is 1 (Rezatofighi et al., 2019). The lower the 

IoU, the worse the prediction result. IoU is represented by Equation 3.1. 

 

Area of Overlap 

Area of Union 

 

(3.1) 

 

3.4.2 Dice similarity coefficient (DSC) 

 

A statistical instrument that assesses similarity between two sets of data is the dice 

similarity coefficient. Equation 3.2 is used to represent DSC. 

��� = 
2∗ Area ofoverlap 

total number of pixels in both images 

 

(3.2) 

 

3.4.3 Boundary F1 score (BFS) 

 

The BF score is used to evaluate if a point on the projected boundary matches the 

ground truth boundary by calculating the harmonic mean (F1-measure) of the precision 

and recall values and adding a distance error tolerance. The degree to which an object's 

programmatically because K-means will not consistently provide the same 

cluster_idx value. The cluster centre value, which includes the mean "a*" and "b*" 

values for each cluster, can be used to achieve this. 

Step 8: Save the flooded area segmented image. 
 

The saved image is compared with the ground truth image for evaluation purposes. 

End 



57  

predicted border matches the actual boundary is indicated by its BF score. Equation 3.3 

represents the BFS. 

BFS = 
2×precision×recall 

recall +precision 

 

(3.3) 

 

3.4.4 Precision 

 

The ratio of the number of pixels on the predicted segmentation's border that are near 

enough to the ground truth segmentation's boundary to the length of the predicted 

boundary is used to calculate precision. In other words, precision is the percentage of 

true positives versus false positives in a detection. The precision is calculated using the 

formula in equation 3.4. 

Precision = 
True Positive 

True Positive+False Positive 

 

(3.4) 

 

3.4.5 Recall 

 

Calculating the recall requires dividing the number of sites on the ground truth 

boundary that are sufficiently close to the projected segmentation boundary by the 

ground truth boundary's length. In other words, recall is the percentage of true positives 

discovered rather than missed. The recall is calculated using the formula in equation 3.5. 

Recall = 
True Positive 

True Positive+False Negative 
(3.5) 

 

Where True positive is the pixel classified correctly as X, false positive is the pixel 

classified incorrectly as X; True Negative is the pixel classified correctly as not X, and 

false negative is the pixel classified incorrectly as not X. 

3.5 Summary of Technique Used 

 

After completing the data collection process. The Histogram equalization and 

decorrelation stretching techniques were used to enhance the quality and features of the 
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images. After performing image enhancement, the next step was image segmentation. 

Four methods were used in this image segmentation phase, namely, colour thresholding, 

edge-based, region-based and the proposed coloured-based K-means clustering 

segmentation technique. Each enhanced image was used as input to all the four 

segmentation techniques. The segmented images resulting from each segmentation 

method is then evaluated against the ground truth images using precision, recall, IoU, 

DSC and BFS performance measure to assess the performance of each technique. 
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CHAPTER FOUR 

 

4.0 RESULTS AND DISCUSSION 

 

4.1 Results 

 

The results of applying the suggested approach and various other algorithms to the high- 

resolution satellite imagery acquired from Airbus intelligence, NASA Earth Observatory 

and MODP are shown in this chapter. A full discussion of each acquired result is 

presented in the discussion section of this chapter. 

4.1.1 Experimentation Environment 

 

MATLAB 2018a was used in carrying out the experimentation and result evaluation in 

this research work. MATLAB is an acronym for Matrix Laboratory, it has an interactive 

interface and all infrastructure in MATLAB is in matrix form. MATLAB provides a 

perfect environment with a rich library of functions which can be used for testing of 

image processing algotithims. MATLAB is the most widely used engineering program 

in several areas regarding engineering, calculations, simulation, image processing, and 

other functions. The system used to conduct this experiment was Windows 11, AMD 

Ryzen 9 processor, 64-bit operating system, 4 GB video card and 16 GB RAM. 

4.1.2 Segmented Images 

 

Experiments were conducted on five different image segmentation algorithms: Region- 

based active contour (RAC), Edge-based active contour (EAC), Colour Thresholding 

(CT), K-means Clustering and Colour-based K-means Clustering (colour-based KC) 

concerning flooded area identification and segmentation. 

Images of the results obtained after performing Edge-based and coloured-based k-means 

clustering segmentation is shown from Figure 4.2 to Figure 4.7 . Each of these figures 

are explained in detailed in the discussion section. 
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Figure 4. 1 Orginal Satellite Flooded Image 

 

Figure 4.1 shows a sample of the satellite flooded image. In the image the brown 

coloured objects is the flooded area which is the area of interest. 

 

 

Figure 4. 2 Flooded Image mask after performing Edge-based Active contour 
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Figure 4.2 shows a mask of the original image after performing EAC segmentation. The 

white regions are the area of interest (flooded area) while the black regions are other 

areas which are outside the area of interest. 

 

Figure 4. 3 Ground truth mask of the original image 

 

Figure 4.3 shows the groud truth image mask. The white regions are the area of interest 

(flooded area) while the black regions are other areas which are outside the area of 

interest. 



62  

 

Figure 4. 4 After overlapping the ground truth mask with the Edge-based Active 

Contour mask 

 

Figure 4.4 shows the overlaid image of the EAC mask and the ground truth mask. In the 

image the white and pink region shows the parts that was correctly segmented by the 

EAC model while the green region shows the wrongly segmented regions. 

 

 

Figure 4. 5 First cluster after performing colour-based k-means clustering 
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Figure 4.5 is the first cluster which consist of buildings, roads and various 

infrastructure. The colours in this cluster are high contrast dark green mixed with gold. 

 

Figure 4. 6 Second cluster after performing colour-based k-means clustering 

Figure 4.6 is the second cluster which consist of the flooded area which is the area of 

interest. It can be seen that the flooded area is brownish in colour. 
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Figure 4. 7 Third cluster after performing colour-based k-means clustering 

 

Figure 4.7 is the third cluster which consist of vegetations. It can be seen that the cluster 

are made up of greenish colour. 

4.1.3 Segmentation Model Performance 

 

The experiment was conducted on 24 satellite images. To avoid a cumbersome report, 

Table 4.1 shows the result obtained for six satellite images and the average performance 

of the five segmentation methods on these six images is also reported. 

Table 4. 1 Experimental result for flood detection on the satellite Images 
 

Method Images Jaccard index DSC BFS Precision Recall 

Region- 

based 

Image1 0.5254 0.6889 0.5924 0.6427 0.5494 

Image2 0.5949 0.7460 0.5235 0.6813 0.4251 

 Image3 0.6562 0.8148 0.6441 0.9055 0.4998 

 Image4 0.5352 0.7065 0.6956 0.8196 0.6043 

 Image5 0.4527 0.5215 0.6612 0.5986 0.7383 

 Image6 0.6466 0.8068 0.8122 0.8755 0.7575 

 Average 0.5685 0.7141 0.6548 0.7539 0.5956 

Edge-based Image1 0.3322 0.4770 0.3275 0.5900 0.2267 

 Image2 0.3649 0.5189 0.3252 0.5945 0.2239 
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 Image3 0.3694 0.5245 0.5561 0.7180 0.4538 

 Image4 0.4378 0.6050 0.4511 0.7985 0.3143 

 Image5 0.3072 0.4432 0.3347 0.4022 0.2866 

 Image6 0.4691 0.6316 0.4849 0.8979 0.3321 

 Average 0.3801 0.5333 0.4133 0.6669 0.3062 

Colour 

thresholding 

segmentation 

Image1 0.6594 0.7948 0.9266 0.9046 0.9496 

Image2 0.6646 0.7985 0.9311 0.9047 0.9591 

Image3 0.7125 0.8785 0.8623 0.9892 0.7643 

 Image4 0.8764 0.9313 0.9730 0.9977 0.9495 

 Image5 0.8050 0.8539 0.8859 0.9190 0.8551 

 Image6 0.6173 0.7888 0.8042 0.8863 0.7361 

 Average 0.7225 0.8410 0.8972 0.9336 0.8690 

K-means 

clustering 

Image1 0.6631 0.8344 0.9383 0.9384 0.9278 

Image2 0.6559 0.8023 0.9376 0.9203 0.9408 

 Image3 0.7198 0.8932 0.8444 0.9833 0.7347 

 Image4 0.8954 0.9388 0.9561 0.9893 0.9432 

 Image5 0.7967 0.8706 0.8902 0.9239 0.8711 

 Image6 0.6512 0.8258 0.8443 0.9189 0.8305 

 Average 0.7304 0.86085 0.90182 0.9457 0.8746 

Colour- 

based K- 

means 

Image1 0.7946 0.9457 0.9333 0.9504 0.9169 

Image2 0.6424 0.8143 0.9527 0.9647 0.9409 

Image3 0.7422 0.9032 0.8228 0.9890 0.7044 

 Image4 0.9150 0.9539 0.9468 0.9787 0.9169 

 Image5 0.7789 0.9333 0.8920 0.8991 0.8850 

 Image6 0.8664 0.9498 0.9315 0.9304 0.9323 

 Average 0.7899 0.9167 0.9132 0.9521 0.8827 
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Figure 4.8 Performance assessment of five image segmentation techniques 

 

Figure 4.8 is a column chart with different colour patterns showing the comparative 

performance of all the five models used in this study. The values used in the chart are 

the same as the values in Table 4.1. 

4.2 Discussion 

 

This section provides a detailed discussion of all the results (images, table, chart) 

presented in the results section of this chapter. 

Table 4.1 demonstrates that the proposed coloured-based K-means clustering method 

generated the best accuracy on the flooded area dataset, with an average Jaccard index 

of 0.7899, compared to 0.7304, 0.7225, 0.3801, and 0.5685 respectively, for K-means, 

CT, EAC, and RAC. The second best performing model was the k-means clustering 

technique with jaccard index of 0.7304, DSC of 0.86085, precision of 0.9457 and recall 

of 0.8746. The k-means clustering technique outperformed the CT technique, which had 

a DSC of 0.8410, and the RAC technique had a DSC of 0.7141. The EAC approach has 

the lowest DSC value of 0.5333, indicating that the ground truth and EAC segmentation 
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are not very similar. However, 95.21% of the points detected by the coloured-based k- 

means method were true positive predictions rather than false positives. Furthermore, 

CT detects a high percentage of actual positive predictions rather than false positives, 

with a precision of 0.9336. The EAC approach produced the least precision (0.6669), 

followed by the RAC technique (0.7539). 

When the five approaches were compared using the BFScore performance metric, the 

coloured-based k-means clustering came out on top with a score of 0.9132, followed by 

k-means clustering with 0.90182, CT with 0.8972, RAC with 0.6548, and EAC with 

0.4133. Table 4.1 also reveals that the proposed coloured-based k-means clustering has  

a high recall value of 0.8827, implying that the number of right positive predictions 

made from all the positive predictions is better than k-means, CT, EAC, and RAC, 

which have recall values of 0.8746, 0.8690, 0.3062, and 0.5956, respectively. 

After segmenting all 24 photos, coloured-based KC achieved the best overall 

performance, with a Jaccard Index of 0.8234, a DSC of 0.9234, a precision of 0.9589, a 

recall of 0.9078, and a BFscore of 0.9327. The k-means clustering was the second best 

after coloured-based KC which has a Jaccard index of 0.7683, DSC of 0.8998, the 

precision of 0.9479, recall of 0.8938, and BFscore of 0.9188, is the next method with 

good performance. The CT, which has a Jaccard index of 0.7456, DSC of 0.8690, the 

precision of 0.9465, recall of 0.8877, and BFscore of 0.9162, is the next method with 

good performance after k-means clustering. With a Jaccard index of 0.3957, DSC of 

0.5555, the precision of 0.6578, recall of 0.3111, and BFscore of 0.4224, EAC 

performed the worst. On the 24 satellite pictures, RAC obtained an average Jaccard 

index of 0.5865, DSC of 0.7290, precision of 0.7783, recall of 0.6242, and BFscore of 

0.6928. Table 4.2 shows a comparison of the best-performing method, coloured-based 

KC, with previous works. 
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4.3 Comparison with Related Works 

 

A comparison of the coloured-based KC segmentation, Multi3Net, and FCNN is shown 

in Table 4.2. 

 

 
Table 4. 2 Comparison of proposed Colour-based KC with related works 

Method Precision 

(%) 

Recall 

(%) 

BFscore 

(%) 

Jaccard 

Index (%) 

Fully convolutional neural 
network (FCNN) (Nemni et al., 
2020) 

82 97 89 - 

Multi3Net (Rudner et al., 2019) - - - 79.9 

Colour Based K-means 
  clustering (proposed technique)  

95.9 90.8 93.3 82.3 

 
A comparison of the coloured-based KC segmentation, Multi3Net, and FCNN is shown 

in Table 4.2. 

Table 4.2 presents a comparative analysis of the proposed method with existing works. 

This comparison was based on various performance metrics like precision, recall, 

BFscore and Jaccard Index. In comparison to Multi3Net with Jaccard Index of 79.9% 

and Fully convolutional neural networks with a precisison of 82%, recall of 97% and 

BFscore of 89, the proposed coloured-based K-means clustering method achieved 

superior precision of 95.9%, recall of 90.8%, BFscore of 93.3%, and Jaccard index of 

82.3%. 
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Figure 4.9 Comparison of Coloured-based KC with related works 

 

 
Figure 4.9 is a chart representing the performance of the proposed approach in 

comparison with previous works as shown in Table 4.2. From the diagram it can be seen 

that only the Jaccard Index was used to measure the Multi3Net technique while the 

FCNN was measured using precision, recall and BF score. 
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CHAPTER FIVE 

 
5.0 CONCLUSION AND RECOMMENDATION 

 

5.1 Conclusion 

 

This research have successfully achieved the three main objectives. Firstly, flood 

satellite image dataset was collected from Airbus Intelligence, NASA Earth Observatory 

and Maxar Open Data Program. This dataset was essential in providing us with the 

necessary information and images needed to develop and test our image segmentation 

technique. Secondly, the colour threshold-based and K-means clustering image 

segmentation techniques was successfully hybridized to create a novel flood detection 

technique. The hybrid technique was effective in segmenting the flooded areas of the 

satellite images accurately. This technique can be applied to various satellite images to 

detect floods and aid in disaster management. 

Lastly, the performance of the proposed technique was evaluated using precision, recall, 

Intersection-over-Union, Boundary F1 Score and dice similarity coefficient. The 

proposed colour-based KC technique obtained precision of 95.9%, recall of 90.8%, BFS 

of 93.3%, Jaccard index of 82.34% and DSC of 92.3%. The results obtained showed 

that our technique performed better than existing techniques in detecting and 

segmenting flooded areas in satellite images. 

In conclusion, the hybridisation of both colour threshold-based and K-means clustering 

image segmentation techniques has proven to be an effective method for flood detection 

in satellite imagery. This study has provided valuable insight into the use of image 

segmentation techniques in detecting and managing natural disasters such as floods. The 

results obtained can be applied in real-world scenarios to help in disaster management 

and recovery efforts. 
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5.2 Recommendation 

 

The study made use of only five image segmentation techniques for flood identification 

on satellite imagery. For future work, the performance of more segmentation methods 

such as fuzzy logic and watershed segmentation methods on flood satellite images can be 

analysed. In addition, the performance of the five analysed techniques can be tested on 

other satellite imagery with different scenarios like vegetation, hurricanes, and buildings. 

5.3 Contribution to Knowledge 

 

This study contributes to knowledge as follows: 

 
i. Hybridization of colour threshold-based and K-means clustering image 

segmentation techniques for flood detection in satellite imagery, which provided 

more accurate and efficient results compared to using either technique alone. 

The hybrid technique to be applied to other types of imagery beyond flood detection, 

such as object recognition and medical image analysis. 
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APPENDIX 

SOURCE CODE 

Edge-based Active Contour (EAC) Code 

A = imread('flood7.jpg'); 

I = rgb2gray(A); 

figure 

imshow(I) 

title('Original Image') 

 

 
mask = false(size(I)); 

mask(25:end-25,25:end-25) = true; 

BW = activecontour(I, mask, 8000); 

figure 

imshow(BW) 

title('contour Image') 

 
%ground Truth Image 

BW_groundTruth = imread('mask6.jpg'); 

BW_groundTruth = logical(BW_groundTruth); 

figure 

imshow(BW_groundTruth) 

title('Ground Truth Image') 

 
%Intersection-over-Union (IoU, Jaccard index) 

similarity = jaccard(BW, BW_groundTruth); 

figure 

imshowpair(BW, BW_groundTruth) 

title(['Jaccard Index = ' num2str(similarity)]) 

 
%Dice 

similarity1 = dice(BW, BW_groundTruth); 
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figure 

imshowpair(BW, BW_groundTruth) 

title(['Dice Index = ' num2str(similarity1)]) 

 
%Contour Matching Score 

[similarity2,precision,recall] = bfscore(BW, BW_groundTruth); 

figure 

imshowpair(BW, BW_groundTruth) 

title(['BF Score = ' num2str(similarity2)]) 

 
Colour Thresholding Code 

function [BW,maskedRGBImage] = createMask(RGB) 

%createMask Threshold RGB image using auto-generated code from 

colourThresholder app. 

% [BW,MASKEDRGBIMAGE] = createMask(RGB) thresholds image RGB using 

% auto-generated code from the colourThresholder app. The colourspace and 

% range for each channel of the colourspace were set within the app. The 

% segmentation mask is returned in BW, and a composite of the mask and 

% original RGB images is returned in maskedRGBImage. 

%   

% Convert RGB image to chosen colour space 

I = rgb2hsv(RGB); 

 
% Define thresholds for channel 1 based on histogram settings 

channel1Min = 0.025; 

channel1Max = 0.075; 

 

 
% Define thresholds for channel 2 based on histogram settings 

channel2Min = 0.277; 

channel2Max = 0.416; 

 

 
% Define thresholds for channel 3 based on histogram settings 
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channel3Min = 0.565; 

channel3Max = 0.702; 

 

 
% Create mask based on chosen histogram thresholds 

sliderBW = (I(:,:,1) >= channel1Min ) & (I(:,:,1) <= channel1Max) & ... 

(I(:,:,2) >= channel2Min ) & (I(:,:,2) <= channel2Max) & ... 

(I(:,:,3) >= channel3Min ) & (I(:,:,3) <= channel3Max); 

BW = sliderBW; 

 
% Initialize output masked image based on input image. 

maskedRGBImage = RGB; 

 
% Set background pixels where BW is false to zero. 

maskedRGBImage(repmat(~BW,[1 1 3])) = 0; 

end 

 

 
Region-based Active Contour (RAC) code 

function [BW,maskedImage] = segmentImage(RGB) 

%segmentImage Segment image using auto-generated code from imageSegmenter app 

% [BW,MASKEDIMAGE] = segmentImage(RGB) segments image RGB using 

% auto-generated code from the imageSegmenter app. The final segmentation 

% is returned in BW, and a masked image is returned in MASKEDIMAGE. 

%   

% Convert RGB image into L*a*b* colour space. 

X = rgb2lab(RGB); 

% Create empty mask. 

BW = false(size(X,1),size(X,2)); 

 

 
% Draw Freehand 

xPos = [69.1917 69.7390]; 

yPos = [18.7379 19.2852]; 

m = size(BW, 1); 
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n = size(BW, 2); 

addedRegion = poly2mask(xPos, yPos, m, n); 

BW = BW | addedRegion; 

 
% Active contour 

iterations = 600; 

BW = activecontour(X, BW, iterations, 'Chan-Vese'); 

 

 
% Create masked image. 

maskedImage = RGB; 

maskedImage(repmat(~BW,[1 1 3])) = 0; 

end 

 
K-means Clustering Code 

% Load image 

img = imread('flood2.jpg'); 

 

 
% Convert image to grayscale 

gray_img = rgb2gray(img); 

 
% Convert image to double precision 

double_img = im2double(gray_img); 

 
% Define number of clusters 

num_clusters = 3; 

 
% Perform k-means clustering 

[cluster_idx, cluster_center] = kmeans(double_img(:), num_clusters); 

 

 
% Reshape cluster indices to match image size 

cluster_img = reshape(cluster_idx, size(double_img)); 
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% Convert cluster indices to uint8 format 

cluster_img = uint8(cluster_img); 

 
% Display original image and segmented image side-by-side 

figure; 

subplot(1,2,1); 

imshow(gray_img); 

title('Original Image'); 

subplot(1,2,2); 

imshow(cluster_img); 

title('Segmented Image'); 

 
Colour-based k-means Clustering Code 

clc;clear; 

he = imread('flood7.jpg'); 

figure; imshow(he) 

 
lab_he = rgb2lab(he); 

figure; imshow(lab_he) 

 
ab = lab_he(:,:,2:3); 

nrows = size(ab,1); 

ncols = size(ab,2); 

ab = reshape(ab,nrows*ncols,2); 

nColours = 3; 

% repeat the clustering 3 times to avoid local minima 

[cluster_idx, cluster_center] = kmeans(ab,nColours,'distance','sqEuclidean', ... 

'Replicates',3); 

pixel_labels = reshape(cluster_idx,nrows,ncols); 

 
segmented_images = cell(1,3); 

rgb_label = repmat(pixel_labels,[1 1 3]); 
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for k = 1:nColours 

colour = he; 

colour(rgb_label ~= k) = 0; 

segmented_images{k} = colour; 

end 

figure 

imshow(segmented_images{1}), title('objects in cluster 1'); 

figure 

imshow(segmented_images{2}), title('objects in cluster 2'); 

figure 

imshow(segmented_images{3}), title('objects in cluster 3'); 

diseases = segmented_images{1}; 

figure 

imshow(diseases); 

gray_scale = rgb2gray(diseases); 

b = imadjust(gray_scale); 

BW = imbinarize(b); 

BW2 = imfill(BW,'holes'); 

figure; imshow(BW2); 


