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Abstract— Internet of things as an emerging technology is
increasing into various aspects of our lives with several smart
applications ranging from grid, cities, homes and healthcare.
The IOT gadgets numbering in Billions are linked to the
Internet regularly with projection of the devices expected to
reach 500 billion by the year 2030. Produced data by the IOT
gadgets are communicated constantly from sensors to the main
storage platform designated at the remote cloud server. Several
delay sensitive IOT applications needs constant computation of
data generated by edge devices which makes the cloud not
suitable for such applications. Hence, the edge architecture is
vital so as to satisfy the necessities of employing cloud related
platforms close to the data source of the network.  Critical
infrastructure (CI) are facilities such as oil and gas pipeline,
power plants, airports, water treatment plants and
communication systems in physical or virtual form that are
considered vital for the regular operations of an economy and
the society as a whole. 
Based on the challenges observed with the cloud and IOT
paradigms integration, an edge computing framework was
proposed and experimental procedures was carried out using
the IFOGSIM simulation tool. Parameters such as delay and
network bandwidth utilization was analyzed in contrast to the
cloud and edge based architecture. It was shown that the edge
based architecture shows less delay and less network utilization
rates.
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I. Iඇඍඋඈൽඎർඍංඈඇ 
As a prevailing paradigm, the internet of things (IOT) is

increasing into various aspects of our lives with several
applications ranging from smart cities, smart grid, smart
homes and healthcare [1]. The IOT gadgets numbering in
Billions are linked to the Internet constantly with projection
of the devices reaching 500 billion by the year 2030.
Produced data by the IOT gadgets are communicated
regularly from sensors to the primary storage platform
designated at the remote cloud server. Several delay sensitive
IOT applications needs constant computation of data
generated by edge devices which makes the cloud not suitable
for such applications. Hence, the edge architecture is vital so
as to satisfy the necessities of employing cloud related
platforms close to the network data source [2].

Given the huge growth of connected devices and
considering network ranges, it tend to go with the emergence
of IOT technology. Sensor networks been vital element of
IOT, rises to be pervasive and extensively utilized in diverse
areas of usage [2] [3].

The Internet industry worldwide is growing rapidly and
showing vital potential development and vitality as it is

progressively suitable for supporting fiscal growth thereby
surmounting disputes. With the adoption of technologies
such as 5G, artificial intelligence and big data, the world is
experiencing remarkable changes to better productivity
especially for IOT related activities. Amid rising utilization
of the internet, the world is experiencing a paradigm change
consisting of human’s Internetwork linkage to IOT links [4]
[5].

 IOT as an evolving technology enables an incredible
amount of gadgets to get linked to Internet which include
smart equipment, sensors, actuators, buildings, vehicles and
beam pumping units. It connects ubiquitous devices thereby
enabling things getting detected and controlled remotely. The
IOT is envisioned to enhance effectiveness, precision and
along with cost savings. It is presently influencing basic roles
in several promising services which includes smart cities,
smart grids and intelligent transportation systems[6].

More so, Cloud computing since inception has shown
promising functions in increasing the visibility and abilities
of computing, storage and networking structure of
applications. It has been viewed as an architecture known to
promote universal access of network resources and services
to users as at when needed worldwide[7][8].

Years ago, the computation loads and volume of data in
cloud servers keep rising whereby the computation outcomes
and regulated information are constantly transferred to the
centralize cloud storage. The cloud architecture given its
advantages of faster processing still encounter issues of rising
time delay [9][10]. The time delay has been on the rise due to
the overhead triggered by inter cloud communications. 

The Edge computing paradigm has become a vital
resolution to tackle the issues of evolving technologies such
as cloud and IOT by reducing data transmission rates, latency
and pressure linked with cloud data computation. The
generated data by the edge devices in an edge computing
architecture are usually process at the edge of the network
instead of been transferred to the distant cloud storage where
they are computed by the edge devices with only information
containing unusual patterns been transmitted to the distant
cloud [11][12].

Critical infrastructure (CI) are those vital assets which
includes oil and gas pipeline, power plants, airports, water
treatment plants, public health, transportation systems,
agriculture, security service, power grids and communication
systems in physical or virtual form that are considered vital
for the regular operations of an economy and the society as a
whole [13] [14].

The connection of CI and edge technologies in the form of
embedded systems, mobile technologies, smart devices,



wireless technologies and the extensive growth of the Internet
are easing the deployment of robust and dependable results
where the failure of a particular system often results to major
catastrophe [15][16][17]. This has led to issues that have
influenced the IOT systems service delivery time
significantly. The study seeks to review the current state of
Edge computing and architectures, its role in critical
infrastructure delay sensitive applications, Architectural
issues of Cloud and IOT integration, proposed an Edge
computing framework for delay sensitive critical
infrastructure and also the simulation of the proposed
framework.
The core input carried out by this research includes:

i. Outlined the challenges associated with IOT and
Cloud based systems 

ii. Review the role of edge computing in Critical
infrastructure IOT based systems.

iii. Highlight the various Edge Computing
Architectures 

iv. Present an Edge computing framework for delay
sensitive critical infrastructure

v. The simulation of the proposed framework
The study consist of eight sections that begins with

introduction, architectural issues  of IOT and cloud based
systems, edge computing role in critical infrastructure IOT
systems, edge computing deployment architectures, Edge
computing framework for delay sensitive critical
infrastructure, Experimentation ,Results discussions and lastly
conclusion and further studies.

II. Aඋർ ංඁඍൾർඍඎඋൺඅ ISSUES  ඈൿ IOT ൺඇൽ Cඅඈඎൽ ൻൺඌൾൽ Sඒඌඍൾආඌ 
With the IOT disruption leading to connection of mobile

and static gadgets in billions offering real time applications,
the cloud architecture technology tend to encounter major
issues in the form of high latency, extreme bandwidth request
and facilities of mobility [18]. Over the years, several of the
computing jobs earlier linked with cloud based architecture
are been relocated to the edge network [1] with the data been
computed as distributed jobs [19]. 

The importance of cloud architecture and IOT paradigm
integration is aimed at evolving improving results in the form
of universal and protected technique. This qualities often
make process of merging quite simple, but the challenges that
arises as a result of the integration includes big data, privacy
concerns, safety, homogeneity  and lawful features. 

Even though the cloud architecture emergence have led
to computation and data keeping limitations getting removed,
the computing tasks and volumes of information are rising
thereby leading to frequent increase in data traffic [8][20][21]
and bandwidth issues[22]. The cloud and IOT devices
connection interaction is as shown in Fig. 1

Fig. 1. Cloud and IOT Architecture [22]

III.Eൽ඀ൾ Cඈආඉඎඍංඇ඀ Rඈඅൾ ංඇ Cඋංඍංർൺඅ Iඇൿඋൺඌඍඋඎർඍඎඋൾ IOT 
ඌඒඌඍൾආඌ

Current cloud architecture lacks efficiency in processing
the huge information within short time with the aim of
satisfying the client’s conditions especially for delay
sensitive applications. More so, the long time it takes to
process the huge information often influence the service
delivery and the general working condition of the network. 

In surmounting the limitations of the cloud paradigm, the
edge computing paradigm was introduce which is an
architecture that offers a decentralized solution involving
computation of data at the network edge. Additionally, the
edge architecture aids the IOT systems requiring less
computation time thereby improving the energy utilization
rate and use of resources [8][23][24][25]. 

Examining IOT applications in critical infrastructure such
as oil pipeline, bridges, farmhouses, connected vehicles,
power grids, smart homes, telecommunication systems, smart
port and smart airports, it primarily needs constant
functioning of the IOT gadgets at the deployed environment
with some been severe in some cases [8][26]. 

In situations where there is sudden emergency such as
procedure or device breakdown, measures need to be
engaged instantly exclusive of requiring commands by the
distant cloud storage [27][28]. With this conditions
occurring, it is critical to take instant action against the
occurrence by putting off the defective device in the case of
an oil pipeline infrastructure network once the fault is
detected [1][8][30].

The Edge architecture can thus be comprehended as a
paradigm involving the generation, computation and
investigation of the data usually by a device like an IOT
gateway or customize gadgets having acceptable processing
ability. The deployed edge procedures allows instant
investigation for the collected vast amount of information
produced by the sensor devices [31] [32] [33]. 

IV. Eൽ඀ൾ Cඈආඉඎඍංඇ඀ Dൾඉඅඈඒආൾඇඍ Aඋർ ංඁඍൾർඍඎඋൾඌ
This section examines the different edge technologies.

A. Fog Computing
Given the issues linked with cloud computing, research

has led to the idea of fog computing (FC) in resolving some of
the challenges. This is aimed at making the cloud services
closer to the data source which usually consists of sensors,
embedded systems, mobile phones and autonomous cars
[34][29][35].

The term Fog computing (FC) is a network architecture
that uses the end user edge devices to obtain huge amount of
storage, computing and communication resources utilized to
carryout measurement, control, processing, configuration,
and tasks [37]. FC which is a term coined by Cisco[36], refers
to a distributed layer of a network environment linked
alongside cloud architecture and IOT where the FC is acting
in place of the central cloud thereby offering the opportunity
for those data that needs instant processing [38][39]. The fog
layer essentially consists of the centralized cloud, fog nodes
that act as the mini clouds and the IOT devices level which is
as shown in Fig. 2.



Fig. 2. FC Architecture [26][36]

B. Cloudlet
The Cloudlet is an edge based architecture that comprises

of a mini datacentre situated at the network edge with the aim
of bringing cloud computing capabilities nearer to the users.
Cloudlet been specific to a geographical location, is primarily
use for mobile devices where it is linked to a location as it
traverses to and fro the network. The cloudlet main idea is the
aid it offers to several time consuming systems through
utilisation of effective computational mechanisms that
proffers lesser delay[23][40]. The cloudlet interaction
architecture is as shown in Fig. 3.

Fig. 3. Cloudlet Architecture [45]

D. Mobile Edge Computing
As an edge design, mobile edge computing (MEC) offers

cloud architecture capabilities at the edge of network. While
the primary cloud computing functions on remote cloud
storage tend to be situated distance away from clients and
gadgets, MEC allows tasks to be carried out at the base
stations (BS)[7][41]. Mobile Edge Computing is intended for
lower latency, location aware and higher bandwidth that
actually positions computing functionalities and service
environment at the cellular network edge[36][42]. The
deployment of the edge servers on cellular BS enables the
users to employ latest applications and services easily and
rapidly[43][44]. As described by the European 

Telecommunication Standard Institute (ETSI), MEC is
also referred to as Multi Access Edge Computing with the
aim of possessing different wireless communication
technologies [45] [46]. The general architecture of the MEC
is as shown in Fig. 4.

Fig. 4. MEC Architecture [7] [41]

C. Dਅਗ Cਏ਍ਐਕਔਉ਎ਇ
As an edge paradigm, dew computing offers extra layer

amidst the end users devices which consists of smart sensors
that transform physical quantities into digital information. It
allows effective management among Cloud, Edge and Fog
layers thereby encouraging independence alongside
cooperation between linked devices [47].

Dew computing as a model, links the main notion of cloud
computing with the abilities of end devices. It fulfils diverse
variations exhibited by cloud computing. Variations are often
formed by halting the cloud services while the internet is not
available thereby making the user loose connection to the
cloud and cannot utilize the services. As such, Dew
computing offers transitory service so as to handle and enable
the user to proceed with the critical services as desired [48].

The Dew Computing paradigm additionally increases the
dissemination of resources as observed with Fog Computing
and stand at the lowest level of the architecture as seen in fig.
6. Dew computing is centered on the idea of micro-services
which are offered by end-user devices which includes mobile
devices, laptops and smart devices which are independent of
the central nodes. In the Dew Computing architecture, some
features and data are moved on the end devices, thus
recognizing the abilities of distributed devices and services of
the cloud [49]. The general architecture of dew computing
paradigm is as shown in Fig.5.

Fig. 5. Dew Computing Architecture [47]

E. Mist Computing
Mist computing as an edge computing architecture

broadens the computational methods of IOT alongside the
main cloud and the edge of the network. The cloud offers
extreme processing facilities alongside huge range
information to IOT 
systems. The mist 
level enables
systems and the edge level 



characterized with fog architecture to append processing
layers amongst cloud and sensor mechanisms. The least level
which comprises the limited computational IOT gadgets are
regarded the mist level. The mist level architecture is aimed at
minimizing large size information transmission weight of the
network, likewise offering capabilities of actual time near the
clients [50].

Considering processing and transmission abilities, the
mist platform relies on collection of homogenous group of
limited gadgets thereby allowing the sharing of facilities in a
more active ecosystem of the IOT [50][51]. The general
architecture of the mist computing is as presented in Fig. 6.

Fig. 6. Mist Computing Architecture

V. RELATED WORK
Given the impact and relevancy of critical infrastructure and
edge computing in several domains of human endeavor,
numerous research has been conducted in that regard. In [52],
the authors studied fog computing and WSN for pipeline
leakage detection. The study considered only energy as
metric for analysis.

In [53], the authors considered the idea of federated edge
for remote oil field disaster management where they
examined the various task arrival and assignment rates. The
study did not however evaluate metrics such as network
utilization rate and its influence between cloud and edge
scenarios.

In [54], the authors presented a proposal based on
Bayesian Network model of Quality of Service (QoS) related
parameters for the estimation of VM availability in Edge
infrastructure. The study did not consider a particular area of
application and no analysis of network utilization as an edge
architecture metric for performance measurement.

The authors in [55] studied edge and cloud computing
applications in smart grid. While the study examines
extensively various edge and cloud paradigm applications
and architectures, there was no experiment carried out to
evaluate the presented applications.

The authors in [56] utilized the approach of sliding
window for critical systems response time enhancement.
However, the application domain is in the automotive domain
with no evaluation of the systems network usage in terms of
bandwidth consumption between the edge and cloud
architectures.

The authors in [57] reviewed the security threats, analysis
and challenges of edge computing utilization in critical
infrastructure.  There was however no empirical backings
given for the edge role in critical infrastructures.

The authors in [58] carried out a study on the use of edge
computing and blockchain technology for securing critical
infrastructure thereby making it more scalable. The study did
not show any empirical backing to achieve the stated
objectives.

The study in [59] shows the practical use case of edge and
fog architectures in civil infrastructure structural health
monitoring. The techniques seems promising to monitor
critical infrastructures but no clear evaluation was made
regarding the devices network bandwidth and energy
consumption in comparison amongst the cloud and edge
applications scenarios.

The management of resources in edge computing is often
regarded as a difficult activity as it involves substantial
volume of resource constraint devices so as to satisfy the IOT
dispersed nature. Due to the high cost involved with the real
time deployment of edge computing systems, the use of
simulation is often popular among researchers nowadays.
The Simulation tools apart from offering structures for
designing personalized experimentation, it also helps in
reproducible estimation [60]. 

Several simulators such as Edgecloudsim [61], iFogSim
[62] and SimpleIoTSimulator [63] are in use currently for
edge architecture scenarios modelling and experimentation.
This research used the iFogSim simulator due to its
simplicity, robustness and the fact that it proffers choices of
simulating personalized edge architecture situations amid
huge number of IOT and edge devices.

VI. Eൽ඀ൾ ർඈආඉඎඍංඇ඀ ൿඋൺආൾඐඈඋ඄ ൿඈඋ ൽൾඅൺඒ ඌൾඇඌංඍංඏൾ 
ർඋංඍංർൺඅ ංඇൿඋൺඌඍඋඎർඍඎඋൾ

The proposed edge architecture framework for as shown
in Fig. 7  consist of an oil pipeline segment incorporated with
IOT devices, edge analytics layer and the central cloud. The
IOT device layer measure parameters such as flow rate,
pressure and temperature. In the incidence of leakage as a
result of the significant drop in any of the measured
parameters, the system will be able to respond appropriate
within short time period for immediate response to prevent
loses and environmental damages that might occur. The edge
mechanism is critical in this regard since decision will be
taken at the edge instead of waiting for response from central
cloud storage that might delay the action.

Fig. 7. Proposed Edge Architecture with an oil pipeline
segment

VII. Eඑඉൾඋංආൾඇඍ Sൾඍඎඉ ൺඇൽ Rൾඌඎඅඍඌ Dංඌർඎඌඌංඈඇ



The simulation was carried out using IfogSim imported
into the Eclipse IDE. The terminal use was a Core i5 CPU
with speed of 2.60GHz, 8GB of RAM and 64bit operating
system based processor.  Preceding the simulation was the
network topology created for both cloud and edge
architecture as seen in figs. 8 and 9 respectively. Fig.8
consists of 6 sensors which are connected to the cloud via
the gateway server. 

Similarly, Fig. 9 consist of two edge nodes named as
edge node1 and edge node 2 having 3 individual sensors
named 1 to 6 connected to them and linked to the cloud via
the gateway server. The sensors in the context of the oil
pipeline critical infrastructure are assumed to read the
pressure, flowrate and temperature of the surrounding
pipeline segment.

Fig.8 Cloud Topology with Sensors

The parameters used for both the cloud and edge topology
for Figs. 9 and 10 is given in table 1 and 2 respectively

Fig.9  Edge Topology with Sensors, Gateway Server and
Cloud

TABLE I. Cඅඈඎൽ ർඈඇඇൾർඍൾൽ ඐංඍ  ඁSൾඇඌඈඋඌ ൺඇൽ Gൺඍൾඐൺඒ Sൾඋඏൾ

S/N Parameters Cloud Gateway
1. Rate/ MIPS 0.02 0.1
2. Level 0 1
3. Downlink Bandwidth 

(MB)
2000 1500

4. Uplink Bandwidth (MB) 1500 1000
5. RAM(MB) 30000 3500
6. MIPS (CPU) 35600 2600

TABLE II. Cඅඈඎൽ ർඈඇඇൾർඍൾൽ ඐංඍ  ඁEൽ඀ൾ ඇඈൽൾඌ, Gൺඍൾඐൺඒ ൺඇൽ Sൾඇඌඈඋඌ

S/N Parameters Cloud Gateway Edge

1. Rate/ MIPS 0.02 0.1 0.1
2. Level 0 1 2
3. Downlink 

Bandwidth (MB)
2000 1500 500

4. Uplink Bandwidth 
(MB)

1500 1000 500

5. RAM(MB) 30000 3500 3000
6. MIPS(CPU) 35600 2600 2000

Considering delay and network utilization as the metrics,
the observed performance of both the cloud and edge
topology scenarios is as shown in Table 3 and 4 respectively.

TABLE III. Eൽ඀ൾ ൺඇൽ Cඅඈඎൽ Dൾඅൺඒ Aඇൺඅඒඌංඌ

Number of 
Sensors Edge Delay Cloud Delay

6 14.283 15.323

9 15.32 16.82

12 15.67 18.12

15 16.2 416.23

18 17.12 977.29

21 17.72 1931.5

TABLE IV. Eൽ඀ൾ ൺඇൽ Cඅඈඎൽ Nൾඍඐඈඋ඄ Uඍංඅංඓൺඍංඈඇ

Number of
Sensors

Edge Network 
Utilization

Cloud Network 
Utilization

6 25645.94 572629.76

9 69567.88 1157725.52

12 112637.8 1776361.28

15 142691.8 2043585.04

18 169577.7 2056008.8

21 176134.7 2097096.92

Furthermore, the simulation outcomes also shows the
contrast between the cloud and edge scenarios in terms of the
delay and network utilization as depicted in Fig. 10 and 11
respectively.
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From Figs. 10 and 11, it is evident that with the increase in
the number of sensors the delay is seen to be high for the
cloud scenario and also the network utilization is seen to be
high in the cloud architecture in contrast with the edge
architecture.

VIII. Cඈඇർඅඎඌංඈඇ ൺඇൽ Fඎඋඍඁൾඋ Sඍඎൽංൾඌ
IOT allows interaction amongst gadgets, entities and any

computational facility capable of sending and accepting
information within network environment with no need for
human intervention. The key feature of an IOT system is the
huge amount of generated data by the sensor gadgets that
requires computation within less time period on the remote
cloud.  

The existing cloud architecture however is not effective in
meeting the demands of delay sensitive applications given the
huge data to be process instantly to meet the users’
requirement. 

The Edge computing paradigm has become a vital
resolution to tackle the issues of evolving technologies such
as cloud and IOT by reducing data transmission rates, latency
and pressure linked with cloud data computation.

In this study, an edge computing framework for an oil
pipeline critical infrastructure was proposed and simulated.
Parameters such as delay and network bandwidth utilization
was analyzed in contrast to the cloud and edge based
architecture. It was shown that the edge based architecture
shows less delay and less network utilization rates.  Further
studies will involve developing a framework based on deep
reinforcement learning for critical infrastructure continuous
monitoring.
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