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Preface

From the smallest of atoms to the largest of real numbers, science and mathematics
are sorely needed in solving many of the major contemporary issues: energy, climate
change, poverty, big data, food and water. The world is looking for sustainable
solutions to problems more than ever. The synergistic approach of Mathematicians,
Scientists and Engineers has undeniable importance for finding and implementing
sustainable solutions to our biggest problems. Nevertheless, as changes occur and
development takes place, the responsibility of sustaining it does not only lie in the
hands of scientists, mathematicians and engineers but also on the society. People at
large, irrespective of their backgrounds, play the most crucial roles in ensuring that
the world we live in would continue to flourish. Hence, it is imperative for us to
disseminate facts to the public with thorough honesty. They should be enlightened
with the latest developments in the field of science and engineering which are aimed
for sustainable future technologies.

With this viewpoint SCIEMATHIC 2021 is planned with a theme “Quest for
Sustainable Science and Mathematics for Future Technologies.” It is the seventh in
the series of SCIEMATHIC conferences organised by Faculty of Applied Sciences
and Technology (FAST), Universiti Tun Hussein Onn Malaysia every year. As
COVID-19 precautionary measure, it is organised online this year during 27–28
October 2021.

This book highlights the work of amazing researchers from different parts of the
world with a focus on potential applications for future technologies. It will provide a
quality insight to the reader about the leading trends in sustainable science and tech-
nology research. It covers the research work of Physicists, Mathematicians, Statisti-
cians and Data Scientists, aiming to find sustainable solutions to the major problems
in the scientific world.

From SCIEMATHIC 2021, we attracted papers from 6 different countries. In this
volume of SPP we are including 39 high quality papers, each of these is accepted
for oral presentation and publication after blind peer review by at least two inde-
pendent reviewers. The papers in this proceeding are divided into four sections
Physics, Mathematics, Statistics and Engineering, as they were presented during
the conference.

ix
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Chapter 1
Passively Q-Switched Erbium-Doped
Fiber Laser Based on PSF-ZnO-TiO2
Nanoparticles as Saturable Absorber

Nik N. H. E. N. Mahmud, Noor A. Awang, Nurul I. Rasli, and Hatijah Basri

Abstract This paper presents PSF-ZnO-TiO2 NPs as SA for passively Q-switched
EDFL generation at 1568.6 nm with 3-dB bandwidth of 1 nm. The SA was prepared
by cutting the PSF-ZnO-TiO2 NPs into small pieces and inserting it between twofiber
ferrules connectors. The modulation depth of PSF-ZnO-TiO2 NPs was 45.12% with
saturation intensity of 0.0067 MW/cm2. The Q-switched pulses generate repetition
rate of 19.86 kHz to 50.90 kHz, reducing pulse width from 8.73 to 3.82 μs from
pump power of 194.5 mW to 423.0 mW, respectively. The highest repetition rate was
50.90 kHz, which indicates a SNR value of 34.90 dB. This result shows that PSF-
ZnO-TiO2 NPs has achieved good performance of generating passively Q-switched
EDFL, since it is the first demonstration of the use of membrane materials.

1.1 Introduction

Q-switched fiber laser has received many researchers’ attention in recent years due
to the various potential uses such as in clinical application, remote sensing, optical
communication and material processing [1–4]. Compared to the continuous wave
laser, the Q-switched fiber laser can generate microseconds to nanoseconds pulse
range with repetition rate in the kilohertz regime. Active and passive are techniques
to achieve Q-switched pulsed laser. Passive technique is more favorable than active
technique due to simple in fabrication, cost-effectiveness and flexibility for industrial
applications [5]. This technique can be accomplished via employing a SA into the
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laser cavity. The first the Q-switched laser is conquered by semiconductor saturable
absorber mirrors (SESAMs). Although SESAMs have good stability, but it also
suffer from narrow operating wavelengths, cost-ineffective and complex fabrication
processes [6, 7].

Other’s material is developed and incorporated as SA including graphene [8, 9],
carbon nanotubes (CNTs) [10], transition metal dichalcogenides (TMDs) [11–13],
black phosphorus [14] and Topological insulator (TI) [15]. Graphene and CNTs
have garnered great interest as SAs in Q-switched fiber laser, due to its exceptional
broadband optical absorption and fast recovery time [16]. However, graphene has
the disadvantages of low modulation depth and weak absorption. At the same time
CNTs SA operation wavelength depends on their diameter and can only operate at
moderate pumping level as it is relatively low saturation and low damage threshold
[17–19].

Over the last few years, two dimensional (2D) materials attracted much attention
due to the photonic properties. The 2D material may share similar photonic prop-
erties such as various linear optical absorption, causing saturated absorption due to
Pauli blocking including fast relaxation time and high optical nonlinearity. Besides
graphene, there are three types of 2D materials that are actively investigated which
are transition metal dichalcogenides (TMDs), topological insulator (TI) and black
phosphorus (BP). The generation of pulsed fiber laser based on topological insulators
such as Bi2Te3 has been achieved due to its characteristic which is easily saturated
beyond a certain threshold. Not only that, the band structure of TIs is similar to
graphene with Dirac cones characteristics and offers broader light absorption than
graphene [15, 20].

Other than TIs, transition metal oxides (TMOs) are successfully exploited as SA.
The transition metal of oxides such as nickel (Ni), titanium (Ti), zinc (Zn), vanadium
(V), copper (Cu), aluminum (Al) and Iron (Fe) [21–28]. In 1960, ZnO has gained
attention for its various applications such as sensors, transducers and optoelectronic
devices due to its 3.37 eV bandgap and high energy binding 60 meV [29] ZnO
also has short recovery time of 1–5 ps when observed through second-harmonic
generation [30]. Recently, TiO2 materials are reported to be suitable for pulsed laser
operation due to its properties of ~3.2 eV indirect bandgap [31]. Zhang and Wu
reported that the spectral absorption of TiO2 SA material can be extended until the
near-infrared (NIR) region and it also can operate in several wavelengths, particularly
1, 1.5 and near 2μm [22, 32–35]. Moreover, TiO2 offers fast recovery time of 1.5 ps,
cost-effectiveness, easy availability as well as high chemical and optical stability,
however it suffers from various instability problems at room temperature operation
[36]. Thus, this quality makes it an ideal material for a variety of applications such
as water treatment, agriculture and laser application [37–39].

BP also has similar characteristics to graphene, where BP lies between gapless
graphene and large bandgap of TMDs. Additionally, this material provides inter-
esting characteristics in terms of direct band gap, planar characteristic andwide-band
absorption [40, 41]. Nevertheless, it also encounters some problemswhen exposed to
a humid environment, BP hydrophilic surfaces degrade [42].According to Song et. al,
few solutions to enhance the antioxidant properties onsequently this method makes
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the whole process more complicated [43]. Regarding this issue, researchers started to
discover material-polymer composite film as SA to improvematerial stability. This is
associated with the hydrophobic properties of polymers that provide encapsulation to
the material and ensure oxygen free condition. Guo et al. reported the ultrafast pulse
generation using Te/polyvinylpyrrolidone (PVP) composite SA where this material
can survive after 6 h stability test in different gain medium. Thus, showing that the
composite film method can prolong Te material [44].

In recent years, Polysulfone (PSF) has been the most favorable membrane mate-
rial due to its desirable thermal and mechanical properties as well as physical and
chemical stability [45]. In this work, we demonstrate the fabrication of PSF-ZnO-
TiO2 as SA. Incorporating TiO2 and ZnO nanoparticles (NPs) in PSF membrane to
improve the necessary membrane properties. Among the nanoparticles (NPs) study,
TiO2 NPs has been widely used in preparing nanocomposite membranes due to their
good properties such as low-cost, strong photocatalytic, chemical and photochemical
stability. However, large band gaps of TiO2, high electron hole recombination and
the aggregation of nanoparticles in membrane matrix and degradation of polymer
membranes under UV light. Thus, the combination of TiO2 with ZnO can lower
the rate of electron hole pair recombination, indirectly improving photocatalytic [46,
47]. To our knowledge, this is the first demonstration usingmembranematerial (PSF-
ZnO-TiO2 NPs) as SA to produce a Q-switching pulse. The SA is constructed by
sandwiching a PSF-ZnO-TiO2 NPs between two fiber ferrules. Our finding suggests
that PSF-ZnO-TiO2 NPs could find potential applications in photonic applications.

1.2 Preparation and Characterization of PSF-ZnO-TiO2
NPs Membrane as Saturable Absorber

1.2.1 Morphology and EDX, Analysis of PSF-ZnO-TiO2 NPs
Membrane

The PSF-ZnO-TiO2 NPswere synthesized via the phase inversionmethod. Themate-
rial preparation consists of 11% of the polymer, 88% of N-methyl-pyrrolidinone
(NMP) and 1% of biosynthesized ZnO-TiO2 NPs. The dope solution was prepared
by stirring the polymer, solvent and NPs at 650 rpm and 250 °C overnight. Compared
to conventional chemical synthesis methods, the green synthesis route is safer for
preparation of biosynthesized NPs. The novel biosynthesized ZnO-TiO2 NPs. NPs
was organized using 2 g of aloe vera extract reacted with 0.3 M of zinc nitrate and
0.3 M of titanium butoxide precursor. The process took 48 h of reaction time at room
temperature. The yield of this biosynthesis process was 12.068 g of ZnO-TiO2 NPs.

The morphology surface of the PSF-ZnO-TiO2 NPs membrane was characterized
by using FESEM(FEI 3DDUALBEAM) as shown in Fig.1.1. The images of FESEM
were obtained when the electron accelerating voltage was set at 20 kV with 50 k
magnification, showing a nonuniform shape such as hexagonal, oval and spherical



6 N. N. H. E. N. Mahmud et al.

Fig. 1.1 The top surface of PSF-ZnO-TiO2 NPs at 50kX magnification

due to the mixture of ZnO-TiO2 NPs [48–51]. The nonuniform shape (in red circle
line) measured the NPs size range from 27 to 690 nm at 50kX magnification. The
particles also scattered and agglomerated on the top surface of the membrane. The
surface morphology for ZnO-TiO2 NPs shows different structure or shape due to the
biosynthesis process. Inspired by the previous research, the NPs are synthesized by
using plant extracts which is aloe vera extract [52]. Apart from that, NPs structure
can be increased by increasing the concentration of the aloe vera extract.

Figure 1.2 shows the EDXanalysiswhichwas operated to determine the elemental
of PSF-ZnO-TiO2 NPs. The EDX analysis examines that carbon (C) has a very
strong peak intensity compared to other elements due to the presence of elements
shown in the chemical structure of PSF membrane in Fig. 1.3. The existence of
other elements such as Titanium (Ti) and Zinc (Zn) also can be seen because of the
embedded biosynthesis ZnO-TiO2 NPs. The respective atomic percentages of each
traced element were demonstrated in Table 1.1. The atomic % of the elements shows

Fig. 1.2 EDX spectrum of PSF-ZnO-TiO2 NPs
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Fig. 1.3 EDX spectrum of PSF-ZnO-TiO2 NPs

Table 1.1 EDX analysis of
elements and atomic %

Elements Atomic %

C 75.87

O 14.49

S 8.27

Ti 0.14

Zn 1.23

that the number of atoms for C, O, S, Ti and Zn were 75.87%, 14.49%, 8.27%, 0.14%
and 1.23% respectively.

1.2.2 Nonlinear Absorption Properties of PSF-ZnO-TiO2
NPs SA

The nonlinear optics absorption of PSF-ZnO-TiO2 NPs SA was studied by the using
of the twin detector method. The passive mode-locked EDFL serves as the probe
light source with a frequency of 12.64 MHz and pulse width 716.5 fs. Figure 1.3
shows the nonlinear absorption curve. The orange points represent the experimental
data, exhibiting a typical saturable absorption performance. The absorption intensity
is represented by calculated curve using the formula given by

α(I ) = αs

1+ I
Is

+ αns (1.1)

Based on the equation above, the absorption coefficient is denoted as α(I).
Figure 1.4 displays a saturable absorption (αs) known as modulation depth, and satu-
ration intensity (Is) of PSF-ZnO-TiO2 NPs saturates from absorption data depending
on the respective power of 45.12% and 0.0067 MW/cm2. Nonlinear absorption can
be seen from 39.10 to 84.22% in saturation. This indicates that optical absorp-
tion increased by 45.12% when PSF-ZnO-TiO2 NPs were saturated at an intensity
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Fig. 1.4 The nonlinear
absorption PSF-ZnO-TiO2
NPs SA

of 0.0067 MW/cm2, giving a modulation depth of 45.12%. Meanwhile, the non-
saturable absorption is 84.22% which is stated as a percentage of linear absorption
due to normalization [53].

1.3 Experimental Setup of Passively Q-Switched Based
on PSF-ZnO-TiO2 NPs SA

1.3.1 Single Ring Cavity

The prepared PSF-ZnO-TiO2 NPs SA is incorporated into the laser cavity as
presented in Fig. 1.5. From Fig. 1.6, the laser diode 980 nm was pumped through
a WDM of 980/1550. The 3 m of EDF with 18.93 dB/m absorption coefficient was
employed inside the laser cavity as an amplifying signal. The optical isolator was
added right after the EDF to prevent any unidirectional light propagation. Then, PSF-
ZnO-TiO2 NPs SA was cut into a smaller size (less than 1 mm2) and was used into
the EDFL cavity by inserting it between two fibers. Once the SA was successfully

Fig. 1.5 Preparation of PSF-ZnO-TiO2 NPs SA
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Fig. 1.6 The single ring cavity of passively Q-switched EDFL on PSF-ZnO-TiO2 NPs SA

employed, the insertion loss of fiber SA was calculated to be less than 1 dB. The
90:10 of output coupler was also added in the laser cavity, where 90% of the light
oscillating back inside the cavity. Meanwhile, 10% of light was connected to the
input of a 50:50 optical coupler. Signals from the 50:50 coupler were recorded using
an Tetronik oscilloscope (OSC) and Anritsu optical spectrum analyzer (OSA). After
the single ring cavity was done splicing, the length of the cavity was measured to be
7.44 m, whereas all fiber uses are based on singlemode operation.

1.4 Result and Discussions

Initially, the PSF-ZnO-TiO2 NPs SA was integrated into the EDFL configuration
by sandwiching it between two fiber ferrules. The light signal from the laser diode
was pumped at 55.1 mW of pump power to generate a stable CW. The laser cavity
reached the threshold pump power at 194.5 mW and the Q-switched pulses started to
appear. The pump power kept increasing from 194.1 until the pump power exceeded
the maximum pump power of 423.0 mW Thus, the Q-switched pulses disappeared
and laser operation of CW was observed again due to the excessive saturation of SA
at high pump power intensity. It proves that the value of repetition rate depends on
the pump power applied.

From Fig. 1.7, the optical spectrum of Q-switched EDFL generates the output
power of –3.36 dBm. It also shows the central wavelength of the Q-switched pulse in
the 1568.6 nm region.Moreover, the laser spectrumoperates at 1568.0 and 1569.0 nm
with a 3 dB bandwidth of 1 nm which was considered as broad laser bandwidth in
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Fig. 1.7 Optical spectrum of passively Q-switched EDFL based on PSF-ZnO-TiO2 NPs SA at
pump power of 423.0 mW

Q-switched spectrum. This broadening effect of the passively Q-switched EDFL
occurs because of the self-phase modulation (SPM) phenomena [48].

Figure 1.8a shows the pulse train of the passively Q-switched EDFL. Passively Q-
switched EDFL pulse repetition rate was measured at 19.86 kHz at 194.5 mW pump
power. The pulse duration measured directly from the oscilloscope was approxi-
mately 19.65 μs. This is due to the self-mode-locking that does not happen during
the Q-switched process [49]. Next, the single pulse shape encircles at a minimum
pump power of 194.5 mW as shown in Fig. 1.8b. The graph shows the pulse width of
theQ-switched EDFL is 8.73μs, which corresponds to an output voltage of 0.0016V.
The peak intensity was almost constant at –0.005 and 0.016 V at minimum pump
power. This proves that as the pump power increases, the peak intensity remains
uniform.

Figure 1.9a shows the pulse train output at the maximum pump power of 423.0
mW. The pulse duration generates 19.65 μs corresponding to a repetition rate of

(a) (b)

Fig. 1.8 Passively Q-switched characteristic at pump of 194.5 mW a pulse train, b single pulse
profile
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(a) (b)

Fig. 1.9 Passively Q-switched characteristic at pump of 423.0 mW a pulse train, b single pulse
profile

50.90 kHz. It shows that the pulse duration depends on the pump power. Apart from
that, more gains from the pump power was required to saturate the SA, indicating a
narrower pulse width. Figure 1.9b illustrates a single pulse profile which generates a
pulse width of 3.82 μs. The higher pump power applied, the repetition rate increases
due to the population inversion, thus giving a narrower pulse width.

To prove the stability of passively Q-switched EDFL performance, the RF spec-
trum was measured using RF spectrum analyzer with a 5 GHz photodetector.
Figure 1.10a, b shows the measured spectrum at minimum and maximum pump
power, which indicated the fundamental frequency at 19.86 kHz and 50.90 kHz,
respectively. The fundamental frequency of the Q-switched EDFL generates SNR
value of 34.30 dB at a minimum pump power of 194.5 mW. Nevertheless, the
maximumpumppower of 423.0mWproduces SNRvalue of 34.90 dBwhich is higher
than minimum pump power. Thus, the SNR value increases with pump power and
passively Q-switched EDFL showsmore stability whenmore pump power is applied.

(a) (b)

Fig. 1.10 The RF spectrum a 194.5 mW, b 423.0 mW
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Figure 1.11a shows the graph of pump power and output power. The graph shows
a linear increment in the output power. From the graph, the slope efficiency was
calculated to be14%.The relationship betweenpulse energy andoutput power against
pump power shown in Fig. 1.11b. The orange dot indicates that the pulse energy
slightly increased and decreased when the pump power reached at maximum. This is
due to the unstable Q-switched average output power which can affect the calculation

Fig. 1.11 (a) The output
power against pump power
(b) the pulse energy and
output against pump power
(c)

(a)

(b)

(c)
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of the energy pulse as the average output power decreases. Therefore, the pulse energy
produced at pump power of 230.6 mWwas 11.56 nJ which is higher than the others.

Figure 1.11c shows the relationship between pulse duration and repetition rate
were measured as a persistence of the pump power. As the pump power increased
from 194.5 mW to 423.0 mW, the repetition rate increased linearly from 19.86 to
50.90 kHz, which corresponds to the Q-switched pulse characteristic. As expected,
the decrease of pulse duration from 50.35 to 19.65 μs. Thus, the shortest pulse
duration of 19.65 μs was attained at the pump power of 423.0 mW. The Q-switched
pulses become unstable and disappear when the pump power is raised beyond the
maximumpump power. This is due to the thermal effect of SA, as thematerial already
saturated.

1.5 Conclusion

The employment of PSF-ZnO-TiO2 NPs SA for generating passively Q-switched
EDFL was successfully demonstrated. PSF-ZnO-TiO2 NPs SA was fabricated and
prepared to generate passiveQ-switched, operating at 1568.6 nmwith threshold pump
power of 194.5 mW. The increase of the pump power from 194.5 mW to 423.0 mW,
resulted in the reduction of the pulse duration from 50.35 μs to 19.65 μs, which
corresponded to the pulse repetitions of 19.86 kHz and 50.90 kHz, respectively.
The RF spectrum showed SNR value of about 34.30 dB and 34.90 dB at pump
power of 194.5 mW and 423.0 mW. This indicates that the passively Q-switched
EDFL operates with good stability. In contrast, the pulse width was reduced from
8.73 μs to 3.82 μs when the pump power increased. The proposed Q-switched
EDFL incorporating PSF-ZnO-TiO2 NPs SA showed good performance from the
Q-switched pulse train in the 1.5 μm wavelength region, although this was the first
time a PSFmembrane embedded with ZnO-TiO2NPs biosynthesis. Future work will
be focused on the D-shaped fiber incorporating with PSF-ZnO-TiO2 NPs membrane
for pulsed fiber generation.
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Chapter 2
Validation and Thickness Dependency
of a Planar Material Return Loss
by Numerical Simulation

Wan Azmafaliyana Wan Azmi and Fahmiruddin Esa

Abstract This work aims to validate return loss (RL) calculation based on trans-
mission line (TRL) equation method of graphene oxide zinc ferrite (GO-ZnFe2O4)
epoxy composite through numerical design simulation usingCST-MicrowaveStudio.
Electromagnetic properties of material are important parameter for this work, which
have been retrieved earlier based on measured scattering parameter (S-parameter) in
previous study. Thus, a two-port rectangular waveguide (rwg) was firstly designed
and simulated to validate the S-parameter, reflection coefficient, S11 and transmis-
sion scattering, S21 at X-band frequency and both results are found to be perfectly
matched with each other. Second simulation work on planar composite based on
one-port termination method which was designed for RL characteristic where two
types of configurations were considered; waveguide and free space. The result of
minimum RL frequency by free space method is in good agreement with the TRL
that has been reported, which is at 10.5 GHz. However, the RL characteristics are
distinct between each other due to higher thickness that will cause higher reflection
in frequency selective surface (FSS) mode of simulation. The proposed thickness for
GO and 3-GO-ZnFe2O4 as a planar microwave absorber at X-band frequency range
is from 7 to 8 mm due to good impedance matching.

2.1 Introduction

The rapid development of electronic and telecommunications systems has led to
a strong interest in the electromagnetic absorber and microwave technology which
have been commonly used in various fields, such as stealth technology [1], EM
compatibility and shielding, sensors [2], energy harvesting [3], and passive cooling
technologies [4].
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The promisingmicrowave absorbingmaterial can be found in compositematerials
with dielectric and magnetic fillers due to their excellent dielectric and magnetic
characteristics along with a lower density and resistance to chemical substances
[5]. A matrix and filler can be found in a microwave absorber material. A polymer is
commonly used as amatrix for its lowprocessing temperature andflexibility of design
[6]. Commonly, most microwave absorbing materials are made of magnetic loss
powders such as magnetic metals [7], ferrites [8] and dielectric loss materials such
as carbon black [9], carbon fibers [10], carbon coils [11], carbon nanotubes (CNTs)
[12] and silicon carbide fibers [13] and polymers [14]. Ferrites as magnetic fillers are
one of the strongest magnetic materials ever found because of their low costs, strong
chemical stability, and variability in technological use [15]. The characteristics of
graphene-based materials, such as low density, wide surface area and high chemical
stability [16] have become a desirable option for microwave absorption materials.

S-parameters are being used to characterize the reaction of any network to the
signals existing in its port(s). The S-parameters define the magnitude and phase rela-
tion between the incident and the reflected waves on its port [17]. The S-parameter is
typically attached to the receiver port and the source port such as Sij where i represent
the receiver while j represents the source port.

Meanwhile, RL is a reflecting coefficient denoted by (S11) which represents the
inputs and outputs relation among ports and howmuch power the composite material
reflects [18].When S11 becomes 0 dB then it indicates that all power is being reflected
from the composite material, nothing is being dissipated. The value of S11 should be
at least –10 dB to provide effective output and then become a suitable candidate in the
application of microwave absorbing material [19]. Equation 2.1 shows the equation
of RL characteristics of composite materials by using transmission line theory [20].

ReturnLoss(dB) = 20log

∣
∣
∣
∣

Zin − 1

Zin + 1

∣
∣
∣
∣

(2.1)

Zin =
√

μr

εr
tanh( j

2π f d

c

√
μrεr ) (2.2)

where Zin is an input impedance of the absorber (epoxy composite material), Er is
complex relative permittivity, μr is the permeability of absorber, f is the frequency
of the incident electromagnetic wave, d is sample thickness and c is the velocity of
light in the free space.

In this work, by considering the results found from the previous study by [19],
the reported data of S-parameter has not been validated via simulation. The electro-
magnetic properties (permittivity and permeability), were well extracted byNicolson
Ross Weir (NRW) conversion method where the S-parameters were measured using
closed rectangular waveguide technique. Thus, it is a good motivation to design a
rectangular waveguide and simulate for S-parameters based on the calculated elec-
tromagnetic properties. Investigation on RL characteristic by simulation with one
termination port also has become an interest in this work where comparison will be
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made between free space and waveguide configurations. The finding later probably
would give us the result of which configuration fits well with the one that using the
TRL equation [19].

2.2 Methodology

CST Microwave Studio software, which is based on finite difference time domain
(FDTD) was used to design a two-port rectangular waveguide (rwg) for S-parameter
validation. Meanwhile for RL validation basically is created on rectangular waveg-
uide with one port termination and also frequency selective surface (FSS) which are
defined as waveguide (WG) and free space (FS) method, respectively in this study.

Figure 2.1a shows the rwg design where the material type defined as perfect elec-
tric conductor (PEC). The composite materials of 3-GO-ZnFe2O4, 1-GO-ZnFe2O4,
GO and ZnFe2O4 were built inside and at the middle of the rwg length as shown
in Fig. 2.1b where the frequency dependent electromagnetic properties were earlier
retrieved as reported in [19] with their respective thicknesses. Port 1 and Port 2 were
defined at each end of rwg, which represents microwave excitation and reception,
respectively.

In this work, dimension of the waveguide was designed based on WR90 size
standardwhere the operating frequency is inX-band range (8.2–12.4GHz). Themost
important parameter is the cross-sectional area of the aperture, which is 22.86 mm
(w) × 10.16 mm (h) that would give 6.56 GHz cut-off frequency. The length, l and
thickness, t of the rwg were designed 100 mm long and 2 mm thick, respectively.

Two types of RL characteristic simulation weremade in order to compare with the
one that has been simulated using TRL equation as reported by [19]. Firstly, rwgwith

(a) (b)

(c)

Fig. 2.1 a An empty rwg, b composite material inside the rwg and c full configuration of the
two-port rwg
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one termination port (WG) at the end of one of the apertures. This design basically
the same as rwg as discussed in the previous section in terms of the cross-sectional
dimension, however only excitation port was considered and the planar composite
materials were placed exactly right after the terminated port as shown in Fig. 2.2. The
second design was based on frequency selective surface (FSS) mode of simulation,
which is mostly used by periodical structure design of metamaterials. However, only
planar design of materials with various thickness will be investigated and because of
the measurement and simulation configuration can be done in an open air, thus this
technique is assumed to be like free space simulation, (FS). Figure 2.3 shows 8 × 8
periodical structure of planar composite with 23.7 mm2 single unit cell.

Fig. 2.2 a One-port rwg, b composite material at the terminated port, c termination port and d full
configuration of WG

Fig. 2.3 Periodical structure of planar composite. The black circle shaped represents a unit cell
with a square dimension of 23.7 × 23.7 mm that can be in various thickness
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2.3 Result and Discussion

Figure 2.4a, b show the results of S11 and S21, respectively at the X-band frequency.
It is obviously seen, there is a good agreement between both measured and simulated
data. This proves that the retrieved electromagnetic properties of the composite done
by [19] were accurate due to the correct measurement of S-parameters using a rect-
angular waveguide method. The S11 is increased as the GO content in the composite
increases because GO has a significant reflection as compared to ZnFe2O4 due to
higher conductivity [21].Whereas S21 shows an inverse trending where the transmis-
sion is less significant for GO due to higher dielectric loss [19]. Generally, at least
two epoxy composites having higher loss mechanisms, which are GO and 3-GO-
ZnFe2O4. These composites are probably the best candidates to be as microwave
absorber and further investigation will be discussed in the following subsection.

Figure 2.5 shows the RL characteristic of planar composites, GO and 3-GO-
ZnFe2O4 at low and high thicknesses based on TRL, FS and WG method. The
composites with low thicknesses were used for S-parameters measurement and rela-
tive permittivity and permeability determination using NRW conversion technique,
which is already done in the previous study [19]. In the report also mentioned about
increasing the RL characteristic performance by changing composite’s thickness
while conserve the electromagnetic properties so that optimummatching impedance
could be reached via TRL method. Thus, by keeping all those properties and thick-
ness parameters persistent, RL is continuously being explored in this work using
FS and WG methods. Apparently, the minimum RL characteristic for both FS and
WG method seems to have a large gap between TRL and are distinct from each
other especially for the higher thickness of the composite sample. This is because FS
method is based on frequency selective surface (FSS) procedure where the suitability
for low thickness material such as metamaterial [22]. The effect of higher thickness
will cause higher reflection which in return gives a less significant result of minimum
RL value. While WG method, the selection of sample thickness must be less than
a quarter lambda due to its matching impedance [23]. However, the minimum RL

(a) (b)

Fig. 2.4 a S11 and b S21 at X-band frequency
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(a) (b)

(c) (d)

Fig. 2.5 RL characteristic of GO and 3-GO-ZnFe2O4 at thickness a 2.28mm, b 2.35mm, c 7.8mm
and d 7.2 mm, respectively

frequency of FS simulations mostly occurred at a similar frequency of TRL, which
is 10.5 GHz that due to the dissipation factor caused by dielectric and magnetic loss.
This would suggest that the best simulation result in this study for validating the TRL
is by FS method. Table 2.1 shows a summary taken from the simulation results.

Figure 2.6 shows the RL characteristics of GO and 3-GO-ZnFe2O4 at various
thicknesses from 7 to 8 mm by 0.2 mm increment using FS method. It can be
clearly seen that both composites have an ideal matching impedance with thickness
of 7.8 mm and 7.2 mm, respectively in the X-band frequency range where the RL
values achieved the minimum level at 10.5 GHz. This finding might be supported
by the result obtained using the TRL method earlier. Another useful information
from this simulation results, the multiple absorption of composite material which is
less than –10 dB could occur at different resonant frequency, range and bandwidth
depends on application.
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Table 2.1 The RL characteristics of planar composite of GO and 3-GO-ZnFe2O4

Composite GO 3-GO-ZnFe2O4

Thickness (mm) 2.28 7.8 2.35 7.20

Method RL characteristics

TRL Resonant frequency
(GHz)

10.60 10.50 10.50 10.50

Min RL (dB) –8.50 –55.00 –12.50 –55.0

Range (GHz) at
–10 dB

NA 9.40–11.70 10.20–11.00 9.50–11.60

Bandwidth (GHz) NA 2.30 0.80 2.10

FS Resonant frequency
(GHz)

10.72 10.51 10.51 10.51

Min RL (dB) –3.87 –23.73 –5.27 –24.20

Range (GHz) at
–10 dB

NA 9.99–11.14 NA 9.98–11.14

Bandwidth (GHz) NA 1.15 NA 1.16

WG Resonant frequency
(GHz)

10.72 10.93 10.72 10.83

Min RL (dB) –4.17 –26.32 –6.54 –30.15

Range (GHz) at
–10 dB

NA 10.09–11.35 NA 10.09–11.25

Bandwidth (GHz) NA 1.26 NA 1.16

(a) (b)

Fig. 2.6 RL characteristic of a GO, b 3-GO-ZnFe2O4 at various thickness

2.4 Conclusion

In conclusion, S-parameters of S11 and S21 are successfully validated through two-
port rwg simulation. FS and WG are proposed in this work to validate RL calcu-
lation using TRL method. Resonant frequency of RL simulated using FS method
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is very close with TRL, which is 10.5 GHz but the minimum RL, absorption range
and bandwidth quite differ due to higher thickness that can cause higher reflection.
However, the extended of FS simulation agrees that the best thickness of GO and
3-GO-ZnFe2O4 due to good matching impedance is in the range of 7–8 mm.
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Chapter 3
Analytical Simulation of Spatial
Distribution Lambertian Point-Source
in LED Chip’s Epitaxial Layers

Ahmad Noor Abdul Hamid, Ahmad Fakhrurrazi Ahmad Noorden,
and Muhammad Zamzuri Abdul Kadir

Abstract In this paper, the theoretical simulation of spatial distribution Lambertian
point source is performed by considering the refractive index of different material
used. The refractive index contributes in changing the spatial light intensity produced
at air layer of LED chip. The system required sandwich design of LED chips epitaxial
layer which consist of P and N type material. At the top of the chip, Indium tin oxide
(ITO) as current spreading layer has been placed. The formulation of Snell’s law,
total internal reflection and Lambertian emission function contributes to analyze the
effect of different refractive index toward spatial light intensity produced at air layer.
The change of the total internal reflection and spatial light intensity is analyzedwhich
respect to the change of refractive index.

3.1 Introduction

In early twentieth century, a phenomenon named electroluminescence has been
accounted due to light emission from a solid-state material, caused by an electrical
power source. Started at room temperature, the electroluminescence can occur, it
is on a very basic level unique in relation to incandescence (or heat glow), or, in
other words electromagnetic radiation transmitted by a material warmed to high
temperatures, ordinarily more than 750° [1]. Light-emitting diodes (LEDs) are semi-
conductor devices which can create ultraviolet, visible or infrared radiation. These
essential properties make it become absolute source for multiple application such as
light indicator, displays to solid-state lighting and optical communication system [2].
The LED is the recent light source with many advantages such as long lifetime, envi-
ronment friendly, power saving and no pollution compare to others light source [3–5].

A. N. Abdul Hamid · A. F. Ahmad Noorden (B) · M. Z. Abdul Kadir
Centre for Advanced Optoelectronics Research (CAPTOR), Kulliyyah of Science, International
Islamic University Malaysia, Pahang, Malaysia
e-mail: fakhrurrazi@iium.edu.my

M. Z. Abdul Kadir
e-mail: zamzurikadir@iium.edu.my

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
A. B. Mustapha et al. (eds.), Proceedings of the 7th International Conference
on the Applications of Science and Mathematics 2021, Springer Proceedings
in Physics 273, https://doi.org/10.1007/978-981-16-8903-1_3

27

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-8903-1_3&domain=pdf
mailto:fakhrurrazi@iium.edu.my
mailto:zamzurikadir@iium.edu.my
https://doi.org/10.1007/978-981-16-8903-1_3


28 A. N. Abdul Hamid et al.

The LED is designed with modern technology and the advancement in fabrication
process, device design and assembly technology that help to rise its performance and
reduce its cost [6]. Recentlymany researches have been performed for optimizing the
output light distribution and obtaining high efficiency of the lighting device [7–10].
However, it has been found that there are lack of analytical analysis or simulation
which contribute to the model for the epitaxial layer of the LED chips. There also
low extraction efficiency caused by the total internal reflection between active region
and other layers.

In this paper, analytical simulation of spatial distribution Lambertian point-source
was performed in order to observe the spatial light intensity distribution produced by
LED chip’s epitaxial layers. The Lambertian function is used to calculate the light
intensity distribution. At first, a programming script is developed to execute the
analytical simulation of spatial light intensity distribution across various angle of the
Lambertian source. Besides, different materials were used for the chip’s epitaxial
layers in this simulation in order to compare the light intensity distribution for
every material used. During this research, a mathematical based software is used in
order to execute the modelling of the light distribution. Basis formulation including
Snell’s law, total internal reflection and Lambertian emission pattern were used.
The square chip design is used in the simulation with1 mm length and 1 mm width.

3.2 Analytical Formulation of Surface Emission Model
for Led Chip

Based on previous research, there are many formulae that was used to calculate
efficiency of the LED performance. A high efficiency is defined as a minimal amount
of wasted time, capacity and materials. In this paper, the analytical formulation of
surface emission model for LED chip involves the basis formulations including
Snell’s law, total internal reflection law, and Lambertian emission pattern.

3.3 Total Internal Reflection in Led Chip

The phenomenon known as the total internal reflection (TIR) is occur when the
incident ray enters two-different medium with different refractive indexes. Then,
when the angle of incidence ray reaches a critical value, the refracted ray’s lies along
the boundary which makes the angle of refraction turn to 90°. In short, this angle also
known as critical angle. Using a mathematical expression, total internal reflection
has been derived from the Snell’s law [1]:

nssin�i = nair sin�r (3.1)
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(a) (b)

Fig. 3.1 Schematic diagram of a Light rays pass through two different media. b Total internal
reflection phenomena

In this Eq. (3.1), ns and nair represent refractive index of semiconductor and
refractive index of air respectively and the the �i and �r represent the angle of
refraction. This law explains what happen to the light source when it is going through
the different media with different refractive index.

Figure 3.1a illustrated the light ray travelling fromonemedia to anothermediawith
different refractive index. Normally, the ns have higher refractive index compared to
nair . This different refractive index will affect the rate of transmission angle of the
incident ray. The higher the different between the refractive index of the media, the
higher the deflection of the transmission rays. Since the angle of refraction become
90

◦
sine of � = 1. The critical angle then given as;

θc = sin−1 nair

ns
(3.2)

Equation (3.2) is the result when Snell’s law was rearranged. In this equation,
ns and nair represent refractive index of semiconductor and refractive index of air
respectively and the θc and � represent the critical angle and transmission angle
respectively. This law explains what happen to the light source when the incident
angle reaches critical angle and what happen when incident angle, φ bigger than
critical angle θc. When the incident angle reaches the critical angle, θc the transmis-
sion angle, � become 90° or become flat at semiconductor-air surface, that mean, at
critical angle there is no transmission of light in second medium. When the incident
angle φ bigger than critical angle θc, the transmission angle will totally be reflected
into the same media. This phenomenon also known as total internal reflection (TIR)
as shown in Fig. 3.1b.

3.4 Lambertian Emission Function for Planar Led Chip

Light particle also known as photon is emitted when recombination of holes and
electron take place in active region of the LED chip. Due to the current only allowed
to flow in forward bias, the electron and holes was forced towards active region and
caused recombination to occur there. The photon produced then form the radiation
emission pattern outside the LED chip [11].
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Fig. 3.2 Schematic diagram
of light rays emitted from the
source passed through two
different media

The Lambertian radiation pattern is produced when the LED chip layer of high
index with planar surface [11]. In this research, the position of point source was
considered based on the design and size of the LED chip with 1 mm length 1 mm
width and 1mm long. The position of the point source affect the Lambertian radiation
pattern produced based on the formulation given.

Iair = Psource

4πr2
n2

air

n2
s

cos� (3.3)

The output intensity of the Lambertian radiation pattern was obtained using
Eq. (3.3), where Iair represent a light intensity in air, Psource is the power of the
light source provided, ns and nair represent refractive index of semiconductor and
refractive index of air respectively, φ is the light emitted angle in the semiconductor
and � is the transmitted angle in the air or second medium. Light also emitted into
dφ in the semiconductor and transmitted into the air at d�. The light intensity from
the point light source follows a cosine dependence on the angle of light emitted, �.
By following this law, the light intensity is maximumwhen the emission is normal to
the surface or at angle � = 0°. The light intensity is always different at every angle
of emission of light [11]. Figure 3.2 show how the light travel from one media to
another.

3.5 Relation Between Position of Point Source and Intensity
Produced

A light beam that was emitted from active region was divided into three categories,
that is, some of the light beam was emitted through the chip, some are transmitted
by refraction and some are reflected back into the chip.

In this paper, the LED chip layer was considered with two layers that are gallium
nitride (GaN) and Indium Tin Oxide (ITO) as current spreading and air layer. The
light intensity was investigated at both ITO and air layer. The point source was stated
at 0, 0.5 and 1.0 mm on the chip layer in order to see the special light intensity
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(a) (b)

Fig. 3.3 a Schematic diagram of the position point source depends on angle of incident ray with
critical angle and b light intensity against angle of the light beam produced at ITO layer (left) and
air layer (right)

produced. As point source stated at different position, different spatial light intensity
distribution has been produced in each layer based on the Eqs. 3.2 and 3.3.

However, based on Fig. 3.3a, the angle of refracted ray become constant (90°)
after the incident ray are at 57.3°. Snell’s law states that when the angle of incidence
ray is equal to the critical angle, the angle of refraction is at 90°. This shows that
57.3° is the critical angle at GaN layer in LED chip package. Although, it can be
said that the critical angle is depending on the different refractive index of every
different material used. Based on Fig. 3.3b, it shows that when the angle of refracted
rays increases, then the light intensity at the epitaxial layer were decreases. Using
Lambertian radiation pattern of Eq. 3.3, this equation follows a cosine dependence
on the refracted angle θ. Besides, the pattern of light intensity produced is same
at different position of point-like source at the epitaxial layer of LED chip. This is
because, when the angle of refracted ray bends away from the normal line, then the
intensity becomes lower. The angle of refracted ray for each position of point source
were also be examined from 0° to 90° for every layer.

3.6 Material Used for Led Chip Layers

See Table 3.1.

Table 3.1 The table shows the list of material used for LED chip

Semiconductor material Reflective index References

Gallium (III) nitride (GaN) 2.500 [12]

Indium gallium nitride (InGaN) 2.590 [1]

Gallium (III) phosphide (GaP) 3.000 [11]

Aluminium gallium arsenide (AlGaAs) 3.250 [11]

Aluminium gallium indium phosphide (AlGaInP) 3.450 [1]

Aluminium gallium nitride (AlGaN) 3.810 [1]
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3.7 Spatial Light Intensity Distribution by Different
Refractive Index Material

Spatial light intensity distribution scientifically means how the pattern and how high
the distribution intensity been produces across a spatial displacement. It also defines
as how far the area of the light intensity being distributed inside and outside of the
LED chip. The distribution pattern of spatial light intensity affects the area and the
brightness of the light intensity. When the distribution pattern is large, the area of
light produces also large and lead to the high brightness of light intensity. In this
research, the simulation has been designed in order to investigate the spatial light
intensity produced by the LED chip according to the angle of light refracted, the
position of the point like source and different material of the chip epitaxial layers.

Based on the Fig. 3.4a–f, the pattern of the graph produce is the same, but it
has different value of the maximum light intensity due to the different material
with different refractive index has been used for the LED chip epitaxial layer. In
this research, all six materials have been tested for the epitaxial layer of the LED
chip. These six materials are, GaN, InGaN, GaP, AlGaAs, AlGaInP and AlGaN with
refractive index 2.50, 2.59, 3.00, 3.25, 3.45 and 3.81 respectively. For low refractive

Fig. 3.4 Spatial distribution of light intensity at air layer from a GaN, b InGaN, c GaP, d AlGaAs,
e AlGaInP, and f AlGaN material
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index used for the LED chip epitaxial layer such as GaN, the light intensity produce
at air layer is ~3.2 and for high refractive index such as AlGaN is used, the light
intensity produce is ~1.40. Same for the spatial light intensity produced by side chip
ray tracing system, for low refractive index used for the LED chip epitaxial layer
such as GaN, the light intensity produce at air layer is ~3.1 and for high refractive
index such as AlGaN is used, the light intensity produce is ~1.40. For side chip ray
tracing system, to produce light intensity, same analytical formulation had been used
including Eqs. 3.1–3.3 [1]. From the result obtain, it can be concluded that, when the
refractive index of the material used for the LED chip epitaxial layer is high, then
the light intensity produce at both ITO layer and Air layer is low.

3.8 Conclusion

In this paper, the highlight of this simulation project is focused on how spatial
light intensity distribution were estimated by positioning the Lambertian point-like
sources. It is used to identify the best material for the epitaxial layers of the LED
chip for obtaining the high efficiency lighting source. The analytical formulation
of Snell’s law, total internal reflection and spatial light intensity distribution were
involved.

Moreover, with some research of previous work, it shows that the light extraction
efficiency ratio of ITO with a refractive index of 2.1 is the highest among other
materials for current spreading layer. Thus, ITO was chosen as a current spreading
layer in LED chip package in the simulation. Moreover, the highest value of spatial
light intensity distribution is obtained fromGaN based chip, in which for ITO layer is
~14.0W/m2 and for air layer is ~3.2W/m2. The construction of spatial light intensity
distribution is depending on the position of point-like source and the angle of the
light rays.
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Chapter 4
Free Spectral Range, and Coupling
Coefficient Analysis of Integrated Fano
Resonance in All-Pass Micro-resonator

Mohammad Amirul Hairol Aman, Ahmad Fakhrurrazi Ahmad Noorden,
Faris Azim Ahmad Fajri, Ahmad Noor Abdul Hamid, and Suzairi Daud

Abstract We demonstrate the simulation for all-pass microring resonators with
integrated Fano resonance to obtain high Free Spectral Range (FSR). The simulation
mainly performed to generate high FSR by varying 2 parameters that affect the
system which are radius of the ring and distance between end-facet. Furthermore,
the analysis is proceeded by a variation of coupling coefficient. The impact to the
output spectrum due to variations of the parameters was observed and analyzed,
focusing on the FSR. We also investigate the effect of coupling coefficient variation
and its contribution to the optical performance of the microring. The highest FSR
obtained from this simulation was 273.752 nm.

4.1 Introduction

Micro-resonator in an optical device consists of at least a ring and a straight bus
waveguide attach to it [1, 2].With evanescent field as medium in themicro-resonator,
the sensitivity can be further increased and immune to electromagnetic disturbance
[3, 4]. Aside from sensitivity, the limit of detection (LOD) also plays a major role in
the sensing field. The Larger LOD is desirable as it has a wider range of detection [5].
LOD is associated with free spectral range (FSR) in a way where high LOD can be
obtained with wide FSR [5], where FSR is the distance between two resonance peaks
[6], and it varies as the refractive index changes [7]. Therefore, FSR can be regarded
as one of the key points in the sensing field. Broader FSR can be accomplished
through Fano resonance compare with normal microring [8].
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Fano resonance was applied in the sensing field as the ultrasensitive biosensor [9],
biochemical sensor [10] and temperature sensor [11]. Fano resonance spectrum can
be obtained by combining microring with interferometers two-beam interferometer
[12] and Mach–Zehnder interferometer (MZI) [13]. Fano resonance also can be
generated by altering the configuration of the microring or adjusting the pathway
of the resonance such as additional air-holes [14] or reflector [15] in the waveguide
and feedback coupled-waveguide [16]. Fano resonance was generated by merging
the Fabry–Perot resonance with circulation resonance; thus asymmetric Fano-like
line-shape, is obtained [2, 15, 17]. Fano resonance can be tuned by manipulating the
phase difference of circulation resonance and Fabry–Perot resonance [12]. However,
Fano resonance has low FSR [15] and this occurrence greatly reduces the LOD.

In this paper, simulation of the integration of the Fano resonance into the convec-
tional microring to achieve the optimized FSR. An all-pass microring resonator with
end-facet in the bus waveguide was used in the simulation system. The end-facet
is necessary to obtain Fabry–Perot resonance and by merging with circulation reso-
nance from the ring with suitable phase difference. The Fano resonance is success-
fully achieved by the simulatedmicroring resonator system. The output spectrumwas
analyzed based on FSR and it was compared with convectional microring. The effect
of varying coupling coefficient is analyzed toward understand the dynamic behavior
of the output spectrum. The simulationwas performed by using amathematical based
programming software where the wavelength range was set from 1400 to 1750 nm
and the distance between end-facet from 5 to 35 μm.

4.2 Model & Theory

The all-pass configuration of microring resonator is used in the simulated system.
For obtaining Fano resonance, convectional all-pass microring is not sufficient, thus
an additional feature is applied to the system where end-facet is added to the bus
waveguide. The configuration is shown in Fig. 4.1 with labelled propagated electric

(a) (b)

Fig. 4.1 a 2-D model and b 3-D model of all-pass microring resonator with additional end-facet
in the waveguide. The green arrow in (a) and (b) represents the pathway of light in the microring
while the red dotted box represents the coupling region
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field. Light enters through the input port, Ein and propagates in the waveguide. At the
coupling region, a fraction of the lightwas coupled into the ring at port E1, and another
fraction keep propagates in the waveguide. The propagating light in the waveguide,
partially reflected back due to the presence of end-facet and partially went through
output port Eout. On the other hand, light in the ring propagates toward the coupling
region at port E2 and coupled back into the waveguide. Then, the resonance from
ring will merge with the resonance in the waveguide, thus Fano-like resonance can
be obtained. The end-facet was necessary for generating the Fabry–Perot resonance.
The combination of circulation resonance and Fabry–Perot resonance will create a
Fano resonance as the output spectrum.

To simulate the process, there is some mathematical formulation need to be
considered. The transfer matrix for the whole system [17] can be expressed as

[
Eout

E1

]
= 1

i
√
1 − r2h

[−1 −rh
rh 1

]
·
[
ei2πneffL/λ 0

0 e−i2πneffL/λ

]
·
[
tR 0
0 1

]

·
[
ei2πneffL/λ 0

0 e−i2πneffL/λ

]
· 1

i
√
1 − r2h

[−1 −rh
rh 1

]
·
[
Ein

E2

]
(4.1)

Ein is the input port, Eout is the output port, E1 is the input port to the ring and E2

is the output port of the ring. The term neff is the effective refractive index where
it considers both refractive indexes of core and cladding. L represents the distance
between end-facet in the waveguide and lastly, tR is the Optical Transfer Function
(OTF) of all-pass microring resonator. The amplitude reflection coefficient [15] can
be expressed as

rh = ne f f − 1

1 − ne f f
. (4.2)

The OTF of all-pass microring resonator [1, 2] was given as

Eout

Ein
= c − aei2πnLR/λ

1 − caei2πnLR/λ
. (4.3)

a in Eq. (4.3) is single-pass amplitude and a = exp(−αLR) [1, 2, 7]. α is attenuation
coefficient and LR is the perimeter of all-pass microring resonator. c is self-coupling
coefficient which can be represented as c = √

1 − κ
√
1 − γ [7] where κ is coupling

coefficient [7] and γ is propagation loss coefficient [7].
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4.3 Result and Discussion

In this work, the material for the core and cladding of the proposed model were
Silicon and Silicon Oxide, respectively. The system was simulated with wavelength
range from 1400 to 1750 nm. The parameter of the system was varied where radius
of the ring was simulated from 1 to 20 μm and distance between end-facet was
simulated with range 5–35μm. The coupling coefficient between the waveguide and
the ring was 0.01. Figure 4.2 shows the spectrum of the microring with end-facet
which have Fano-like line-shape.

This occurs due to integration between circulation resonance from the ring and
Fabry–Perot resonance in the waveguide. Fabry–Perot resonance was formed by
the partially reflecting wave which was reflected by the end-facet on both sides of
the waveguide. Then, the reflected resonance combines with the circulation reso-
nance from the ring, thus the spectrum with Fano-like shape as in Fig. 4.2 was
achieved. This spectrumwas similar to the Fano resonance where there was presence
of asymmetrical shape in the spectrum with certain region has deep slope.

The system then was optimized to obtain the highest FSR within the wavelength
domain by varying the radius of the ring from 1 to 20 μm and the distance between
the end facet from 5 to 35μm. Including the coupling coefficient which is set to 0.01
as a contants throughout the optimization process, the highest FSR achieved from
this simulation was 273.752 nm. The FSR was obtained with 15.06 μm as the radius
of the ring and the distance between end facet was determined as 9.2 μm.

The obtained FSR from the integration of Fano resonance into the microring was
compared with circulation resonance from convectional microring to observe the
impact of Fano resonance towards the output spectrum. With the same parameters as
obtained by the spectrum of Fano resonance where the radius of the ring is 15.06μm,
distance between end-facet 9.2μmand 0.01 as coupling coefficient, a new simulation
was done for convectional microring. Figure 4.3b shows 2 output spectrums which
are Fano resonance and circulation resonance with the absence of Fano resonance.
FSR1 and FSR2 are the FSR of the resonance with and without Fano resonance,
respectively. Based on Fig. 4.3a, FSR1 is clearly more superior compared with FSR2

where FSR1 is 273.752 nm and FSR2 is 83.595 nm. There is a difference of 69.46%
between the 2 FSRs. Having high FSR also become an important factor need to be
considered in an optical device. This is due to higher FSR contribute to a higher

Fig. 4.2 The output
spectrum of integrated Fano
resonance with circulation
resonance
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(a)

(b)

Fig. 4.3 a The magnified version for clear comparison of FSR between convectional all-pass
microring and customized all-pass microring with end-facet in the waveguide. FSR1 represents
FSR of Fano resonance and FSR2 represents the FSR of conventional circulation resonance. b The
spectrum of convectional all-pass microring and customized all-pass microring with end-facet in
the waveguide

limit of detection (LOD). Therefore, the integrated Fano-microring resonance has a
higher limit of detection compared with the convectional microring.

The system was further study by varying the coupling coefficient,κ in order to
observe the behaviour of the spectrum. From Fig. 4.4, the values of FSR with the
variation of the coupling coefficients are negligible due to the difference among them
is too small. The FSR for each spectrum was determined where FSR1 is 273.84 nm,
FSR2 is 273.77 nm and FSR3 is 273.11 nm. The slope of the resonance also become
more deeper and steeper as coupling coefficient increases from 0.001 to 0.01 to 0.1. It
is general knowledge that sensitivity can be measured by using the wavelength-shift
technique and intensity-variation technique [18]. The former method can be used
to calculate the sensitivity produced by Fano resonance as it has a deep slope in its
spectrum. The steeper the slope of the resonance, the higher the sensitivity became
[15]. The sensitivity of the spectrum for κ = 0.01wasmeasured to be 50.5 RIU−1 and
for κ = 0.1, the sensitivity was measured to be 170 RIU−1. Therefore, by utilizing
the Fano resonance spectrum, increasing in coupling coefficient can contribute to
higher sensitivity.
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Fig. 4.4 The Spectrum of
the resonance when the
coupling coefficient, κ was
varied from 0.001, 0.01 and
0.1

4.4 Conclusion

In conclusion, the integration of Fano resonance into the microring system through
the additional feature of end-facet in the bus waveguide is a proven approach for
obtaining an optical device with high FSR. The FSR of microring with integrated
Fano resonance has wider FSR compare to FSR of convectional microring. The
simulation was performed for the all-pass microring resonator configuration and the
obtained value of FSR is 273.752 nmwith parameter of the radius of the ring is 15.06
μm and the distance between end-facet is 9.2 μm. Variation of coupling coefficient
affects the spectrum through the steepness of the slope. Increasing coupling coeffi-
cient make the steepness increase. Thus, the sensitivity of the optical device can be
further enhanced by the integrated Fano resonance system. The system is tested for
wavelength shift, and sensitivity is obtained as for κ = 0.1 is 170 RIU−1 which is
higher when compared with κ = 0.01.
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Chapter 5
Doping Effect on Bandgap Energy
and Luminescence Spectrum
for AlN-Based Semiconductor

Faris Azim Ahmad Fajri, Mohammad Amirul Hairol Aman,
Ahmad Fakhrurrazi Ahmad Noorden, Ahmad Noor Abdul Hamid,
and Azni Abdul Aziz

Abstract This ongoing work reports the heavy doping effect on the Aluminum
Nitride (AlN) semiconductor (SC) material, illustrated via its energy-band structure
(EBS). The research correlates the bandgap energy (BE) and depletion region (DR),
which are then applied to the estimation of light-emitting diode (LED) luminescence
spectrum (LS). The measurements are compared with different dopant concentra-
tions (1 × 1018 cm−3 –1 × 1021 cm−3). Having the Gallium Arsenide (GaAs) prop-
erties as the controlled variable, the EBS is validated with literature findings. The
measured band gap energy of AlN shifts from 6.2435 to 6.2326 eV. It decreased
as the dopant concentration increased. However, the active spatial regions, reduced
from (1.0250 × 10−1 to 4.5000 × 10−3 μm) × 1 μm2. The findings are compared
with the output LS of LED using the same SC material. The changes in BE and
DR are consistent with the LS peak intensity wavelength and relative intensity to all
the chosen doping concentrations. Though acquiring this consistency, an extensive
discussion with collaboration in material science studies will further strengthen the
understanding regarding these behaviours.

5.1 Introduction

Understanding doping in semiconductor (SC) materials is crucially valuable. The
process is essential, if not a requirement in the fabrication of current semiconductor
materials, as it contributes to the SC conduction mechanisms. Semiconductor group
III-V such asGalliumNitride (GaN) andAluminumNitride (AlN), arewidely studied
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in high energymobility transistor (HEMT), light-emitting diodes (LED), laser diodes,
and solar cells [1–5]. We have included some of their unique properties in Sect. 5.2,
where generally, the former operates at higher bias potential, including higher power
density than the latter [6].

Furthermore, to aid in understanding the mechanism of these devices, specific
numerical systems have been established and advanced [7–9]. Most of the dynamical
mechanisms of the carriers are connectively explained via its energy band structure
(EBS) or deductively conclude by its efficiency calculations [10, 11]. Recently, mate-
rial variables contributing to the understanding such as the heterostructure config-
uration, thermoelectric properties, piezo-polarization effects, the effective mass of
carriers, etc., are being utilized in the semiconductor’s mechanism [12–15].

However, the explanation involving semiclassical formulation in the doping
process effects to the overview of EBS is still present with a large gap. Recently,
K. P. Misra et al. and A.M. Robert et al. presented new interesting modellings to be
considered for the bandgap energy (BE) comprehension [13, 16]. Yet, the mathemat-
ical derivation of BE and DR based on the EBS, along with the correlations of the
dopants’ concentrations, are vague. Thus, in this paper, the focus is directed to the
formulation of these properties in AlN semiconductors. Also, the correlations are
strengthened by visualizing the effects on the LED luminescence spectrum (LS) for
each material. Finally, the description of the numerical simulation is explained by
introducing the modelling and approximations used to understand the main inquired
variables, the BE, DR, and LS.

5.2 Simulation Model

5.2.1 Epitaxial Layer Modelling and Approximation

The mathematical modelling for EBS construction, drift–diffusion model (DDM) is
based on three fundamental equations, which are the Poisson’s equation (description
of the holes and electrons distribution in the semiconductor), current equation (repre-
sents the rate of current changes in the semiconductor), and drift–diffusion equation
(formulation of how the carriers flow in the epi-layer) [7, 17, 18]. The equations are
self-consistently solved using the finite difference method (FDM) and iteration by
the Newton–Raphson method.

Several approximations have beenmade in this ongoingwork: The semiconductor
modelling is solved by applying homogeneity across the semiconductor; Altering
the dopants concentration affects the effective mass of electrons only; The boundary
condition of the forward-biased at the ends of the epitaxial layers. Thus, based on
the configuration in Fig. 5.1, the modelling is linearised so that the carriers evolve
homogeneously at each specific nodal point on the x-axis through the n-p region.
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Fig. 5.1 Schematic diagram
of the N-P region where a
3D view of the region and b
is the area of a single nodal
point, where the surface area
is normal to the x-axis

(a) 

z-axis 

y-axis 

(b) 

Built-in potential

0 potential

5.2.2 EBS Construction

The solutions by solving the DDM are obtained to construct the EBS. Solutions such
as the fermi potentials of AlN and its carriers’ concentrations are applied to valence,
Ev (Eq. 5.1) and conduction bands, Ec (Eq. 5.2). The spatial dimension is set as the
domain, and the bands are formulated as the following.

Ev(x) = kBT ln

(
p(x)

Nv

)
− qϕp(x) (5.1)

Ec(x) = −qϕn(x) − kBT ln

(
n(x)

Nc

)
(5.2)

where p and n are the holes and electrons concentration, ϕp and ϕn are the quasi-
Fermi levels, kB is the Boltzmann’s constant, q is the single carrier charge, T is the
absolute temperature, and Nv and Nc are the effective density of states (DOS). Nv

and Nc are dependants on the effective mass of holes and electrons, respectively,
including the temperature.

TheDR is derived fromEBS; visually, in the regionwhere the bands are changing.
This is because DR is the space where the recombination of holes and electrons
occurs. From quantum mechanics perspectives, the carriers shift between the avail-
able states while recombine and regenerate, producing photons during the diffusion
across the epitaxial layer.Mathematically, it ismeasured by the following expressions

R =
S1∫

S2

dV (5.3)
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∣∣∣∣ d

dV
(Ec(V ), Ev(V ))

∣∣∣∣ ≥ δ,where S1 and S2 must satisfy (5.4)

|Ev((S1, S2) ± �S)| ≥ δ; |Ec((S1, S2) ± �S)| ≥ δ (5.5)

δ is the minimum energy of recombination in a semiconductor, V is the volume of
the epitaxial layer, S1 and S2 are the nodal points closest to the boundary of where the
recombination occurs, and �S is the distance between neighbouring nodal points.
Based on the linearisation of DDM, it led to a more straightforward way to determine
the region via the following form

A
∫ x1

x2

dx (5.6)

Based on the equivalent condition from Eqs. (5.4), and (5.5), the calculations
depend on A as the surface area of the epitaxial layer, x1 and x2 are the nodal points
closest to the end of the DR, respectively.

Applying these effects to the estimation of LS is possible with the available solu-
tions obtained by solving the DDM. The product of the joint density of states of the
carriers and the Boltzmann’s distribution function gives LS, which is as the following
[11, 17].

I (E) =
(

1

2π

(
2mr

∗

�2

)3/2√
E − Eg

)
∗ (

e−E/(kBT )
)

(5.7)

where � is a form of the Plank’s constant, and mr is the reduced mass of the carriers,
holes, and electrons. For the spectrum estimation, the equation is only valid for
positive values ofEg calculated fromEBS.Anegative value of calculatedEg, signifies
that the SCmaterial has behaved as the non-SC (conductor material). Recombination
of carriers is unlikely to occur in conductor material.

5.2.3 Simulation

The simulation was conducted in the GNU Octave environment initialized by the
material properties. The simulation calculates the BE and DR based on different
dopant concentration values, NA the acceptor concentration, and ND the donor
concentration. The simulation parameters referred from [11, 18–20] for AlN are
recorded in Table 5.1.

Validation. The DDM simulation system is validated by comparing the simulated
result with literature findings for GaAs materials. The comparison is performed by
computing the ratio of this research data to the literature data [7]. Both simulations
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Table 5.1 Simulation
parameters for AlN at T =
300 K

Properties AlN Units

Intrinsic carrier concentration, ni 9.4 × 10–34 cm−3

Bandgap Energy 6.23 eV

Effective DOS in conduction band,
Nc

2.23 × 1018 cm−3

Effective DOS in valence band, Nv 4.62z1019 cm−3

Mass of electron at rest, m0 9.12 × 10–31 kg

Effective mass of electrons, me 0.4 × m0 kg

Effective mass of holes, mh 7.26 × m0 kg

Electron mobility, μe 300 cm2/(Vs)

Hole mobility, μh 14 cm2/(Vs)

Non radiative time constant, τ n 1 × 10–9 s

Relative dielectric constant, ε 8.5

n-type surface areaa 1 × 1 μm2

p-type surface areaa 1 × 1 μm2

Thickness 1 μm

DOS—Density of states
aSurface area is normal to the x-axis

were operated based on the same parameters recorded in the same literature. The
results in Figs. 5.2a and 5.3a are for the dopant concentrations of 1 × 1017 cm−3

and 1 × 1018 cm−3, respectively. Similarly, for the energy band, the comparison
is in Figs. 5.2b and 5.3b. Referring to the comparisons in Figs. 5.2a and 5.3a, the
differences between the literature data and simulated results occurred between 0.4
and 0.6 (×10−4 cm) of the P-N region (opposite to our N-P configuration for AlN
simulation). The blue line in the graphs reflects the reference line representing the
value of the ratio equal to 1. The difference is still acceptable since it fluctuates only
in a specific domain range, especially in Fig. 5.2a).

For energy band comparison as in Figs. 5.2b) and 5.3b), it is visible that the
solutions are consistently following the trend of the literature data. It is also notable
that there are differences between them at the point when the conduction energy
changes. The differences occur in the EBS graphs as the simulated data is slightly
shifted to the right by less than 0.1 μm. Due to the drastic changes on the vertical
axis, the fluctuation of the ratio becomes drastic. There are minor errors in the active
region which covers less than 0.2 μm of the epitaxial layer.

In addition, there are slight differences in the actual data for both doping concen-
trations (Figs. 5.2b and 5.3b), where the height of conduction bands of the existing
data is visibly shorter for both P and N regions of the epitaxial layers. However, the
differences are minutely stable, as shown in the ratio visualization.

The differences may occur due to three main reasons, which are (1) a smaller
number of nodes chosen in our simulation, (2) the iteration flow in the Newton
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Fig. 5.2 The validation
graph of a the ratio of the
literature data to the
simulated data and b the
energy band structure of 1 ×
1017 cm−3 doping
concentration

(a)

(b)

methods, and (3) the most probable factor is that we simulate a non-constant effec-
tive mass value while the referred data simulate constant values for the carriers.
Nonetheless, by comparison, the system is in good agreement in terms of carriers’
distribution in the 1D P-N region.

5.3 Energy Band Structure

The EBS are constructed in Fig. 5.4, according to the colour from black (NA, ND =
1 × 1018 cm−3), blue (NA, ND = 1 × 1019 cm−3), green (NA, ND = 1 × 1020 cm−3),
and red (NA, ND = 1 × 1021 cm−3) in increasing order.

Based on the approximation where the homogeneity is conserved through each
node along the x-axis, the increasing amount of dopants concentration reduces the
recombination region between carriers. Thus, logically, a reduced space will lower
the probability of the recombination process occurring. This claim is supported by
the estimation of LS in the following subsections.
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Fig. 5.3 The validation
graph of a the ratio of the
literature data to the
simulated data and b the
energy band structure of 1 ×
1018 cm−3 doping
concentration

(a)

(b)

Fig. 5.4 The Energy Band Structure of AlN consists of Ec (upper group) and Ev (lower group).
The bands, Ec18 to Ec21 and Ev18 to Ev21 are based on dopants concentration values
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However, the differences of Ev from Ec, i.e. (Ec – Ev), are observably constant in
Fig. 5.4 since the gap between the same-coloured line seems to stay the same. The
average gap for semiconductors is between ~0 eV (conductor) to >15 eV (insulator)
[21], so this signifies that AlN can maintain its semiconductor properties. In other
words, it does not behave like a non-SC though it is doped with a high dopant
concentration. The overall view is analyzed in detail by calculation to determine
whether the gap differs or remains the same. Nevertheless, as an overview, EBS is
helpful to visualize the general semiconductor behaviour where each material forms
its own unique EBS.

5.3.1 Bandgap Energy

The calculation of BEs is recorded in Fig. 5.5, and several chosen data extracted
from it are tabulated in Table 5.2. The BE, Eg values of each dopant concentration
are calculated based on the average differences. In Fig. 5.5, the BE values show
drastic changes starting from the dopants concentration of 1 × 1018 cm−3, where
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Fig. 5.5 The band energy against the dopants concentration of AlN

Table 5.2 Bandgap energy
AlN results from dopants
concentrations change

Dopants concentration (cm−3) Bandgap energy (eV)

1.000 × 1018 6.2435

1.000 × 1019 6.2419

1.000 × 1020 6.2383

1.000 × 1021 6.2326
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Eg decreases by 0.0016 eV from the initial value in Table 5.1. A blue shift of BE
has occurred. The BE is then reduced more by 0.0036 and 0.0057 eV for the subse-
quent increments of dopants concentration.A further investigationwith the additional
knowledge of material physics experts will undoubtedly provide solid fundamental
understandings for this study. Nevertheless, based on the graph trend, the shift will
eventually be saturated as it is doped with a higher concentration [22, 23].

However, due to limited computational resources, 1 × 1021 cm−3 is the highest
doping concentration our simulation system can solve. In quantum mechanics, this
effect can be understood from the description of theMoss-Burstein effects explain the
behaviours.Generally, it can be summarised from [21, 24, 25] that theBE shifts due to
the occupied quantum states of the original valence/conduction band, and eventually,
the current overflow occurs as the unnecessary carriers are still injected/doped.

5.3.2 Depletion Region

The DR is the space where recombination of carriers occurs; thus, it is the active
region. Figure 5.6 shows the data for different dopant concentrations. The DR of AlN
decreases rapidly as the dopant concentrations increase, approaching the saturation
point at a value less than 100 nm. For clarity purposes, the chosen data are recorded
in Table 5.3. The increment of doping concentration leads to a smaller active region.
This condition probably occurred because of the same factor mentioned previously,
where it lowers the BE of AlN by occupying the available quantum states.

Comparing the results recorded in the previous section, providing numerous
amounts of carriers lowers the minimum energy required for the recombination
process. But, unfortunately, it reduces the available space for the recombination
process (active region), which lowers the probability of the process. Thus, this
deteriorates the efficiency due to less photons production.

Fig. 5.6 The depletion
region of AlN with respect to
the dopant concentrations
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Table 5.3 DR of AlN by the
increment of dopants
concentrations

Dopants concentration (cm−3) AlN (μm3)

1.000 × 1018 1.0250 × 10–1

1.000 × 1019 3.5500 × 10–2

1.000 × 1020 1.2500 × 10–2

1.000 × 1021 4.5000 × 10–3

5.4 Luminescence Spectrum

The estimation of the LS is constructed in Fig. 5.7, based on the calculated Eg in
Table 5.2. The colour of visible light changes with different wavelengths of light-
wave, which is affected by the changes in BE. The detailed comparison is recorded
in Table 5.4 in the nanometer unit range.

Thedopingof 1×1018 cm−3 shows the peak intensitywavelength,λpeak emitted, is
the longest and has the highest relative intensity, Irel value than the other concentration
of dopants. Both of these values decrease as the doping concentration is increased.
On the contrary, by increasing the doping concentration, the rate of changes for
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Fig. 5.7 The relative luminescence spectrum of AlN where ND is the dopants concentration

Table 5.4 Peak intensity
wavelength of AlN results
from dopants concentrations
change

Dopants concentration (cm−3) AlN (nm)

1.000 × 1018 198.1964

1.000 × 1019 198.2457

1.000 × 1020 198.3606

1.000 × 1021 198.5407
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λpeak increases while the rate for Irel decreases, noticeably in Fig. 5.7. A similar
phenomenon is recorded by the blue-LED finding [26], where the ultraviolet-LED
(UV-LED) of GaN emits the blue-coloured light by having the Indium as its dopant
(that alters its bandgap energy).

Furthermore, to aid the understanding of the behavior of BE and DR properties,
there are several literature that recorded the changes of properties in AlN based
on the dopants concentration. As recorded in [27], the increment of Silicon (Si)
concentration in AlN reduces the free electron concentration which is commonly
referred to as the compensation knee. [24] reported that the transition energy level
(ionization energy) in the Mg-doped AlN decreases when the doping concentration
is increased. This supports our report as the bandgap energy is directly proportional
to the ionization energy which has been thoroughly studied by [25].

Despite the lack of understanding of the factors affecting BE and DR results, we
correlate the factor based on the output of the recombination process to show that it
is consistent with these changes. Two aspects are considered:

Firstly, the measured photoluminescence of the LED depends on the Eg of the
material. Thus, including the colour of light emitted that depends on the wavelength
produced by the LED. The shift of wavelength is closely related to how the BE
changes with the increment of dopant concentration. This is undoubtedly true as the
LS justified mathematically via the 2nd term of Eq. (5.7), (

√
E − Eg) where the

increasing BE will reduce the relative intensity of the SC material;
Secondly, the efficiency of LED mainly depends on the recombination process

where the intensity of photon production can be. Therefore, the relative intensity
values are connected to the behaviour of DR. The changes in DR, and maximum
intensity values are equivalent to each other as the increment of doping concentration
will decrease their values simultaneously. This indicates that fewer recombination
and regeneration processes occur when the region is reduced, resulting in the less
emitted light.

5.5 Conclusion

A numerical simulation that studies the correlations between BE, DR, and LS with
the dopant concentration based on AlN materials properties, has been done. The
results show that the BE decreases significantly when the dopants concentrations are
increased. Similarly, DR decreases drastically to less than 100 nm when the dopant
concentrations increase,where it can get to the pointwhere the recombination process
would unlikely occur. Thus, all of these clearly show that the doping of donors and
acceptors in semiconductors significantly affects the crucial properties of the general
semiconductor epitaxial layers.

Nevertheless, one must realize that using DDM; one can construct, calculate,
or provide numerous information aside from EBS. In other words, DDM is not
restricted or limited to EBS discussion only. Yet, our research can achieve fruitful
findings by merely discussing the EBS. These preliminary findings open to more
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extensive discussions based on the fundamentals of solid-state physics, including
the application-wise to the various semiconductor devices.
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Chapter 6
Characterization of Electrical, Optical
and Topological Properties of ITO Thin
Films for Solar Cells Application

Nursyahirah Masdan and Ahmad Hadi Ali

Abstract Indium tin oxide (ITO) deposited on glass and Silicon (Si) substrate using
direct current (DC) magnetron sputtering were analysed. This study characterized
the electrical, optical and topological characteristics of ITO thin films at different
deposition time. ITO thin films exhibit a low resistivity of 2.95 × 10ˆ(–3)� cm
with conductivity of (3.38 × 10ˆ2 � cm)–1 at 1200 s. The optical properties of
ITO thin films were measured using UV–Vis spectrophotometer. The transmittance
results of ITO thin films from 400 to 1200 s deposition time were achieved above
96% corresponding to wavelength ranges from 600 to 1200 nm. The absorbance
shows a good agreement with transmittance data. It is observed from atomic force
microscopy analysis, increased deposition time of ITO, the surface roughness (Rq)
decreased from 12.6 to 5.03 nm.

6.1 Introduction

Nowadays, transparent conductive oxides (TCOs) are commonly used in various
technologies. TCOs have high transparency in a wide spectral range and low elec-
trical resistivity [1]. Most common TCOs thin films are doped with tin, for instance,
are ITO and fluorine-doped tin oxide (FTO) [1]. Selecting the right TCOs can help
advance research in photovoltaics and electronic device technologies. [2]. ITO is
the most appropriate TCOs candidate for solar cell application. ITO is being inves-
tigated for flat panel displays, light-emitting diodes, solar cells, and optical coat-
ings [3]. Because of its excellent optical transmission, electrical conductivity, strong
adhesion to substrates, and good stability in harsh environments, ITO is known as a

N. Masdan (B) · A. H. Ali
Laser and Semiconductor Technology Research Group (LASERG), PDRS-COR, Department of
Physics and Chemistry, Faculty of Applied Sciences and Technology, Universiti Tun Hussein Onn
Malaysia, Johor, Malaysia
e-mail: hw200003@siswa.uthm.edu.my

A. H. Ali
e-mail: ahadi@uthm.edu.my

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
A. B. Mustapha et al. (eds.), Proceedings of the 7th International Conference
on the Applications of Science and Mathematics 2021, Springer Proceedings
in Physics 273, https://doi.org/10.1007/978-981-16-8903-1_6

57

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-8903-1_6&domain=pdf
mailto:hw200003@siswa.uthm.edu.my
mailto:ahadi@uthm.edu.my
https://doi.org/10.1007/978-981-16-8903-1_6


58 N. Masdan and A. H. Ali

uniquemateria [4]. ITO is an n-type semiconductorwith excellent transparency in the
visible region and high conductivity, hence used as anti-reflecting and in solar cells
[5]. The key advantages of ITO are its low resistivity, excellent transparency in the
visible region, high reflection in the infrared region and high chemical stability. There
are different substrates used to deposit ITO films for application in solar cells, for
example, polyethylene terephthalate (PET), n/p-gallium nitride (GaN), n/p-Silicon
(Si), and glass [6]. ITOfilms have good optical and electrical characteristics, allowing
for greater energy generation [7].

Commonly thin metal films are widely used to make contact on semiconductor
optoelectronic devices due to their excellent electrical conductivity. However, thin
metal films are opaque and have high reflectance characteristics. It is an obvious
limiting factor to be used as front contact of solar cells due to poor light transmis-
sion. TCOs such as ITO shows a suitable electrically conductive material with low
absorption of light, wide bandgap, and has high transmission of light in the visible
region and high reflection in the infrared region. Furthermore, ITO offered the best
material available, with excellent conductivity and transparency, chemical stability,
good surfacemorphology, and strong adherence to the substrate. Hence, these advan-
tages make ITO thin films suitable for a front contact in solar cells compared to thin
metal films.

The properties of ITO thin films depend on deposition methods. ITO films can
be deposited using a variety of methods, including radio frequency (RF) and direct
current (DC) magnetron sputtering [7, 8], electron beam physical evaporation [9],
metal-organic chemical vapor deposition [10], and thermal evaporation [11]. In addi-
tion, because of the exceptional results obtained, the sputtering technique is mostly
utilized to deposit ITO thin films. This technique produced high-quality thin films
as well as deposited over a large surface area can be obtained [12]. This technique,
either DC or RF sputtering, is the most used method for large-area thin film deposi-
tion because it is cost-effective and allows for the growth of films on large substrate
areas [13]. This technique provides for control of its sputtering parameters, allow for
the production of high-quality metal contacts at low vacuum pressure [14].

In this study, ITO thin films deposited by varying deposition time for application in
solar cells. This study aimed to characterize the effect of different deposition times of
ITO on its properties. The properties of ITO thin filmswere examined, including their
electrical, optical, and topological properties. The influences of different deposition
times of ITO thin films on these properties are reported.

6.2 Material and Method

Decon-90 solution mixed with deionized water was used to clean glass substrates.
Then, the substrates were fully immersed in the solution while shaking the beaker
for 5 min and cleaned using KIMTECH lens tissue. Then, the substrates rinsed
thoroughly in the deionized water and blown dry with nitrogen (N2) gas. They were
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cleaned in boiled acetone at 55 °C for 5 min for Si substrates. Then, Si were rinsed
in deionized water and blown dry with N2 gas.

ITO deposited on substrates using the Q150RSDCmagnetron sputtering method.
ITO thin films were deposited onto silicon (Si) substrate and glass. The Si substrate
with orientation of (100) and dimension 1 × 1.0 cm2 while for glass had dimension
2.0 × 1.5 cm2. The deposition chamber was pumped to base vacuum pressure of 3
〖 × 10〗ˆ3 mbar. The electrical current of sputtering was set at 120 mA. Then,
the sample holder was rotated to make sure the sputtered ITO films are uniformly
deposited on the substrates. ITO thin films produced three sets of samples at different
deposition times of 400, 800 and 1200 s.

Keithley-2400 power, Pro-4 Software, and a probing station used to investigate
the electrical properties of ITO thin films. The electrical resistivity and conductivity
of the samples were measured. An atomic force microscope (AFM) analysis was
performed to examine the surface roughness of samples. The optical characteristics
of the samples measured at room temperature using an Ultraviolet–Visible (UV–
Vis) spectrophotometer (UV-3600 Plus) SHIMADZU. The optical spectra recorded
in the 400–1200 nmwavelength ranges. Their optical transmittance, reflectance, and
absorbance were obtained. Atomic Force Microscope (AFM) was used to analyse
the topology of ITO thin films. The parameter for the analysis of the AFMmeasured
was surface roughness (Rq).

6.3 Results and Discussion

Figure 6.1 shows the resistivity and conductivity of ITO thin films on Si at a various
deposition time. Table 6.1 shows the resistivity and conductivity value of ITO thin
films deposited on Si substrate. It is shown that deposition time of ITO thin films
greatly influences their electrical properties. The results achieved show that ITOfilms
resistivity decreased, the conductivity increased with deposition time. Equation 6.1
were used to calculate the conductivity of ITO thin films [15]:

σ = 1

ρ
(6.1)

where σ is the conductivity, and ρ is the resistivity.
UV-Vis spectrophotometer used to characterize the transmittance and absorbance

of ITO thin films on glass substrate. High transmittance achieved, especially in the
visible light region, is essential properties for solar cells. From the data obtained,
it can state that different deposition times of ITO significantly affect their transmit-
tance. Figure 6.2 shows the transmittance and absorbance of ITO thin films against
wavelength. As expected, ITO thin films transmittance increased with an increase
in deposition time. At all wavelength bands, all samples produce greater than 96%
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Fig. 6.1 The electrical
resistivity and electrical
conductivity of ITO thin
films deposited on Si against
deposition time

Table 6.1 Electrical
resistivity and conductivity of
ITO thin films deposited on Si
at different deposition time

ITO deposition
time (s)

Electrical resistivity,
ρ (×10–3 � cm)

Electrical
conductivity σ

(×102 � cm)−1

400 5.96 1.67

800 4.22 2.36

1200 2.95 3.38

of transmittance. ITO thin film absorbance shows the absorption edges show a good
agreement with transmittance data.

Figure 6.3 showsAFM images of ITO thin films deposited on Si. The images show
granules present in all samples. As a result, increasing in deposition time of ITO,
decreased the surface roughness (Rq). The Rq of ITO thin films decreased from 12.6
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Fig. 6.2 Transmittance and absorbance of ITO thin films deposited on glass substrates against
wavelength

(a) (b) (c)

Fig. 6.3 AFM images of ITO thin films deposited on Si substrates at different deposition time a
400 s, b 800 and c 1200 s
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to 5.03 nm with the increment of deposition time from 400 to 1200 s, respectively.
The 400 s deposition time formed higher Rq compared to other ITO thin films which
is 12.6 nm. For ITO thin films at 1200 s deposition time has lower Rq which is
5.03 nm. According to Kumar et al. [16], the Rq increased with thickness, and this
is because of the aggregation of grains or increased in crystallinity. However, the
results show a decrease of Rq with increasing deposition time. The results achieved
may be due to the formation of the coarse grain and dense wrinkles.

6.4 Conclusion

DC magnetron sputtering method used to deposit ITO on Si and glass substrates
at different ITO deposition time. This study investigated the influence of different
deposition times of ITO thin film on the electrical, optical, and topological properties.
All properties strongly depended on the deposition time of ITO. ITO films exhibit
low resistivity of 2.95× 10−3 � cm and approximately 96% average transmittance
in all wavelength range. The high transmittance of ITO thin films, particularly in the
visible light region, was a critical parameter for solar cell applications. AFM images
showed that the Rq of ITO thin films decreased as the deposition time increased.
These results may be due to the formation of the coarse grain, and wrinkles on the
surface. One of the important conclusions of study is that ITO thin film can be used
as a front contact of solar cells.
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Chapter 7
The Effect of pH on Particle Size
of Hydrothermally Reduced Graphene
Oxide

Yi Lin Chan, Fahmiruddin Esa, Kok Yeow You, and Man Seng Sim

Abstract The reduction of graphene oxide (GO) was previously carried out using
chemical reducing agents hydrazine, dimethyl sulfoxide (DMSO) and sodium boro-
hydride (NaBH4). These chemical agents endanger the environment and cause
reduced graphene oxide (RGO) sample to form aggregation. In this paper, RGO
samples were prepared using hydrothermal synthesis under different pH mediums
(pH = 4, 7 and 11). The effects of pH value on surface morphology, chemical
compositions and particle sizes were investigated using field emission scanning elec-
tron microscope (FESEM), fourier transform infrared (FTIR) andMalvern Zetasizer
Nano ZS. FESEM shows RGO samples present in nanosheets and wrinkled struc-
tures. FTIR indicates that the characteristic peaks of RGO are in minimum value
at different pH values. Particle sizes of RGO samples prepared in different pHs
vary from 344.0 nm to 751.1 nm. The particle sizes of RGO samples decrease with
increasing of pH value due to electrostatic repulsion on the graphene sheets.

7.1 Introduction

Grapheneoxide (GO) is a graphenederivativematerial that possesses hydroxyl group,
epoxide and carbonyl group functionalize on the graphene sheet layer and carbonyl
group functionalizewith edges of the graphene sheet [1]. GOhas been utilizedwidely
in biosensor application owing to its high chemical and electrochemical activity.
However, the conjugated network and phi electron conductivity are affected if any
oxidation occurs in these groups [2]. Reduced graphene oxide (RGO) is one of the
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best candidates among the graphene derivatives because of its large surface areas
made up of a huge number of residual electroactive sites and structures similar to
graphene [3].

Reduction of GO can be prepared using hazardous reducing agents hydrazine,
dimethylhydrazine, dimethyl sulfoxide (DMSO), sodiumborohydride (NaBH4), high
temperature reaction or a combination of both reducing agent and high temperature
reaction [4, 5]. Besides that, the use of hydrazine, dimethylhydrazine, DMSO and
NaBH4 causes RGO samples to aggregate in reduction reaction [6]. A reduction
reaction held at high temperature (900 °C) produces several by-products including
carbonmonoxide, carbon dioxide and water by depleting the carbon backbone of GO
[7]. Additionally, thermal reduction reaction usually requires heating in the presence
of argon or hydrogen gases that makes the reaction to be a difficult process [8].

To our knowledge, several studies reported on reduction of GO using chem-
ical reducing agent, high temperature or a combination of both chemical and high
temperature. The use of hazardous hydrazine, DMSO and NaBH4 are not environ-
mental friendly method and bring about the aggregation of RGO samples. Besides
that, chemical reduction method using NaBH4 involves tedious long hour process of
sonication (2 h) and stirring (12 h). Hence, it is worthwhile to explore an environ-
mental friendly and simple preparation method. In this work, hydrothermal method
was deployed for reduction of GO by varying pH values. Sodium hydroxide and
hydrochloric acid were used to change the pH of the medium to become pH 4, pH 7
and pH 11. The effects of pH value on the surfacemorphology, chemical composition
and particle size of RGOs were studied using FESEM, FTIR and Malvern Zetasizer
Nano ZS.

7.2 Experimental Setup

7.2.1 Material

Graphene oxide powder was purchased from SkySpring Nanomaterials. Ethonal
(C2H6O) and Sodium Hydroxide (NaOH) were bought from Merck. Hydrochloric
acid (HCL) was obtained from R&M Malaysia.

7.2.2 Preparation of RGO

All RGO samples prepared under the same concentration with different pH values.
RGO was synthesized using 1.0 g GO powder dispersed in 150 ml deionized water.
The GO suspension was sonicated for 30 min and stirred for 30 min. Then, 1.0 M
NaOH or 2% HCL was added dropwise to the suspension until its pH became 4,
7 and 11 under constant stirring. The suspension was transferred to a Teflon lined
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autoclave for hydrothermal treatment at 180 °C for 8 h. The obtained product was
centrifuged with ethanol for several times. Finally, it was dried in an oven at 100 °C
for 24 h. The hydrothermally prepared RGO was labelled as RGO-A, RGO-N and
RGO-B with the different mixture conditions in pH 4 (acidic), pH 7 (neutral) and
pH 11 (basic) respectively.

7.2.3 Material Characterisation

RGO powders obtained from hydrothermal synthesis were palleted using hydraulic
pressure machine under the pressure 1.4 tons for 3 min. Field emission scanning
electronmicroscope (FESEM)with EDS (JEOL JSM-7600F) was used to investigate
surface morphology of RGO pellets. Fourier transform infrared (FTIR) analysis was
obtained via FTIR spectroscopy (Perkin Elmer Spectrum 100) in transmission mode
over wavenumber range 450–4000 cm−1. Particle sizes of RGO suspensions were
determined using Malvern Zetasizer Nano ZS.

7.3 Results and Discussions

7.3.1 Morphological Analysis Using FESEM

Figure 7.1 shows the morphology of RGO prepared in different pH mediums. It
can be observed that the all the RGOs are made up of sheet layers. These curved
and wrinkled structures prevent the graphene sheets from forming stacked layers
among graphene sheet layers [9] and agglomerate of the RGO samples arising from
Van der Waals force [10]. Additionally, these curved and wrinkled morphologies
endow mesoporous nature of RGO [9]. These mesopores may trap carbon dioxide
gas released during hydrothermal reaction of RGO.

7.3.2 Functional Group Analysis Using FTIR

The FTIR spectra of RGO obtained for pH 4, pH 7 and pH 11 are presented in
Fig. 7.2. The IR peaks of RGO samples are C–H bending vibration (667 cm−1 and
868 cm−1) [10], C–O stretching vibration (1047 cm−1 and 1217 cm−1) [11], O–H
stretching vibration (1365 cm−1, 2661 cm−1 and 2258 cm−1) [12], C=O stretching
vibration (1740 cm−1) [13]. Additional peaks can be seen at around 2300 cm−1 and
can be related to the carbon dioxide molecule originated from the RGO [14]. All
these characteristic peaks corresponding to RGO samples are quite similar. Similar
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(a)

(b)

(c)

Fig. 7.1 FESEM images of a RGO-A, b RGO-N and c RGO-B hydrothermally prepared at pH 4,
pH 7 and pH 11 respectively
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Fig. 7.2 FTIR spectra of hydrothermally prepared RGO samples at different pH mediums (4, 7
and 11)

finding were obtained from the previous studies reporting on the FTIR spectra of
preparation of RGO samples with increasing the pH in the medium [6, 10, 15, 16].

7.3.3 Malvern Zetasizer Nano ZS

Dynamics light scattering (DLS) is a suitable technique to estimate the size of
spherical-shaped particles based on the particle movement in liquid. However, RGO
samples possess a large ratio of length ranging from fewmicrons to thickness ranging
from few nanos [1]. Hence, the DLS results of as-mentioned samples are presumed
to be close to the side dimension of RGO samples. Figure 7.3 shows the particle
size distribution of RGOmeasured via DLS. The particle sizes among RGO samples
distributed normally without positively and negatively skewed. The particle size
distribution and its average value among RGO with different pHs are obtained from
Zeta software and tabulated in Table 7.1.

The effect of various pHs (4, 7 and 11) on particle size of RGO samples is inves-
tigated and displayed in Fig. 7.4. The average particle size as shown in Table 7.1
was utilized because it shows the most population of particle size in respective of
each RGO samples. The population decreased to 548.0–344.0 nm after the RGO
was added NaOH dropwise until the pH of the medium become 11 in the sample
preparation. Noticeably, the particle size of RGO-B decreased in the basic medium
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Fig. 7.3 Particle size
distribution of RGO samples
at a pH 4, b pH 7 and c pH
11

(a)

(b)

(c)
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Table 7.1 The particle size
of RGO samples in different
pHs

Samples pH values Average particles
size (nm)

Range of particle
size (nm)

RGO-A 4 751.1 615.1–825.0

RGO-N 7 548.0 458.7–615.1

RGO-B 11 344.0 295.3–396.1

Fig. 7.4 The dependency of
particle sizes of RGO
samples on various pHs (4, 7
and 11)

as compared to that of neutral medium. This can be related to the increasing pH value
lowers the tendency of graphene sheets to agglomerate them. NaOH produces nega-
tive charge hydroxide ions (OH–) in solution that generates electrostatic repulsion
among the graphene sheets and thus prohibits the agglomeration of the graphene
sheets [17]. Besides that, another plausible reason for this decreasing particle size
in basic medium is NaOH serves as a hydrogenating agent for GO and stabilize the
GO colloid [18]. The formation of activated graphene sheets begins by the ability
of NaOH to remove oxygen atom from the surface of GO [19, 20]. These activated
graphene sheets start to stabilize among them and reduce their effective sizes in the
basic solution. Therefore, this phenomenon contributes to smaller sizes of activated
graphene sheets. On the contrary, a larger size of RGO-A can be observed in 751.1
nm. This can be ascribed to the increase of concentration of hydrogen ions (H+) in
the solution which gives rise to the increase in size of graphene sheet. HCL disso-
ciates into H+ when it is dissolved in solution. The formation of H+ ions decreases
the pH value of the solution and increases protonation of both C–OH and COOH
acidic groups existing on the graphene sheets. The protonation process reduces the
negative charges that acts as electrostatic repulsion on the graphene sheets and thus
finally bring about the agglomeration of graphene sheets [21]. Kashyap et al reported
on the effect of pH value on chemically modified graphene oxide over a range of
2–12 with the increment of pH value by 1. The reported particle sizes decreased with
increasing pH values that agree well with this study [21].
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7.4 Conclusion

In this work, RGO samples were prepared using hydrothermal synthesis in different
pHmediums pH 4, pH 7 and pH 11.Wrinkle and curved structures can be observed in
FESEM images for all RGO samples. FTIR spectra depict the characteristic peaks of
RGO samples present in minimum intensity, showing the reduction of GO. The role
of pH greatly affects the particle size of RGO samples. The particle size increases
in acidic medium (751.1 nm) as compared to that of basic medium (344.0 nm) due
to the concentration of H+ ions increases and favours protonation process. This
process decreases the electrostatic repulsion of the graphene sheets and thus results
in agglomeration of graphene sheets.
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Chapter 8
A Comparative Study of Cr and Mo
Ultrathin Films as Transparent
Conductors in Solar Cell Application

Abdelbaki Hacini, Ahmad Hadi Ali, and Nurul Nadia Adnan

Abstract This research investigates the properties of chromiumCr andmolybdenum
Mo ultra thin films deposited on silicon and glass substrate using an RF sputtering
system. This study helps to make a new efficient, transparent conductor for the
solar cell application. These thin films exhibit a high optical transmittance belongs
to the layer with 5 nm of thickness which attained > 85% of transmittance in the
spectral range 400–800 nm. The surface morphology of Cr and Mo thin film varies
with thickness, where the grain size and surface roughness increase with thickness.
Additionally, the electrical properties were measured using the four-point probe.
The lower resistivity obtained was 5.56 × 10–4 �.cm and 6.87 × 10–4 �.cm at
30 nm of thickness for Cr and Mo thin film, respectively. The main contribution of
this work was to obtain a thin film with low resistivity and high transparency for
the transparent conducting application. These enhanced properties will reduce the
optical and electrical losses caused by the light reflection and the electric contact.

8.1 Introduction

The realisation of suitable transparent conducting materials with low cost is a signif-
icant challenge for researchers. These materials are essential for all electronic and
optoelectronic devices [1–4]. Up to now, the transparent conducting oxides thin films
are dominated for the transparent conducting applications. These oxides combine
the high electrical conductivity with the high transmittance in the visible and near-
infrared ranges [4–8]. However, they have some disadvantages, including the need
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for postdeposition or annealing treatment after deposition, the toxic nature of some
oxides, and the high production costs of thesematerials [9]. These disadvantages lead
to the search for an alternativematerial. In this context, the recent development in thin
metal films exhibits the ability to replace transparent oxides at very low thicknesses
because they are optically transparent and have very low resistivity [9]. Ultrathin
films are thin films that have a shallow thickness (less than 100 nm). This category
of thin films are used to improve the absorbance of the solar cell and decrease the
reflection that occurs on the top surface. Moreover, it helps to boost the mobility
of electrons due to the high carriers concentration. In this matter, chromium and
molybdenum were chosen because of their good conductivity and high transparency
at the low scale of thickness.

In this respect, it is common knowledge that thin films’ properties are influenced
by other properties such as the deposition parameters [10–13], the thickness [14],
the existence of oxygen [5], and doping carrier [15]. Consequently, the investigation
into thin metal films’ thickness plays a significant role in understanding the growing
processes of thin films and determining a new shape for thin films. These two aspects
will enhance the optical and morphological properties to be applicable to optoelec-
tronic devices. Nowadays, the sputtering deposition method has a great place in
fabricating thin metal films because of its advantages, including a low-temperature
deposition, good reproducibility, and the most important is the high growth rate
[9, 16].

This work presents a comparison of chromium and molybdenum ultrathin films
optically, electrically, and morphologically concerning the change in film thickness
for transparent conducting application.

8.2 Methodology

The chromium Cr and molybdenum Mo thin film were deposited onto glass and
n-type silicon Si substrates using an RF magnetron sputtering machine. The glass
substrates are used to measure the optical properties, where the Si substrates are
used to identify thin films’ morphological and electrical properties. Both the glass
and silicon substrate were sputtered in a vacuum chamber under high pressure 10−4

Pa. The glass substrates were cut and cleaned using the Decon-90 glass cleaner.
Meanwhile, the Si pieces were cleaned using an ultrasonic cleaner where the samples
were immersed in acetone solution, propanol, and DI water for 10 min. Then, these
glass and Si pieces were dried using nitrogen gas and placed under RF waves for
10 minutes in a plasma cleaner. The Cr and Mo films were deposited for different
thicknesses from 5 to 30 nm with 5nm. However, the thickness was controlled by
the two quartz crystals integrated within the chamber. During the deposition, the
mass of material grows on the surface of quartz crystal and causes fluctuation in the
frequency. At the same time, the quartz crystal measures the change in the mass per
crystal area by measuring the change of frequency (Fig. 8.1).
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Fig. 8.1 A schematic
diagram of The experimental
setup

The characterisation of samples included optical, electrical, and morpholog-
ical. The electrical properties were determined using the four-point probe system.
While the optical properties were measured using a UV-Vis spectrometer (UV-3600i
Plus, SHIMADZU) in the range from 300 to 800 nm. Moreover, the AFM (Bruker
Dimension Edge atomic force microscope) was used to obtain the surface topology.

8.3 Results and Disscusion

Figure 8.2 shows theoptical transmittance spectra ofCr andMo thinfilms for different
thicknesses varying from 5 nm to 30 nm in the wavelength range of 300–800 nm.
The spectrum shows an average of transmittance above 80% transmittance for 5 nm
thickness of Mo and Cr thin films at a wavelength of at least 400 nm. However,
the transmittance decreases for the same thickness (=5nm) in the UV range (300–
400) above 70%. Both materials exhibit a slight decrease in transmittance with thin-
film thickness because of surface scattering caused by the carriers. The increase
of the thickness will boost the electrons on the surface that influence inter-band
transitions and occur more absorption of light. In comparison, Cr thin films show a
high transmittance than Mo thin films.

Figures 8.3 and 8.4 the three-dimensional (3D) AFM images of Cr and Mo thin
films measured in an area of 5.0 × 5.0 µm2 for different thicknesses. These figures
show different morphologies for each material with varying thicknesses. Practically,
the deposition techniquewith different parameters has a significant impact on surface
morphology. It can be observed in the 3D images that the surface morphology
contains a series of separate peaks. Moreover, the size and distribution of grains
change with the thin film thicknesses. Figure 8.5a exhibits the root mean square
(RMS) roughness varying with thin-film thickness in the range of 5–30 nm. The
RMS roughness increases from 0.95 nm to 1.45 nm for the Cr thin film meanwhile,
the RMS roughness of the Mo thin film increase from 0.71 nm to 1.09 nm.

The general trending of the RMS roughness is increasing over the 5–30 nm thick-
ness despite having decreased values for Mo thin film in 15 nm and 20 nm thickness.
Similarly, the RMS roughness of Cr thin film decreases in thickness (10 nm, 20 nm,
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Fig. 8.2 The transmittance
spectra of glass coated with
a Cr and b Mo thin films

(a)

(b)

and 25 nm). The roughness is associated with the agglomeration and the distribution
of the particles on the surface. The increase of thin-film thickness will increase the
number and the size of particles that cause an increase in the roughness [16, 17].
However, the decrease in roughness of Mo thin film at 20 nm and Cr thin film at
10 nm and 25 nm due to the deposition process improves the surface quality and
minimises the roughness over a longer time.

Figure 8.5b shows the growth of the grain size of Cr andMo thin film as a function
of thickness. The grain size increases from 56.2 nm to 151.5 for Cr thin film and from
55.9 nm to 110.5 nm for Mo thin film. This trend is due to the thin-film thickness and
the deposition process. The sputtering process will condense atoms into the various
separated nucleus at small thicknesses, then the agglomeration of the nucleus will
form the 3D islands or particles [18]. In comparison, Cr thin films show a bigger
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Fig. 8.3 AFM images of thin Cr films for the as-deposited on silicon a 5 nm b 10 nm c 15 nm d
20 nm e 25 nm f 30 nm

grain size than that of Mo thin films. While Mo thin exhibit a lower roughness than
the Cr thin film.

Table 8.1 displays the variation of resistivity of Cr and Mo films with thickness.
The results indicate that the resistivity of both materials decreases with increasing
the film thicknesses. The decrease in resistivity of the Cr and Mo films is due to
the increase in grain size, which boosts the mobility of carriers inside the thin film
[19]. The growth of grain size decreases in grain boundary and defects on the thin
film surface, which reduces potential barriers for electron mobility. Cr exhibits a
lower resistivity as compared with Mo; correlating with the grain size of Cr is more
significant than that of Mo [19].
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Fig. 8.4 AFM images of thin Mo films for the as-deposited on silicon a 5 nm b 10 nm c 15 nm d
20 nm e 25 nm f 30 nm

8.4 Conclusion

In this work, the Cr andMo thin films were deposited on glass and Si substrates using
RF magnetron sputtering. The influence of thickness on the optical, morphological,
electrical properties, and elemental composition of Cr and Mo thin films were inves-
tigated. The optical transmittance spectra show high transmittance in the visible and
near-infrared ranges above 80% for 5 nm of thickness. AFM results show an increase
of the surface roughness similarly to grain size due to the sputtering process. The
electrical resistivity decrease with the increase of thickness. The lower resistivity
obtained was 5.56 × 10−4 �.cm and 6.87 × 10−4 �.cm for Cr and Mo thin film,
respectively.
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Fig. 8.5 Cr, MO grain size,
and roughness measured of
thin films deposited

(a)

(b)

Table 8.1 Cr, Mo resistivity measured of thin films deposited on silicon

Thickness (nm) 10 15 20 25 30

Resistivity of Cr film × 10–4 (�.cm) 11.6 9.58 8.29 7.45 5.56

Resistivity of Mo film × 10–4 (�.cm) 12.12 10.5 9.73 8.37 6.87
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Chapter 9
Simulation on Optical Absorption
for Amorphous Silicon Thin Film Solar
Cell with CdSe/ZnS Quantum Dots

Mirza Basyir Rodhuan, Rosmila Abdul-Kahar,
and Amira Saryati Ameruddin

Abstract The light absorption peaks of the cadmium selenide/zinc sulphide
(CdSe/ZnS) core/shell spherical quantum dots (QDs) are different, proportional to
their sizes. In this study, the various CdSe/ZnS core diameters which were 2.5 nm,
4.0 nm, and 7.0 nm that applied to the amorphous thin film silicon solar cell. The
models were designed and simulated using the Finite Element Method simulation
software. The aim was to investigate the light absorption by each model design
and determine the factors that influence the light absorption. The solar cell models;
amorphous silicon solar cell (aSiSC) and amorphous silicon quantum dots solar cell
(aSiQDSC) with different core diameters of the QD were determined. The light
absorption increased when applying a QD monolayer to the aSiSC model. The light
absorption peaks by the aSiQDSCmodels rose and occurred at the shorterwavelength
when the core diameter of the QD decreased. The factors that affect the light absorp-
tions were multi-exciton generations within the QD that generated more photons, the
classification of the QDs, and the size of the QDs whereabouts involved tuning the
QDs’ energy bandgap.

9.1 Introduction

Non-harmful renewable energy is desired to preserve the environment health, for
example solar cells [1–3] that undergo the most fundamental process called the light-
matter interaction [4]. The quantum technologies and solid state-physics knowledge
were expanded and intercepted, resulting the involvement of quantum dot (QD), a
particle linked between light and matter [5]. A nanostructure crystalline with semi-
conductor behaviours analogues to an atomic structure and optical properties; thus,
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the QDs are an artificial atom [6–10]. The multi-body nature of QDs enhanced the
strength of the light-matter interaction compared to the atomic emitters; therefore,
the QDs can be practical to the solar cells [5]. Previously, some industries that used
conventional single-junction solar cells faced a problem known as high-cost cell but
low electrical delivery. The absorber of the solar cells was able to absorb lights within
a specific region of the solar spectrum. It means that some photons were not being
absorbed, and some photons were converted as heat [7, 11].

The presence of the QDs with tuneable bandgap properties depends on their
sizes applied to the solar cells, also known as third-generation solar cells, which
promise high efficiency, absorption, and low cost [12–14]. The QDs with their tune-
able bandgap can harvest more solar spectrum because the QDs have a sizeable
intrinsic dipole moment causing rapid charge separation, which can produce three
electrons per photon due to multiple exciton generation processes (MEG) [13, 15,
16]. The quantum dots solar cells (QDSC) could theoretically enhance their power
efficiency from 20 to 65% [7]. The smaller QDs are giving higher energy confine-
ment and having a shorter wavelength and vice versa. The QDs are changeable in
their optical properties as their sizes and shapes are different [2, 7, 17, 18]. However,
a photobleaching process is a challenge for the QDs where the optical excitations are
irreversible, causing the fluorescence intensity to decrease, so the QDs are blinking.
This effect occured because the photoexcited carriers in the QDs are trapping and
de-trapping, which makes the QDs fluctuate between emissive and non-emissive
states.

The effect of the photo blinking can be reduced by growing a shell around the
QDs then become the core/shell QDs [2, 17]. The crystalline shell around the core is
more tuneable, and the core energy level can be manipulated [19]. The shell acted as
the separator between the core and the surrounding medium to avoid surface defects
[17] and maintain the luminescence properties of the QDs [20].

Nowadays, experimentalists have studied nanostructure areas, but some formu-
lations and theories have deviated as the theoretical approach is not strong enough
[21]. Researchers used simulations by using several software and methods to design
and handle the experiment computationally to obtain the data for the analysis [22].
Recently, some researchers stated that the investigation for the QDs can be from the
experiments and the simulations. This is because the QDs have small dimensions
down to nanoscales [20]. The research was stimulated by Cartar [21] using the Finite
Element Method (FEM) as a solver to the model of QDs that applied Maxwell’s
equation as a fundamental approach. However, previous publications claimed that
the QDs had not been summarised computationally, which means the properties of
the QDs have not been simulated [21, 23].

In this perspective, the idea of this study deals with a simple second generation of
solar cells, the aSiSC model design combined with a part of the third generation of
solar cells, a monolayer core/shell CdSe/ZnS spherical QD. The simulation used the
FEM via COMSOL Multiphysics software. This study measures the light absorp-
tions by aSiSC and aSiQDSC models and determines the advantages by applying
CdSe/ZnS QD to the aSiSC model. Other than that, this study aimed to understand
the physics concept behind the process and which influences the optical properties of
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the QD with three different core sizes of CdSe/ZnS in the aSiQDSC model. Conse-
quently, this model design is promising environment-friendly and high efficiency
solar cells and will become a basic model for future research and support to future
fabrication on the solar cell.

9.2 Simulation Models and Mathematical Approaches

The aSiSC model was adapted from [24]. Figure 9.1a shows design models with
9 nm width W and length L. The layers included were 10 nm aluminium (Al), 26 nm
amorphous silicon (aSi), 5 nm indium tin oxide (ITO), and 5 nm air layer. Then,
9.0 nm thickness of CdSe/ZnS QD monolayer sandwiched in between ITO and aSi
layers, known as the aSiQDSC model. The different CdSe sizes were modelled as
shown in Fig. 9.1b, c, and d with 2.5 nm, 4.0 nm, and 7.0 nm of core diameter
dc, respectively. Table 9.1 shows the list of the properties of the materials from the
previous researches used in this study.

(a) (b) (c) (d)

Fig. 9.1 Schematic diagram of the models a aSiSC, b aSiQDSC with dc = 2.5 nm, c aSiQDSC
with dc = 4.0 nm, and d aSiQDSC with dc = 7.0 nm

Table 9.1 The list of the
properties of the materials
from the previous researches
used in this study

Material Refractive index:
real, n

Refractive index:
imaginary, k

References

Al 0.69180 5.6354 [27]

aSi 4.3046 0.59238 [28]

CdSe 2.6187 0.3681 [29]

ZnS 2.387 0.037353 [30]

ITO 1.9016 0.0022439 [31]

Air 1.00027717 0 [32]
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This simulation used the Finite Element Method to scrutinise the electric field
profiles and light absorption by both aSiSC and aSiQDSCmodels. The mathematical
models used in this study were Maxwell’s equations, Fresnel’s equation, and Beer-
Lambert Law. The general equations of the electromagnetic wave (EMW) are given
by Eqs. (9.1–9.4) [25] where Eq. (9.1) and (9.2) are steady state equations, Eqs. (9.3)
and (9.4) are Faraday’s lawandAmpere’s lawwith time-varying displacement current
equations [26] where ρ is charge density and t is time.

∇ · B = 0 (9.1)

∇ · D = ρ (9.2)

∇ × E = −∂B
∂t

(9.3)

∇ × H = ∂D
∂t

+ J (9.4)

The incident EMWs have interactedwhen propagating through the different mate-
rialswith permittivity ε, permeabilityμ, and conductivityσ . The relationshipbetween
the electrical properties and electric displacementD, current density J, magnetic field
H, electric field E, and magnetic induction B can be represented as

D = εE (9.5)

B = μH (9.6)

J = σE (9.7)

and the equations can be applied to Eqs. (9.3) and (9.4), yielding

∇ × E = −μ
∂H
∂t

(9.8)

∇ × H = ε
∂E
∂t

+ σE (9.9)

The curl vector of Maxwell’s equation given by,

∇ × ∇ × H = ∇(∇ · H) − ∇2H = −∇2H (9.10)

But, in the free region case, the fight side of the Eq. (9.10) equals zero. By using
curl of E and applying Eqs. (9.3) and (9.4) gave the EMW in the time domain



9 Simulation on Optical Absorption for Amorphous … 85

∇ × ∇ × E = −∇2E

= μ
∂

∂t
(∇ × H)

= μ
∂

∂t

(
∂D
∂t

+ J
)

= μ
∂

∂t

(
ε
∂E
∂t

+ σE
)

= με
∂2E
∂t2

+ μσ
∂E
∂t

(9.11)

The EMW equations applied in FEM by using Fourier transform to obtain the
EMW equations in the frequency domain by derivative of eiωt to become

∇2E
μr

− k2
(

εr − iσ

ωε0

)
E = 0 (9.12)

where μr , εr , c, ω, σ , and k are relative permeability, relative permittivity, speed of
light, angular frequency, electrical conductivity, and wavenumber, respectively [33].

Fresnel’s equation is used in this simulation [34] as the EMW propagating
in different materials and coupled with boundary conditions occurring reflection
and refraction phenomena. The reflection R and transmission T coefficients of the
Fresnel’s equation for s- and p-polarisation are defined as

Rs = n1 cos θi − n2 cos θt

n1 cos θi + n2 cos θt
(9.13)

Rp = n2 cos θi − n1 cos θt

n1 cos θt + n2 cos θi
(9.14)

Ts = 2n1 cos θi

n1 cos θi + n2 cos θt
(9.15)

Tp = 2n1 cos θi

n1 cos θt + n2 cos θi
(9.16)

where Rs is TE reflection coefficient, Rp is TM reflection coefficient, Ts is TE trans-
mission coefficient, and Tp is TM transmission coefficient, θ i is the incident angle,
θ t transmitted angle, n1 and n2 is the first and second refractive index of the material,
TE and TM are denoted as transverse electric and magnetic waves propagation.

The intensity of the incident light I0 propagating onto the material and is scattered
through with the models. The light propagates passing through the materials, and
then transmitted light intensity I is observed lower than its original intensity. This
is because the material properties attenuated the light intensity, and this is known as
light absorption. Where the light passing through the materials being absorbed. The
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Table 9.2 The semiconductor physical constants for CdSe, ZnS, and aSi [37]

Material Mobility (cm2 V–1 s–1) Effective mass Electron
affinity (eV)

Dielectric
constantμe μh me/m0 mh/m0

aSi 1350 450 0.97 0.16 4.01 11.7

CdSe 600 9 0.13 0.45 4.95 10.0

ZnS 120 5 0.25 0.50 3.90 8.0

materialswhich have good light absorption gave lower transmitted light intensity than
poor light absorption. The light absorption can be calculated by using Beer-Lambert
law and described as [35, 36]

A = log10

(
I

I0

)
(9.17)

where A is absorption. The Eqs. (9.12–9.17) were used in the simulation to measure
the electric field profiles and light absorption by the models.

The simulation then plotted the energy bandgap structures and the excited elec-
tron–hole concentrations for CdSe/ZnSQD and aSi by using its semiconductor phys-
ical constants from [37] as shown in Table 9.2. Both energy bandgap structures and
the excited electron–hole concentrations were presented to relate and elaborate the
electric field profiles within the models and the effect of the light absorption with
different QD core sizes.

9.3 Results and Discussions

The model of aSiSC and aSiQDSC models were successfully designed and simu-
lated. The light absorption results were shown graphically by the absorption over
the wavelength for aSiSC and aSiQDSC with 2.5 nm, 4.0 nm, and 7.0 nm of core
diameter of CdSe/ZnSQDs as shown in Fig. 9.2. Table 9.3 shows the light absorption
peaks by aSiSC and aSiQDSC models with different QD core diameters.

Figure 9.2a shows the light absorption trends were higher in the UV region (200–
380 nm). This is because the light energy in the UV region was more significant
than the bandgap of the materials. Therefore, it can easily excite the electrons from
the valence band (VB) to the conductive band (CB) of the materials. From 380 to
1000 nm, the light absorption started to climb and peaks at the middle of the visible
region and then gradually decreased to 1000 nm, near the infrared region. The light
absorption peaks in the visible region occurred as the light frequency resonating with
the natural frequency of the materials, thus able to excite the electron from VB to
CB. The materials were poorly absorbed in the near-infrared region due to low light
energy to make electronic transitions. The light frequency is greater than the natural
frequency of the materials, resulting in a lower transition of electrons [38].
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Fig. 9.2 The light
absorption curves a from 200
to 1000 nm and b light
absorption peak region

(a)

(b)

Table 9.3 The light
absorption peaks by aSiSC
and aSiQDSC models

Model Core diameter,
dc (nm)

Light
absorption
peak, λm (nm)

Absorption, A
(%)

aSiSC 0.0 720 42.654

aSiQDSC 2.5 646 45.376

4.0 650 45.369

7.0 657 45.330

Figure 9.2b showed the light absorption peaks by each aSiQDSC model. It has
been observed the light absorption peak by the aSiSC model was occurred to the
wider wavelength due to the absorption range of aSi was near the infrared region
[39, 40]. Meanwhile, the light absorption peaks by aSiQDSC models had higher
light absorption and occurred towards smaller wavelengths as the diameter of the QD
core decreased. According to some experiments, the light absorption peaks by single
CdSe/ZnS QDs were around 500–610 nm [40] and 513–562 nm [41]. Commonly,
the absorption range by CdSe/ZnS QDs took place at shorter wavelengths even
they are having larger sizes [40, 42]. Minor differences occurred by the aSiQDSC
models as the massive presence of other materials in the models influenced the entire
absorption range, which is dominantly by the aSi absorption range; meanwhile, the
QD monolayer was small.
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From the results obtained, the presence of QD layer in aSiQDSC models with
2.5 nm, 4.0 nm, and 7.0 nm of QDs core diameter gave better light absorptions
by 6.00%, 5.98%, and 5.90% of increment, respectively, as compared to the aSiSC
model. Three factors played a role in the increment and peaks of light absorption by
the aSiQDSC models: multi-exciton generation (MEG) occurred within the QD, the
classification of the QDs, and the difference in core diameter of the QDs which gave
different energy bandgap due to the quantum confinement effect.

In a bulk semiconductor, the incident light with higher energy than the semicon-
ductor bandgap able to excite an electron from the VB to the higher level in the CB
and the electron known as a hot carrier electron. The hot carrier electron then under-
goes many nonradiative relaxations continuous transitions, which is thermalisation,
before going to the lower level of CB. Meanwhile, the quantum confinement effect
of the QD results in a large and discrete bandgap level in both VB and CB. The hot
carrier electron undergoes light emission as going down to the lower level in CB. The
light emission has higher energy than the bandgap, thus being absorbed by another
electron at the VB [13]. The phenomenon that occurred inside the QD was known as
MEG. A single incident photon can generate up to two or three excitons, producing
more photons when the recombination occurs. This process has many photons that
are totally from both incident light and by the QD and gave benefits to the aSi in
aSiQDSCmodels compared to the aSiSCmodel, which only received photons totally
from the incident light.

In terms of QD classification, CdSe/ZnS was classified as type-I core/shell QD,
which comprises a broader bandgap of shell and a small bandgap of the core. Type-I
QD improves the light absorption in the visible light region when applied to the solar
cell. Therefore, it influences the blue shifting of light absorption by the aSiQDSC
model compared to the aSiSCmodel. In addition, both carriers (excited electrons and
the holes) were confined inside the core, thus emitting light energy core dependent
on the aSi [43]. Figure 9.3 shows the electric field profiles within the entire model
for each aSiQDSC model at their respective light absorption peaks. The results from
Fig. 9.3 clearly showed higher electric fields occurred in aSi by 2.5 nm diameter
core compared to the model with 4.00 nm followed by 7.00 nm. The aSi within the
aSiQDSC models absorbed photons from the incident photon and MEG from the
core of QD.

The QDs with different core diameters and shell thickness gave different light
absorption and light absorption peaks. This is because the quantum confinement
effect changed the semiconductor materials’ energy bandgap, making the energy
bandgapof theQDs tuneable [43]. Table 9.4 shows thevalue of the energybandgap for
CdSe/ZnS with different core sizes. Figure 9.4 shows the energy bandgap structures
and the concentration of electrons and holes for CdSe/ZnS and aSi in each aSiQDSC
model.

From Table 9.4 and Fig. 9.4a, c, and d, as the core diameter smaller, the energy
bandgap wider, thus resulting in higher light absorption and occurred toward the
smaller wavelength (blue-shifting). The phenomena happened inside the core itself,
where both electrons and holes carriers were confined in the core. Therefore, the
recombination that occurred in the core gave the light emission depends on the
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Fig. 9.3 The electric field
profiles within the entire
model a aSiQDSC with dc =
2.5 nm, b aSiQDSC with dc
= 4.0 nm, and c aSiQDSC
with dc = 7.0 nm

(a) (b) (c)

Table 9.4 The core energy
bandgap, optical absorption
and its light peaks of
CdSe/ZnS for each core
diameter

Core
diameter, dc
(nm)

Core energy
bandgap, Egc
(eV)

Light
absorption
peak, λm (nm)

Absorption, A
(%)

2.5 3.88 646 45.376

4.0 2.50 650 45.369

7.0 1.93 657 45.330

energy bandgap of the core. The small core diameter has a wider energy bandgap,
the electrons excited as absorbing higher photon energy—the emission by MEG
and the recombination also emitting high. Thus, the aSi absorbed high energy of the
photon, and the peak occurred at a smaller wavelength. On the other hand, a large core
diameter has a smaller energy bandgap; the recombination emitted with low energy
photon and peaks occurred towards the larger wavelength. This also explained the
electric fields in Fig. 9.3.

Figure 9.4b, d, and f show the concentration of the excited carriers of electrons and
holes for each aSiQDSC model. The excited electrons and holes were dominantly
conquered in the core region, where the recombination occurred in the core, as
mentioned from [43]. As the core diameter increased, the value of exciting electrons
decreased thus, low recombination occurred. This also can be related to electric field
profiles within the core in Fig. 9.3. The electric fields inside the core were lower
than the shell, and this is because a bunch of excited electrons and holes recombined
within the core at the wavelength peak, thus lower electric fields within the core.
By comparing with three different core diameters, the electric field profiles within
2.5 nm core were higher than 4.0 nm and followed by 7.0 nm.
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(a)

(c)

(e)

(b)

(d)

(f)

Fig. 9.4 The energy band gap structures and the excited electrons and holes concentrations for
CdSe/ZnS and aSi with a, b dc = 2.5 nm, c, d dc = 4.0 nm, and e, f dc = 7.0 nm

These simulated results have proved the statements from [2, 7, 17, 18] and the
experimented results from [44], where the different sizes of the spherical CdSe/ZnS
QDs appeared in the various peaks of the light absorptions and the peaks of the light
absorptions occurred at the different wavelength. All things considered in these simu-
lated results, the presence of QD monolayer applied on the aSiSC models increase
the light absorption and the larger the core side of CdSe/ZnS QD, the lower the peak
of the light absorption and the light of absorption occurred at the larger wavelength
and vice versa.



9 Simulation on Optical Absorption for Amorphous … 91

9.4 Conclusion

In summary, the aSiSC and aSiQDSC were successfully designed via COMSOL
Multiphysics and simulated using the Finite Element Method (FEM) to measure the
light absorptions of the models. The results obtained, such as electric fields, energy
bandgap of the quantum dots, and the carriers’ concentration, were explained to
determine the factor that influences the light absorption by different core diameters
of the CdSe/ZnS QDs. The light absorptions were analysed in the range of 200 nm
to 1000 nm of the wavelength. The light absorption peaks by aSiSC model were
occurred at larger wavelengths due to the aSi in the models. The presence of QD in
the models increased the light absorption. This is because the multi-exciton gener-
ations occurred within the QDs. The multiple photons can be generated and being
absorbed by aSi layer. The absorption peaks that occurred were shifted to the shorter
wavelengths when the core diameter of the QD decreased. This happened because
the quantum confinement effect of the QD was able to tune the energy bandgap of
the QDs. Therefore, the solar spectrum can be absorbed in the entire visible region
with the presence of the QDs. The type of QDs also important as the material having
its specific absorption ranges, which also influenced the light absorption by the
models. For future study, some nanostructures such as nanocavity and nanoantenna,
which enhanced the light trapping, will be applied on the aSiQDSC to measure light
absorption effectiveness by the models.
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Chapter 10
Electronic Structure and Optical
Properties of Lead-Free Double
Perovskite BaMgLaBiO6: A DFT Study

Junaid Munir, Muhammad Jamil, Quratul Ain, and Kaneez Fatima

Abstract Structural, electronic and optical properties of double perovskite
BaMgLaBiO6 are theoretically investigated with density functional theory (DFT)
implemented in WIEN2k code. The structure is optimized to achieve minimum
energy at the ground state and optimized lattice parameters and bulk moduli are
obtained. The formation energy is also calculated which confirms the possibility to
synthesize the studied compound. Generalized gradient approximation (GGA) and
modified Becke-Johnson (mBJ) exchange potentials are used to calculate the phys-
ical properties. A semiconductor behavior is observed with respective potentials. A
band-gap of 2.7 eV and 3.8 eV is calculated with GGA and mBJ potentials respec-
tively. The electron density plots show the both covalent and ionic bonding between
the atoms in the compound. Total density of states is also calculated which shows
a good agreement with the band structure. The optical parameters such as real and
imaginary parts of dielectric function, refractive index, extinction coefficient, optical
conductivity, absorption coefficient, and energy loss function are also calculated. A
good optical conductivity is achieved in the selected energy range. On the basis of
calculated properties, this compound is recommended as a potential candidate in
LED’s, lasers, and power switching applications.

10.1 Introduction

The double perovskite oxides have attracted much attention because of their chem-
ical flexibility and extensiveness of configurationally space spanning [1]. In the past
few years, double perovskites have been studied extensively due to their extraordi-
nary properties and promising technological applications [2–4]. They have obtained
fundamental interest because of numerous interesting physical properties including
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spin-polarized half-metallic electrical conductivity, their unique electronic structure
ranging from metallic to insulator [5–7], and superconductivity [8]. The perovskite
structure with general formula ABX3 (Space group Pm-3 m) with cubic symmetry is
formed by connecting BX6 octahedral through corners (Where A and B are cations).
In the original perovskite, the charge onA andB cationmay vary. Double perovskites
are also the significant members of this family with different composition, structure
and physical properties than the original perovskites. Double perovskites (general
formula = A2BB′X6) are basically derived from perovskite have advanced techno-
logical applications in the field of magneto-dielectric, magneto-optics, half metallic
and spintronics [9, 10]. In double perovskites, A is a monovalent cation which is
larger than monovalent B cation and halide ion X acts as potential alternatives [11].
The double perovskite halides have large carrier lifetimes in comparison with lead-
based perovskites [12] and shows high dispersed conduction and valence bands
[13]. Recently, Ba2ZnOsO6 is reported with cubic structure having Fm-3 m (225)
space group [14]. A large number of perovskites including double perovskites have
been investigated for their physical properties [15–17]. Yun-Ping et al. [18] reported
A2CrMO6 for half metallic properties based on first principle calculation. Mostly
reported double perovskites have indirect band-gap in the range of 2–5 eV. It limits
the utilization of solar spectrum effectively [13]. The degradation of Cs2AgBiBr6
is observed on exposure to light and ambient air [13]. The composition space for
merging different cations A and B by using monovalent halides restricts to achieve
the required properties [19]. Recently, optoelectronic magnetic and thermodynamic
properties of double perovskite oxide have been studied [20–22].

To achieve a stable structure of perovskite and address the above-mentioned chal-
lenges, a new class of double perovskites with a general stoichiometry A′A′′B′BiO6

containing Bi3+ cations in the 3D octahedral framework is introduced [4]. The struc-
tures related to this class are widely studied and show good properties for practical
devices [23–25]. In the present work, we have studied the lead-free BaLaMgBiO6

double perovskite under the framework of density functional theory (DFT) using
wien2k code. According to the author’s best knowledge, so far no DFT-based study
is done on the said compound to explore its properties. We will calculate the struc-
tural, electronic, and optical properties of BaLaMgBiO6 compound to investigate its
response for optoelectronic applications.

10.2 Computational Details

Electronic structure and geometry optimization is done with full potential linearized
augmented plane wave (FPLAPW) method implemented in WIEN2k code [26].
Kohn–Sham equations are calculated with FPLAPWwith the help of self-consistent
method [27]. In Kohn–Sham DFT, the exchange correlation energy (EXC = EX + EC)
as a functional of electron spin densities must be approximated. For slow varying
densities, the famous functional have appropriate form: the generalized gradient
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approximation (GGA). Perdew, Burke and Ernzerhof Generalized Gradient Approx-
imation (PBE-GGA) [28] is used to solve the electron exchange and correlation
potential. However, the utilization of GGA strongly depends upon the properties
of studied materials. The results achieved with GGA for the band-gap of insula-
tors and semiconductors are severely not in good agreement with the experimental
results, e.g., it mostly underestimated the bad-gap or sometimes even absent [29]. To
solve this problem and achieve more accuracy in band-gap, modified Becke-Johnson
exchange potential (mBJ) [30] is used. The total Hamiltonian of the system is calcu-
lated accurately with mBJ approximation because it uses both GGA exchange and
correlation potentials. As a result, the band-gap accuracy comparable with experi-
mental result is significantly improved [30]. GGA correlation with mBJ potential is
used in our calculation for more accurate band-gap. The values for selected muffin
tin radii (a.u) of different atoms are Ba = 2.50, La = 2.50, Mg = 1.83, Bi = 2.01
and O = 1.69. The integration is done with tetrahedral method using 1000 k-points
in the complete Brillouin zone. The plane wave expansion cutoff is set at RMT Kmax

= 7.0 to carry the expansion of wave function, where RMT = atomic sphere radius
and Kmax = plane wave cutoff. The electron potential and electron density inside the
muffin tin spheres are presented with spherical harmonics [31] is set to lmax = 10.
The self-consistency convergence criterion for energy is achieved up to 10–5 Ry.

10.3 Results and Discussion

10.3.1 Structural and Electronic Properties

BaMgLaBiO6 has a cubic double perovskite structure (general formula
A′A′′B ′B ′′X6) with a space group of F-43 m. It is the extension of perovskite struc-
ture ABX3. The oxygen atoms (O2) are bounded with Ba+2 to form cuboctahedra
BaO12 and it share corners with other equivalent BaO12. Similarly, the oxygen atoms
(O2) are bounded with Mg+2, La+3, and Bi+5 to form cuboctahedra MgO12, LaO12,
and BiO12 that also share corners with other cubooctahedra. The tilt angles of corner-
sharing octahedral are 0°. The bond lengths for all Ba–O and Mg-O, La–O and Bi-O
are 2.93 A°, 2.05 A°, 2.93 A° and 2.10 A° respectively. In a linear distorted geometry,
O2 is bounded to two Ba+2, one Mg+2, two La+3 and one Bi+5 atom. Figure 10.1a
shows the crystallographic unit cell of double perovskite BaMgLaBiO6.

The unit cell of BaMgLaBiO6 has been optimized for the ground state stable
atomic configuration and to achieve optimized lattice constants. The Murnaghan’s
equation of state is used to calculate the ground-state lattice parameters.

E(V ) = E0 +
[ ( V0

V

)B0

B0 − 1
+ 1

]
− BV0

B0 − 1
(10.1)
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Fig. 10.1 Crystal structure (a) and energy-volume curve (b) of perovskite BaMgLaBiO6

where E0 is the minimum energy and V0 is the volume at T = 0 k. the bulk modulus
is B and pressure derivative of B is B0 at the equilibrium volume. The optimization
curve is presented in Fig. 10.1b. On the parabolic curve, the obtained minimum
energy value shows the ground state energy and the corresponding volume is the
ground state volume.

In addition, the formation energy is also calculated to check the possibility to
synthesize this compound. The formation energy is basically the difference between
the energies of the stable phases of the elements and the total energy of the compound.

EFE = EBaMgLaBiO6 − EBa − EMg − ELa − EBi − 6EO (10.2)

It can be seen from the calculated formation that the studied compound can be
synthesized. The calculated lattice parameters such as bulk modulus B (GPa), pres-
sure derivative of B and ground state energy E0 (Ry) are presented in the Table
10.1.

The band structure is the key factor in describing the electronic behavior of any
compound. Figure 10.2 shows the band structure of BaMgLaBiO6 perovskite calcu-
lated with generalized gradient approximation (GGA) and modified Becke-Johnson
(mBJ) potentials along the high symmetry points of 1st Brillouin zone.

Conduction band is observed above the Fermi level (0 eV) and valence band
below it. The energy band-gap lies between the maxima of valence and minima
of conduction band. A band-gap is observed and it increases from GGA to mBJ
potential which confirm a semiconductor nature of this perovskite. The calculated
values of band-gap are 2.7 eV and 3.8 eV with GGA and mBJ potential respectively.
The band-gap nature can be further investigated with density of sates (DOS) plots.
The understanding of atomic/orbital contribution towards the band structure can be

Table 10.1 Optimized parameters of perovskite BaMgLaBiO6

Lattice parameters a(A°) Bulk modulus B (GPa) B′ E0(Ry) Formation energy

BaMgLaBiO6 7.91 153.2 4.84 −7742.214 −4.11552
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Fig. 10.2 Calculated band-structure of perovskite BaMgLaBiO6 with GGA and mBJ potentials

achieved with DOS. Figure 10.3 show the total density of states as a function of
energy. The selected energy range is from −15 eV to 15 eV. The conduction band
is represented with positive energy range and the negative energy range corresponds
to the valence band. A clear band-gap is observed near the Fermi level in the plot of
total density of sates with both potentials. The contribution of different states above

Fig. 10.3 Total density of states (TDOS) of perovskiteBaMgLaBiO6 withGGAandmBJpotentials
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Fig. 10.4 Electron density along (110) plane of perovskite BaMgLaBiO6

Fermi level in conduction band (CB) and below Fermi level in valence band (VB)
start from the energy ban-gap. The Ba-d and La-d states show their main contribution
in the conduction and valence band. The s and p states ofMg andBi have contribution
in valence and conduction bands while the O–p state shows its major contribution
valence band. The contribution of other states for all atoms is negligibly small.

Electron density plots reveal the bonding nature between the atoms in the
compound. The electron density along (110) plane for BaMgLaBiO6 is shown in
Fig. 10.4. A week covalent bonding is observed between the Ba, and La atoms.
Oxygen (O) atoms show the ionic bonding nature along with the Bi atoms. A strong
bonding can be seen between the Bi and Mg atoms.

10.3.2 Optical Properties

The optical response of the compound is represented with dielectric function at
photon’s energies (E = hc/λ). Figure 10.4a shows the real E1 (ω) part of dielectric
function of BaMgLaBiO6 with GGA and mBJ potentials. The selected energy range
is 0 to 14 eV. The static frequency limit E1 (0) are 4.68 and 4.10 with GGA and
mBJ potentials respectively. As the band-gap increases from GGA to mBJ potential
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(Fig. 10.2), E1 (0) values decreases respectively which shows an inverse relation
between static frequency and band-gap as depicted in Penn model [32]. Beyond
the static point, E1 (ω) start increasing and reaches a maximum value of 6.28 at
3.71 eV and 4.58 at 3.86 eV with GGA and mBJ respectively. It can be seen from the
main characteristic peaks that the compound falls in the visible range of energy in
electromagnetic spectrum. After the peaks, the plot observed a decrease and become
negative at certain range of energy. The negative values show complete attenuation
of light and depict metallic behavior [33]. Figure 10.4 represent the imaginary E2 (ω)
part of dielectric function which shows the band-gap and absorptive behavior of the
material. The imaginary part is also the representative of inter-band transitions. The
E2 (ω) has two sharp peaks at 4.7 and 6.2 eV with GGA and 4.0 and 4.5 eV with mBJ
potential. Depending upon the information collected from both E1 (ω) and E2 (ω) the
calculation of essential optical parameters such as absorption coefficient, extension
coefficient, refractive index and optical conductivity become permissible.

Refractive index (n = c/v) is the dimensionless quantity which describes the
behavior of light travelling thought the given medium. The refractive index n(ω)
and extinction coefficients k(ω) both relates the interaction of light with material.
The refractive index n(ω) and extinction coefficient k(ω) as a function of energy are
calculated with respective potentials and plotted in Fig. 10.5. Figure 10.5a shows
the behavior of n(ω) which follow the same pattern as imaginary part of dielectric
function. The static frequency n(0) values are 2.01 and 1.75 with GGA and mBJ

Fig. 10.5 The real ε1(ω) (a) and imaginary real ε1(ω) (b) parts of dielectric function of
BaMgLaBiO6 with GGA and mBJ potentials
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potentials, respectively. It can be seen from band structure (Fig. 10.2) that the band-
gap is larger for mBJ potential, while n(0) (Fig. 10.5a) is smaller for mBJ potential
which confirms an inverse relation between them. Further increase in energy causes
to increase the value of n(ω) and maximum values obtained at 3.75 eV (2.51) and
3.83 eV (2.15) with GGA and mBJ respectively. There are also other peaks but a
gradual decrease is observed with further increase in energy.

The extinction coefficient k(ω) is basically the imaginary part of refractive index
n(ω) and plotted in Fig. 10.5b. It shows the absorbed radiation in an analogous way.
The threshold energies of k(ω) are 2.1 eV and 2.7 eV with both potentials. The k(ω)
values show an increase with increase in energy and maximum values observed at
8.5 and 9.6 eV for GGA and 10.1 and 11.0 eV for mBJ potential. The high peaks
indicate the high absorption in the perovskite.

The optical conductivity spectra is calculated and plotted in Fig. 10.6a. It is
revealed from the figure that optical conductivity starts from 2.7 eV and 3.8 eV
that is the band gap calculated with with GGA and mBJ potential respectively. After
the band-gap values, the optical conductivity gradually increases and achieves the
peak values at 8.4 eV and 9.9 eV with respective potentials. The optical conductivity
spectra start decreasing after the peak values with multiple minor peaks.

The relationship between the energies of incident photon and their per unit length
absorption is illustrated with absorption coefficient α(ω) spectrum as shown in
Fig. 10.6b. A non-linear increase in α(ω) as the function of energy. The abrupt

Fig. 10.6 Refractive index (a) and extinction coefficient (b) of BaMgLaBiO6 calculated with GGA
and mBJ potentials



10 Electronic Structure and Optical Properties … 103

Fig. 10.7 The optical conductivity (a) and absorption coefficient (b) of BaMgLaBiO6 calculated
with GGA and mBJ potentials

increase in α(ω) correspond to the highest absorption of incident radiations. The
photon absorption is the property of semiconductors. The absorbed photon causes to
excite and shifting the electrons from valence band to conduction band.

The energy loss function represents the loss in energy of moving electrons with
high velocity by with the collision of other electrons while moving through the
material.

Figure 10.7 shows the energy loss as a function of energy in BaMgLaBiO6

perovskite. Several peaks are observed for energy loss function. Themaximumvalues
are obtained at 10.7 eV and 12.1 eV with GGA and mBJ potentials, respectively
(Fig. 10.8).

10.4 Conclusion

The electronic structure and optical properties of double perovskite BaMgLaBiO6

are studied in the presented work. The full-potential linearized augmented plane
wave (FP-LAPW) method is employed under DFT framework via WIEN2k code.
A semiconductor behavior revealed from the electronic properties with GGA and
mBJ potentials. The density of states also gives the same results as band structure.
The electron density is also studied and presented in the contour plots. Different
optical parameters are investigated which shows the potential of the compound for
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Fig. 10.8 The energy loss function for BaMgLaBiO6 calculated with GGA and mBJ potentials

optoelectronic devices. The present results reveal the potential of double perovskite
BaMgLaBiO6 for lasers and power switching applications.
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Chapter 11
Conductivity of PANI/ZnO
Nanocomposites

Siti Ashikin Hassan, Maytham Qabel Hamzah, and Mohd Arif Agam

Abstract The present work reports the synthetization and characterization of
polymer Polyaniline/zinc oxide (PANI/ZnO) nanocomposites and was successfully
fabricated by chemical oxidation method of ZnO via in situ polymerization method
of PANI. Nowadays, the studies on conducting polymers are focus toward increasing
the conductivity of the polymer that can be approached in many strategies such as
doping the polymer with suitable nanoparticle in order to create highly packed and
densematerials. Here, ZnO is doped into the polymer PANIwith four differentweight
percentages of ZnO (2, 4, 6 and 8wt%). The effect of the ZnO in terms ofDC conduc-
tivity of the nanocomposites are observed through the four-point probe method. The
highest conductivity reported is 1.25 × 101 S cm−1 at 8 weight percentage (wt
%) of zinc oxide nanoparticles. The molecular structures had been studied using
Fourier Transform Infrared Spectrometer (FTIR), and the spectra of (PANI/ZnO)
nanocompositeswere formed in emeraldine salt formwhich consists of the benzenoid
and quinoid ring. The conductivity of the nanocomposites increases as the weight
percentage of the nanocomposites increase. This high-conductive material can be
used as a supercapacitor.

11.1 Introduction

The word polymer is a blend of two Greek words poly which means many and
mers meaning units/parts. Thus, a polymer may be defined as a repeating small
molecule (monomers) while in others may be branched or cross-linked. In other
words, polymers are commonly applied in electrical and electronic applications such
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as an insulator, where the advantages are taken due to their properties of very high
resistivity. The polymers are broadly chosen because of their strength [1], flexibility
[2], elasticity [3], stability, mouldability and ease of handling.

Polymers are insulators of electricity because they neither have a large number
of charge carriers (free electrons or holes) nor an orbital system to make the
charge carriers mobile (the conjugated backbone of the polymer), the two essen-
tial components for the polymer to manifest the charge-conduction process. That
is why they have largely been used as a substitute for structural materials such as
metals and alloys, wood, ceramics etc. Until the last few decades, polymers remained
unsuccessful in replacing metals and semiconductors in electrical and electronic
applications due to their insulating properties [4–6].

Many studies on conducting polymers are focus toward increasing the conduc-
tivity of the polymer that can be approached in many strategies such as synthesizing
new molecular structure such as in Organic Semiconductor research (OSC) [7],
doping the polymer with suitable nanoparticles [8] or restructuring of the polymer
molecules to create highly packed and dense materials [9, 10]. Thus, to be classified
as a conducting polymer, a polymer must possess the subsequent essential features:

1. Presence of extended conjugation which provides an excellent degree of
delocalization of π-electrons within the molecules [11].

2. As pristine conjugated polymers do not contain characteristic charge trans-
porters, charge transporters should tend an outward interaction, called doping.

Conducting polymer such as polyaniline (PANI) has special status among other
conducting polymers due to its non-redox doping, good environmental stability and
economic feasibility [12]. Besides, it become favoured conducting polymer because
of its unique electrochemical properties, simple synthesis using low- cost chemicals
and procedure, lightweight, high absorption coefficient in the visible light, and high
mobility of charge carriers [13].

In past few years, organic and inorganic nanoparticle materials are let to mix
into conducting polymer matrices in fabricating new polymer nanocomposite mate-
rials that have caught much attentions of researchers due to their wide range of
application. This new polymer (organic or inorganic) (PO/PIO) composites are an
interesting material as the properties of these composites can be tuned through
the dopant concentration and polymer-organic/polymer-inorganic interactions. The
second manipulation technique in tuning these PO/PIO properties, is by introducing
the PO/PIO with manipulation techniques such as laser or radioactive radiation,
chemical or thermal techniques [14].

Numbers of efforts have been made to successfully prepare the nanocomposites
by chemical and electrochemical routes using nanostructured metal oxide namely
copper oxide (CuO) [15], titanium dioxide (TiO2) [16], silicon oxide (SiO2) [16] and
lead oxide (PbO) [17] because of their unique electrolytic, piezoelectric and phonic
properties. Nanostructured zinc oxide has unique properties like high isoelectric
point, an n-type semiconductor with direct band gap (3.37 eV) and high binding
energy (60 meV), nontoxicity [18] and high electron transfer capability.
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In this paper, PANI and its nanocomposites with zinc oxide nanoparticles (ZnO
NPs) are fabricated by in situ oxidative polymerization of aniline monomer with
ammonium peroxydisulphate (APS). The products are characterized by Fourier
Transform Infrared (FTIR) spectra to identify chemical bond and four-point probe
for electrical conductivity. The interaction between PANI and ZnO nanoparticles is
investigated and the results show the doping effect of ZnO nanoparticles. The aim
of the production of PANI/ZnO nanocomposite is in the future to be applied as a
supercapacitor.

11.2 Methodology

Table 11.1 shows the list of chemicals used to synthesize the zinc oxide nanoparticles.

11.2.1 Preparation and Synthesis of Zinc Oxide
Nanoparticles

ZnO NPs are synthesized by chemical oxidation method, zinc acetate dihydrate and
ammonia solution are used as precursors and the soluble starch as stabilizing agent
according to the procedure reported in the literature [19]. In this experiment, 2.5 g
of soluble starch is dissolved in 500 ml of distilled water and the starch solution is
kept under constant stirring and heating until becomes a clear solution.

Then, in another beaker, 11 g of zinc acetate dihydrate is dissolved in 100 ml
of distilled water. The solution is stirred continuously for 10 min using a magnetic
stirrer. Then, the solution is added into the starch solution and 2 ml of 1 M ammonia
solution is added into the mixed solution drop by drop. The reaction of the solution
is allowed to proceed under constant stirring for 2 h. After the complete of reaction,
the solution is permitted to settle overnight and centrifuged at 5000 rpm for 10 min
and the supernatant solution is discarded. Thus, the precipitate ZnO are washed three

Table 11.1 Chemicals used
for zinc oxide nanoparticles

Chemicals Molecular formula Molar mass (g/mol)

Zinc acetate
dihydrate

[Zn
(CH3CO2)2.2H2O]

219.50

Soluble starch C12 H25 N O11 359.33

1 M Ammonia
solution

NH4-OH 35.04

Distilled water H2O 18.02

Deionized water H2O 18.02

Ethanol C2H6O 46.07
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times using distilledwater and ethanol to remove the by-products and excessive starch
which are bound with the nanoparticles. Afterwards, the participitate are dried for
overnight in an oven at 80 °C. A complete conversion of zinc hydroxide [Zn (OH)2]
into zinc oxide (ZnO) takes place during the drying process. The prepared ZnO NPs
are used for further characterization and composites.

11.2.2 Preparation and Synthesis of PANI/ZnO
Nanocomposite

Table 11.2 shows the chemicals used to synthesize the nanocomposites.
PANI/ZnO NCs are prepared by in situ polymerization of aniline with four

different weight percentages of ZnO: 2, 4, 6 and 8 wt % to produce NC1, NC2,
NC3, and NC4, respectively.

0.042 g (2 wt%) of the above synthesized ZnO NPs are poured into a beaker
containing a solution of 100 ml of 1 M HCl and 2 ml of aniline monomer, followed
by the sonication of the solution for 1 h at 40 °C. The sonication is to ensure the
ZnO NPs and the aniline are dissolved homogeneously in the solution. After that,
the solution is stirring constantly in an ice bath using the magnetic stirrer for 1 h at
5 °C. In another beaker, 4.9 g of APS is poured into 50 ml of pre-cooled 1 M HCl.
Then, the reaction is continued by adding dropwise the APS and HCl solution. The
stirring is continued at 20 °C for 5 h long until the polymerization of aniline and ZnO
NPs homogenously stirred. The process proceeds with the centrifugation of emerald
black solution with deionized water, methanol and acetone at 10 000 rpm for 10 min
to remove unreacted excess products. The precipitate obtained is dried in an oven
overnight at 80 °C and grinded with pastel and mortar. The steps followed by another
weight percentage (4, 6 and 8 wt %).

Table 11.2 Chemicals used
for nanocomposites

Chemicals Molecular formula Molar mass (g/mol)

Aniline C6 H5 N H2 93.13

Ammonium
perodisulfate

(NH4)2 S2O8 228.201

Hydrochloric
acid

HCl 36.458

Zinc acetate
dihydrate

[Zn
(CH3CO2)2.2H2O]

219.50

Soluble starch C12 H25 N O11 359.33

1 M Ammonia
solution

NH4-OH 35.04
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Fig. 11.1 FTIR spectra of PANI, ZnO, and NCs (NC1, NC2, NC3, and NC4)

11.3 Results and Discussion

11.3.1 FTIR Spectroscopy

FTIR spectrum is the feature of a particular compound that gives the information
about its functional groups, molecular geometry and inter/intramolecular interac-
tions. FTIR spectra of the prepared ZnO, polyaniline and the nanocomposites are
shown in Fig. 11.1. The spectrum of ZnO shows peaks at 1555 cm−1 which are
assigned to adsorbed water at the ZnO surface [20]. In the polyaniline spectrum, the
bands appeared at 521 cm−1 and 831 cm−1 are due to C–N–C of the aromatic ring and
C-H in the plane of the benzenoid ring. A characteristic absorption peak of polyani-
line that emerged at 1511 cm−1 is assigned to the C=C bond in the benzenoid ring,
which gives evidence of the presence of doped PANI structures. The presence of the
benzenoid and quinoid units is evidence of the emeraldine form of PANI. The FTIR
spectra of the polyaniline/zinc oxide nanocomposites show the same characteristics
peaks of the PANI.

11.3.2 Electrical Conductivity

The variation of DC conductivity of the prepared nanocomposites with a different
weight percentage of zinc oxide is shown in the Table 11.3. The figure shows that
the electrical transport (conduction) is represented by the convergence of ZnO in
the nanocomposite as the ZnO acts a significant part in the conduction system. The
DC electrical conductivity of the nanocomposites room temperature, is measured
using a four-point probe and listed in Table 11.1. From this table it is clear that the
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Table 11.3 DC conductivity (σdc) of PANI, ZnO NPs, and PANI/ZnO NCs at room temperature

Nanocomposite weight percentage (%) 0 (pure pani) 2 4 6 8

Conductivity (S/cm) 5.18 6.20 7.45 10.40 12.50

conductivity of pure polyaniline is 5.18 S/cm and increases with increasing weight
percentage of ZnO NPs to (6.20, 7.45, 1.04 × 101, 1.25 × 101) at (2 wt %, 4 wt %,
6 wt % 8 wt %) respectively. The conductivity of the PANI/ZnO nanocomposite
increase with increasing the weight percentage of the nanocomposite from 2 wt%
to 8 wt%. The conductivity of the conjugated polymer fundamentally relies upon its
conjugation length [21].

The pure PANI conductivity is related to the electron transportation conductivity
mechanism of its conjugated system. The increase in the electrical conductivity with
the further increase in the ZnO content in each nanocomposite could be attributed to
the charge carries of the ZnO nanoparticles, which is based on electrons and holes
and also the ability of the nanoparticles to fill in the tiny blanks in the polymer matrix
[22].

11.4 Conclusion

For FTIR, the nanocomposite with an increasing weight percentage of ZnO, some
vibrational bands are shifted to higher wavenumbers. Due to the H-bonding inter-
action between polyaniline chains and hydrochloric acid, and the hydrogen bond
between the amine and imine nitrogen site in the PANI chain. The FTIR data revealed
that the spectra of the nanocomposites are formed in the emeraldine salt form which
consists of a benzenoid and quinoid form. An increase in the electrical conductivity
indicates that there is a transition.
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Chapter 12
AMach–Zehnder Ring Resonator Layout
for Label Free Detection of Diabetes

Parisa Sanati, Mahdi Bahadoran, and Mohd Kamarulzaki Mustafa

Abstract Most diabetic patients argue about the high price of the disposable test
card together with an unpleasant and painful fasting blood test that must be repeated
daily. In this work, a Mach–Zehnder interferometer was combined with a small size
ring resonator system, including two half-circular racetrack ring resonators to set up
aMach–Zehnder ring resonator (MZRR) system for low cost and painless process of
diabetes detection. In this work, patient’s tear was exploited instead of using blood
samples to get rid of daily painful blood taking test. The optical transfer function of
MZRR is derived using the signal flow graph method. The MZRR works based on a
variation of the refractive indices of the test samples and any change in the refractive
index of the top cladding sensing layer can cause a specific shift in output light
resonance peaks. The sensitivity of the MZRR sensor for the detection of diabetes
is measured to be 360 nm/RIU, which leads to a detection limit of 5.5 × 10–5 RIU.
The advantages of the MZRR sensor are in high accuracy, the quick approach of
detection and a painless process, which make theMZRR sensor a proper lab-on-chip
device for health monitoring of diabetic patients.

12.1 Introduction

The design of the label-free biosensors has been a subject of interest in medical diag-
nostics, pharmaceutical industries and monitoring of the environment. The design of
miniaturized and high sensitive sensors has been receiving great attention in the
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development of integrated optical biosensors [1]. Amongst the various types of
optical sensors, silicon-based sensors have received a wide range of interests in the
integrated electro-optic microfluidic and Lab-on-chip tools, thanks to their unique
features like compatibility with the standard ComplementaryMetal-Oxide Semicon-
ductor, (CMOS) fabrication procedure, no sensitivity to an electromagnetic wave,
possibility to design a fabricate in micro size, low cost and high mode confinement
[2–4]. These characteristics of silicon-based sensors deliver clinical diagnostics and
fully-automated biological analysis that is desirable in the pharmaceutical, medical
and food industries [5]. Generally, the two approaches of invasive and non-invasive
have been used for the identification of biological cells. The label-based method
(fluorescence-based approach) is an invasive method. The no marker method is
known as non-invasive as no labels are required to be attached to the bio-cells,
thus, the cell’s information remains intact [6]. Label-free detection (LFD) delivers
straightforward, natural and highly sensitive detection of bio-cells free from adding
markers or impurities to the target sample. The light interaction with the test sample
(bio-cells) that cause a change in the output light response is the key parameter in
Label-free sensors [7]. Nowadays, label-free detection has been applied in interfero-
metric sensors [8, 9], photonic crystal sensors, chemical sensors [10], electrochemical
biosensor [11] and refractive index-based sensors [12, 13]. In the label-free refrac-
tive index sensors [14, 15], any change in the refractive index of the test sample
contributes a change in the output light response. Among the conventional label-
free refractive index sensors, ring resonator-based devices [16–20] have received a
considerable attention in sensing applications due to their specific features like high
Q-factor, small size, low power consumption, low cost and easy fabrication process
and high efficiency [21–23]. In this work, we applied a layout of the ring resonator
for quick detection of diabetes.

Diabetes step from an excess of sugar in the blood. A high level of sugar in the
blood can causemajor health concerns24, 25.Glucose is known as the brain’s primary
fuel source and is a main source of energy for cells that makes up the muscles and
tissues and is essential to human health. The underlying cause of diabetes differs
depending on the kind. The type 1, type 2, and gestational diabetes are the three
basic kinds of diabetes26. Type 1 diabetes is an autoimmune disease in which the
pancreas fails to make insulin. It can strike individuals at any age. Diabetes, type
1 is the most common kind of diabetes. The failure of the body to produce insulin,
the hormone that unlocks the body’s cells, allowing glucose to enter and fuel them,
causes diabetes. Insulin resistance is the cause of type 2 diabetes. Type 2 diabetes
known as a frequent illness in which the blood sugar (glucose) level rises to highly
dangerous levels. During pregnancy, the placenta produces hormones that increase
blood glucose levels. The pancreas can usually produce enough insulin to manage
the situation. However, if the body does not produce enough insulin or does not use
it properly, blood sugar levels rise, resulting in gestational diabetes27. The diabetic
patients suffer from frequent urination, feeling very thirsty, exhaustion and may
feel significant heart, eye and nerve problems. Biochemical methods are the most
prevalent way to measure blood glucose. In terms of the assay concept, calibration
procedure, and result expression, these approaches are complicated, inconvenient and
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expensive. There exist some electro-chemical tools in the markets, which work based
on a sample of finger blood and disposable measuring stick. Sometimes diabetic
patients argue about the uncomfortable blood test by applying a lancet into their
finger28 and some patients in poor countries demand for low-cost approaches [24].
Due to the inadequacies of existing approaches, a novel method with high accuracy,
fast detection, low cost and low pain is required. Here, we took advantage of the
small size Mach–Zehnder resonator system, including two half-circle ring resonator
and two straight bus waveguide sections that made a asymmetric ring resonator
system, which fulfils the expectations of low price, fast process of detection, and
high precision. Besides, we change the test sample from blood to tear of diabetic
patients to get rid of daily painful blood taking test.

In this work, a combined Mach–Zehnder interferometer with half-ring resonator
system is selected in a set up a Mach–Zehnder ring resonator (MZRR) system for
label-free detection of diabetes. The MZRRworks based on a variation of the refrac-
tive indices of the test samples. Theoretically, any change in the index of refraction
of the superstrate layer of the sensing waveguide can cause a definite shift in output
resonance peaks. The merits of our proposed sensor are in low cost of fabrication,
high sensitivity and quick approach of detection without any pain, which make the
MZRR sensor a proper lab-on-chip device for health monitoring of diabetic patients.

12.2 Methodology

The free spectral range (FSR) is defined as the wavelength difference between two
sequential resonance peaks that theoretically can be calculated by FSR = λ2

0/ng L
[15, 25]. Here λ0 shows the wavelength between sequential resonance peaks, ng is
the group index of optical medium and L represents the optical length. Applying a
narrow line width tunable laser together with using high precision optical spectrum
analyzer (OSA) [26] are conventional so as to improve of sensitivity. The ratio of
output to input light power can be determined using the signal flow graph (SFG)
method [25, 27]. The SFG method makes use of Mason’s rule [28, 29] to calculate
optical transfer function (OTF) of photonic tools. Based on the Mason’s rule, the
OTF of an optical device with Ein and Eout light fields at the input and output ports,
respectively is given by [27, 30], The volume editors, usually the program chairs,
will be your main points of contact for the preparation of the volume.

OT F = Eout

Ein
=

∑N
m=1 Tm�m

1 − ∑
m Lm + ∑

m �=g LmLg− · · · (12.1)

where Tm is the mth forward trajectory from Ein to Eout ports, �m is defined as
the delta determinant for mth track [31, 32] and N denotes for the total number of
one-way paths from Ein to Eout ports. Here, Li represents the closed loop existed in
photonics nodes [23, 33] (red dots in Fig. 12.1b). Configuration of Mach–Zehnder
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(a) (b)

(c)

Fig. 12.1 A generic layout of MZRR sensor a the sensor configuration b SFG diagram c the
waveguide arrangement

ring resonator (MZRR) is displayed in Fig. 12.1a and the SFG diagram for MZRR
is given in Fig. 12.1b. In each coupler, Sn = √

(1 − γn)kn shows the fraction of
light pulse evanescent over the waveguides [33–35] and Cn = √

(1 − γn)(1 − kn)
denotes to the portion of input light to the coupler that travels via one waveguide
[14]. Here, kn shows the coupling coefficient and γn shows the coupling intensity
loss for each coupler. The loss-unit delay parameter in SFG diagram is shown by
εm = exp(−mαL/2) exp

(−imkngL
)
[36–39] that m is the resonance mode umber,

α shows the internal loss factor of optical path, L is the circumference of the close
loop, k represents the wave number and ng shows the group refractive index of ring
waveguide.

According to the Mason rule, all of the closed loops and forward transition
paths from the Ein to Eout ports must be identified, then applied in Eq. (12.1).
For MZRR layout, there exists only one closed loop passes through the photonics
nodes of 2 → 5 → 4 → 3 → 2, so the transmittance function of this loop is
L(MZRR) = S1S2ξm1+m2. Since half part of close loop includes m2 and the other
part includes m1, (m1 + m2 = 1), thus L(MZRR) = S1S2ξ . The input light can
solely transmit via photonics nodes of 1 → 2 → 5 → 6 to reach the output port.
Thus, the transmit function of this unique forward path is T1(MZRR) = C1C2ξ

m2.
As this track touched the L(MZRR) loop, the delta determinant of this transmitting
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track is �1(MZRR) = 1. Applying T1, �1 and L1 into the Eq. (12.1), the optical
transfer function for Mach–Zehnder ring resonator can be calculated as in Eq. 12.2:

OT FMZRR = Eout

Ein
= C1 C2 ξ m 2

1 − S1 S2 ξ
(12.2)

The normalized intensity of light via the MZRR system can be calculated by a
dot product of optical transfer function to its complex conjugate as OT F · OT F∗.

12.3 Simulated Result and Discussion

As demonstrated in Fig. 12.1a, a silicon-on-insulator (SOI) waveguide is used in the
MZRR system. The structure included a 2 µm height of SiO2 substrate, a silicon
core with the height and width of 180 nm and 400 nm, respectively that were placed
on silica substrate. As shown in Fig. 12.1c, the asymmetric MZRR has two straight
sections, Lc, as large as 0.5 µm and two half circles. The larger half circle has
the radius of 4.2 µm and the radius of smaller one is 3.7 µm. The coupling gaps
are adjusted on 100 nm. A tunable laser with a center wavelength of 1550 nm was
applied as input light sources and optical spectrum analyzer (OSA) was exploited as
an output light detector. Applying various solutions on the top layer of the silicon
waveguide can change the group index of the waveguide and it causes a wavelength
shift in the output resonance peaks. In the first step, theMZRR sensor is calibrated by
applying different concentrations of sugar solution. The reflective index of various
concentrations (mass %) of sugar solution, C, in the wavelength of 1550 nm is given
by Eq. (12.3) [32, 40],

n = 1.3119 + 0.14849 × C% (12.3)

Based on Eq. (12.3), the refractive indices of 1.31190, 1.31487, 1.31784, 1.32081,
1.32378 and 1.32675 are correspond to the sugar solutions with the concentration
of 0%, 2%, 4%, 6%, 8% and 10%, respectively. Implementing these solutions (0
to 10%) on the window sensor leads to the group indices of 4.282559, 4.279663,
4.276748, 4.273834, 4.270922 and 4.268013 respectively.

In the microring-based biosensor, the prorating light through the waveguide core
is required to evanescently couple to the top cladding part of the waveguide and
interact with the molecules of the test sample [41]. The interaction of the evanescent
light with the bio-cells contributes to a change in the effective index and group index
of the sensing waveguide and consequently can make a spectral shift in the output
light [12, 13]. The transfer electric mode (the lowest order mode) of light through
the ring waveguide is displayed in Fig. 12.2a. The core of the waveguide has the
maximum light intensity (dark red) and the evanescent light is shown by the yellow
and blue halos around the core. As illustrated in Fig. 12.2a, the evanescent light from
the core would penetrate almost 500 nm into the superstrate part of waveguide that
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Fig. 12.2 a Transfer
magnetic mode of light via
sensor waveguide. b Optical
transmission versus
wavelength for the MZRR
sensor from different
concentrations of sugar
solution. The optical
parameters used in
simulation of sensor are as
follows: k1 = k2 = 0.9; γ 1
= γ 2 = 0.01; α = 5 dB/cm
(c) calibrated sensing line for
MZRR

(a)

(b)

(c)

is almost three times larger than the core height. It means that this sensor can be used
for the biological samples having submicron size of components. Applying different
concentrations of water-alcohols [42, 43] water-salt [38, 44–46] or water-sugar [39,
47] have been considered as the benchmark for the calibration of themicroring-based
sensors.

Applying distilled water on the MZRR sensing window provides the free spec-
tral range of 23 nm with a full width at half maximum as narrow as 330 pm that
corresponds to the high Q factor of 4772. The wavelength response of the MZRR
sensor for applied 0% to 10% concentrations of sugar solution on the sensingwindow
is simulated in Fig. 12.2b. This change in the sample concentration brings about a
group index variation that leads to a wavelength shift in the resonant peaks. For a
change of 0.014 in the top cladding refractive index change, the resonant peaks in
the wavelengths about 1570 nm have undergone the wavelength shifts of 5.35 nm
that led to a sensitivity of 360 nm/RIU. The sensitivity of the refractive index-based
sensor are measured by Δλpeak/Δntest [13, 40, 48] that Δλpeak denotes a shift in the
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Fig. 12.3 a the variation of
group index of the sensing
waveguide versus
wavelength for applying
water (blue square), healthy
tear (red circles) and diabetes
tears (black diamonds) b
light transmission via MZRR
versus wavelength for
diabetes detection c sensing
line for detection of diabetes

(a)

(b)

(c)

resonance peaks and Δntest is the change in the refractive index of the test sample.
Compare to the sensitivities reported by a single microring resonator-based sensors
given in Table 12.1, current MZRR sensor has smaller size, higher sensitivity and
high Q factor that is due to its mixed-design with Mach–Zehnder interferometer.

For detection of diabetes, three samples, including water (base line), a healthy tear
sample and a tear sample of diabetes were applied on the sensing window of MZRR
sensor. The refractive indices of water, healthy tear and diabetic patient’s tear are
1.318 [54, 55], 1.350 and 1.410, respectively. The refractive index of bio-cells can
be measured using spectral attenuation data. The change in the group index of the
sensing waveguide against the wavelength spectrum of 1500 nm-1600 nm for three
solution samples of water, healthy and diabetes tears is shown in Fig. 12.3a. The
group refractive index of these three samples is 4.277, 4.245 and 4.188 respectively
in the wavelength of 1550 nm. The transmission light shows the blue-shift for tear
samples rather than water baseline. The wavelength shifts as high as 9.89 nm and
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Table 12.1 Comparison of different single ring resonator-based sensors

Sensor configuration Sensitivity
nm/RIU

Highlight Size of sensor
µm2

Ref

Slot-waveguide-based
SOI ring resonator

298 DL = 4.2 × 10–5

RIU
13 × 10 [49]

SOI racetrack ring
resonator

70 10–5 RIU 10 × 10 [50]

SOI racetrack ring
resonator

70 Q = 2340 12 × 8 [51]

Hybrid plasmonic
waveguide micro-ring
resonator

180 2.917 × 10–4 2 × 2 [52]

SOI-photonic crystal
ring
resonator (PCRR)

111 Q = 3700 – [53]

Mach-Zehender Ring
Resonator

360 5.5 × 10–5 RIU
Q = 4771

8.5 × 8.5 Present work

11.48 nm were realized for diabetes and healthy tear samples, respectively as shown
in Fig. 12.3b. The slope of each sensing line can give the sensitivity. Simulated results
show that the tear healthy sample brings about a line almost near to the calibration
line (blue-dash line). It means that the healthy samples will be located on the green
line. The samples having diabetic tear generated a red dotted line with a slope of
124.65nm/RIU.This difference in slope is due to the differencebetween the refractive
indices of sugar solutions (used in the calibration process) and the tear samples that
brings about a modification in the group indices of each sample. Indeed, achieving a
difference between the healthy and infected samples is commonly expected in ring-
based sensors [42, 43]. One can easily check their diabetic status by adding a drop
of tear into the sensor and considering the locus of the test sample in the green and
red lines in Fig. 12.3c. The tear from healthy person will be realized through the
green line while the diabetes samples will be appeared along the red line. Totally, the
MZRR sensor can ease and accelerate the diagnostic of diabetes patients. This sensor
potentially can be used for as a disposable lab-on-chip device for daily monitor of
blood sugar.

12.4 Conclusion

A novel approach is successfully employed for a low cost and painless detection of
diabetic patients using patient tear instead of patient blood conventionally. Refrac-
tive index-based sensor designed using a Mach–Zehnder interferometer formed by
half ring resonators for label free detection of diabetes was developed and able to
differentiate between healthy and diabetic tear. The patient’s tear is used as a test
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sample instead of using diabetic fingertip blood which is not paintfull and simu-
lated using Matlab software. The sensor has the sensitivity and detection limit of
360 nm/RIU and 5.5 × 10–5 RIU, respectively, that can be potentially applied as
lab-on-chip devices for daily monitoring of diabetic patients. Overall, the MZRR
proposed sensor gives several advantages, including a quick approach of detection,
small size, high sensitivity and low-cost of fabrication that can be actively used in
health monitoring of diabetes.
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Chapter 13
Natural Radioactivity, Transfer Factor
and Associated Radiological Risk
in Commercially Cultivated Yam
(Dioscorea Rotundata) in Northcentral
Nigeria

Matthew Tikpangi Kolo, Oyeleke Ismail Olarinoye, Simon Olonkwoh Salihu,
Hauwau Kulu Shuaibu, and Funmilayo Ayedun

Abstract Human food chain can become contaminated either by direct radionuclide
deposition, absorption from radionuclide-polluted soil and water by plant roots and
direct ingestion of polluted plants, soil or water by animals. In this study, activity
concentrations of primordial radionuclides in soil and yam (Dioscorea rotundata)
samples from a commercially cultivated yam farm in northcentral Nigeria were
analyzed using a 3′′ × 3′′ NaI(Tl) gamma detector. Results show that mean specific
activities of 238U, 232Th and 40K in soil and yam samples were 40.36 ± 3.97, 14.71
± 0.80, 385.63 ± 16.54 Bq kg−1, and 31.11 ± 4.00, 11.82 ± 0.72, 466.96 ±
27.20Bqkg−1 respectively,which arewithin limits of safety set by theUnitedNations
Scientific Committee on the Effect of Atomic Radiation. The average absorbed dose
for soil samples was 43.63 nGy h−1 with corresponding mean annual effective dose
of 0.05 mSv y−1. Yam samples recorded mean absorbed dose rate of 42.61 nGy h−1

with corresponding mean annual effective dose of 0.05 mSv y−1, which were within
international safety limits. Computed average soil-to-yam transfer factor was 0.70,
0.83 and 1.23 respectively for 238U, 232Th and 40K. Transfer factors for 238U and 232Th
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were below unity, while for 40K was significantly moderate, showing that bioaccu-
mulation of natural radionuclides in the Nigerian grown yam does not pose any
immediate radiological threat for public consumption. The yam tubers are therefore
fit, not just for consumption, but also for export to other nations from a radiological
perspective. Routine radiological checks of food crops are however encouraged in
compliance with the ALARA provisions.

13.1 Introduction

Radiological contamination of dietary pathways by naturally occurring radionuclides
has attracted great attention from a radiation protection perspective [1, 2]. The human
food chain can become radiologically contaminated either by direct radionuclide
deposition on plant leaves, uptake from contaminated soil and water by plant roots,
and direct ingestion of contaminated plants, soil, water and animals [3]. Additional
contamination pathway is fertilizer application to cultivated farms. Fertilizers, espe-
cially the phosphate based ones, are known to contain appreciable concentration of
naturally occurring radioactive materials (238U, 232Th, and 40K) and their radioactive
daughters. Thus, extensive use of fertilizers in the agriculture sector for improved
nutrient supply and increase crop yield can increase the amount of radionuclides in
soils and consequential ingestion by humans through the food chain. One of the most
potent exposure routes by which radionuclides get into the human body is by direct
and/or indirect ingestion of contaminated agricultural and livestock products [4].
Radionuclides that enter the human body contribute essentially to the total radiation
dose to different human body organs and constitute a long-term challenge to human
health and safety [5, 6]. It is therefore important that the contamination levels of agri-
cultural soils and agricultural products be investigated and the rate of radionuclide
uptake be assessed via the transfer factor.

A very essential index for accurately predicting radionuclide migration from soil
to plants and adequately estimating radionuclide concentrations in plants is the soil-
to-plant transfer factor (TF) [7, 8]. TF is the proportion of radionuclide activity in
a given plant to its corresponding activity in soil. It is one of the essential parame-
ters in assessing the internal dose to humans via the ingestion route. TF is a critical
parameter in the study of the impact of radionuclide releases in the human environ-
ment. Bioaccumulation of radionuclides in soils and their subsequent migration to
plants are greatly affected by the nature of vegetation, soil types and soil pH, climatic
conditions and solid/liquid distribution coefficient [9, 10]. It is therefore expedient
to constantly undertake a localized assessment of TFs to estimate dose impact on the
human population and assure food safety from the perspective of radiation protection.
It will also help in modelling and predicting the future accumulation of primordial
radionuclides in locally cultivated food crops. Several studies have been conducted in
many countries to evaluate soil-to-plant transfer factors (TF) of natural and artificial
radionuclides for most staple food crops. This study is one of the few that has been
conducted in Nigeria.
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Yam (Dioscorea rotundata) is one of themost staple food inNigeria. North central
Nigeria in particular is a region that is known for the cultivation and consumption of
yam tubers. With the current drive by the Nigerian government towards making the
agricultural sector the sole alternative economic base, Nigeria is now targeting huge
foreign exchange earnings from the export of this commodity. This investigation has
therefore become necessary to ensure that all agricultural products exported out of
Nigeria meet international safety standards from a radiation protection perspective.

According to Jibiri et al. [5], “the three principal objectives pursued by the United
Nations for sustainable food security include (i) ensuring access of all people to suffi-
cient, nutritionally adequate and safe food; (ii) continued and sustainable contribution
of agriculture to economic and social progress, and (iii) conservation and sustainable
utilization of natural resources, including land, water, and genetic resource base for
food and agriculture”. In compliance with the protocols for sustainable food secu-
rity of the United Nations [11], therefore, it is paramount that radiological safety of
all foodstuffs meant for human consumption at all levels is not compromised. This
study therefore is aimed at determining the activity concentrations of 238U, 232Th
and 40K in Nigerian yam tubers and to evaluate the bioaccumulation status of these
radionuclides. Results from this research will help in setting up radiometric control
standards that will keep the effective doses due to ingestion of Nigerian foodstuffs
as low as reasonably achievable.

13.2 Materials and Method

13.2.1 Sample Collection

Fifteen (15) commercially cultivated yam (D. rotundata) samples and their corre-
sponding soil samples were collected randomly throughout the farm for analysis.
This ensures that each yam plant and soil has equal probability of being sampled
thus eliminating biased representation. At every sample collection point, the soil
samples were cleaned of every contaminant like shrubs and pebbles. The samples
were thereafter packaged into well labelled polyethylene bags for proper identifica-
tion and preservation. Similarly, yam sampleswere thoroughly cleaned and sun-dried
for about 3 h to eliminate surface moisture after which they were packed in clean,
well-labelled bags for proper identification. Both the yam and the corresponding soil
samples were finally transported to the laboratory for further preparation.

13.2.2 Sample Preparation

Soil samples were dried openly at room temperature for 72 h in the laboratory until a
constant weight was achieved; indicating complete elimination of moisture content.
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The dry soil samples were grounded thoroughly into powder and sieved with 2 mm
sieving mesh. 371.9 ± 0.2 g of each soil sample was packed into sample containers,
correctly labeled and tightly closed to stop radon gas from leaking away, since its
daughter product, 214Bi which is used to evaluate the concentration of the parent
nuclide (238U), must be allowed to accumulate with time. The sealed samples were
then stored for a period of thirty five (35) days to allow for secular equilibrium
between the primordial radionuclides and their decay daughters [12, 13].

Likewise, yam samples were peeled. The edible portions were sliced into pieces,
thoroughly washed with deionized water and dried at room temperature for 72 h to
guarantee zero moisture content in the samples. The dry yam samples were grounded
into powder, sieved with 2 mm mess sieve and assiduously homologized. 180.8 ±
0.1 g of the homologized samples were filled into plastic sample containers which
were labelled accurately, sealed at three levels and finally stored for thirty five (35)
days for radiological equilibration before gamma spectrometric analysis.

13.2.3 Sample Analysis

Each sample (soil and yam) was radiometrically analysed using a 3′′ × 3′′ NaI(Tl)
detector by Scintillation Technologies USA, at Ladoke Akintola University of
Science and Technology Ogbomosho (LAUTECH), Nigeria. The detector which
is coupled to a computer based multichannel analyzer (MCA) with ACCUSPEC
computer program used for data acquisition and gamma spectra analysis is housed in
a 6 cm thick lead shield to reduce the background radiation levels. The inside of the
detector is also lined with cadmium and copper sheets to minimize spectrum inter-
ference by foreign frequencies. Efficiency and energy calibration of the detector was
carried out before analysis using 137Cs and 60Co standard isotopic sources over the
energy range of 200 keV to 2.810 meV. The background was obtained by counting
an empty sealed sample container similar to that of the samples for 36,000 s. Each
sample was afterward counted for the same period as the empty container. Activity
concentration of 238U was determined from the 1764 keV gamma ray line of 214Bi,
while 232Th activity was evaluated from 2614 keV gamma ray line of 208Tl. Activity
concentration of 40Kwas obtained from its single gamma transition of 1460.822 keV.
Activity concentrations, A, of 238U, 232Th and 40Kwere calculated using the equation
[14–16]:

A
(
Bq kg−1

) = C

εγ × Iγ × M
(13.1)

where C (counts per second) is the net count rate of each sample, εγ (E) is the detector
photo-peak efficiency (%) at respective gamma-ray peak, Iγ is the corresponding
gamma ray intensity and M is the sample mass in kg.
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13.2.4 Computation of Radiation Hazard Indices

Hazard indices used in this study to quantify the radiation burden on the population
as a result of exposure are as follows:

Radium Equivalent Activity (Raeq). Cumulative assessment of radiation hazard
associated with 238U, 232Th and 40K was done using radium equivalent activity. It’s
a single index computed based on the fact that same gamma dose is produced by
370 Bq kg−1 of 226Ra, 259 Bq kg−1 of 232Th and 4810 Bq kg−1 of 40K17−19. Raeq
was calculated from the equation [12, 17]:

Raeq = AU + 1.43ATh + 0.077AK (13.2)

where AU, ATh and AK are the activity concentrations of 238U, 232Th and 40K
respectively in Bq kg−1.

Absorbed Dose Rate (DR). Dose rate in air at 1 m above ground level due to gamma
ray emissions from primordial radionuclides was computed using the equation [12,
18, 19]:

DR
(
nGy h−1

) = 0.462AU + 0.604ATh + 0.0417AK (13.3)

where AU, ATh and AK are the respective activity concentrations obtained from
Eq. (13.1), 0.462, 0.604 and 0.0417 Bq kg−1 are conversion factors for 226Ra, 232Th
and 40K respectively provided by UNSCEAR [20].

Annual Effective Dose Equivalent (AEDE). The factor of 0.70 Sv Gy−1 which
converts absorbed dose rate to effective dose, and the outdoor occupancy factor of
0.2, were used in computing the annual effective dose equivalent. It was assumed that
about 20% of the total time of an individual is spent outdoor [12]. AEDE (measured
in mSv y−1) in outdoor air, was computed from Eq. (13.4).

AEDE
(
mSv y−1

) = DR × 1.21 × 10−3 (13.4)

External Hazard Index (Hex). Radiation hazard acquired by an individual due
to gamma dose exposure was evaluated using the external hazard index. Hex was
calculated from the equation [12, 18]:

Hex = AU

370
+ ATh

259
+ AK

4810
(13.5)

Internal Hazard Index (Hin). Internal hazard index give an indication of the like-
lihood of radiation incidence occurring in respiratory organs as a result of internal
susceptibility to radon and its daughters. Hin was computed using the equation [12]:
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Hin = AU

185
+ ATh

259
+ AK

4810
(13.6)

where ARa, ATh, and AK are the activity concentrations of 226Ra, 232Th and 40K
respectively. UNSCEAR [12] provides the limit of unity for both Hex and Hin below
which any radiation incidence is inconsequential.

Excess Life CancerRisk (ELCR). Ameasure of probability of occurrence of cancer
incidence due to radiation exposure is expressed by the excess life cancer risk. ELCR
was computed using the calculated AEDE from the equation [19, 21]:

ELCR = AEDE × DL × RF (13.7)

where DL is the stipulated life span of 70 years and RF is risk factor of 0.05 Sv−1

for stochastic effects [22].

13.2.5 Transfer Factor (TF)

The rate of migration of radionuclides from soil to plants in evaluated using the
transfer factor. TFs which were obtained from the activity concentrations of primor-
dial radionuclides in both soil and yam samples were computed from the equation
[23, 24]:

T F = Activi t y concentration of a given radionuclide
(
Bq kg−1 dry weight

)

Activi t y concentration of the radionuclide in soil
(
Bq kg−1 dry weight

)

(13.8)

For the computation of TFs in this research, average activity concentration in
upper 20–25 cm top soil layer was considered. TF values less than unity shows a low
or inconsequential plant uptake of radionuclides from the soil, while values above
unity give an indication of active radionuclide bioaccumulation.

13.3 Results and Discussion

Activity concentrations of primordial radionuclides in soil samples along with the
corresponding radiation hazard indices are presented in Table 13.1.

Activity concentration of 238U ranged from 8.39 ± 1.37 to 51.18 ± 6.42 Bq kg−1

with an average value of 40.36± 3.97 Bq kg−1, while that of 232Th ranged from 8.39
± 0.50 to 21.68 ± 1.25 Bq kg−1 with a mean value of 14.71 ± 0.80 Bq kg−1.
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Table 13.1 Activity concentrations (Bq kg−1) of 238U, 232Th and 40K in soil samples

S. No Sample ID Activity concentrations (Bq kg−1)
238U 232Th 40K Raeq

1 SSS 01 14.26 ± 1.74 20.25 ± 1.20 383.75 ± 12.29 72.77

2 SSS 02 15.80 ± 2.26 13.69 ± 0.81 267.84 ± 14.07 56.00

3 SSS 03 70.55 ± 4.70 16.98 ± 0.53 436.93 ± 22.92 128.48

4 SSS 04 51.18 ± 6.42 17.61 ± 0.81 398.63 ± 16.20 107.06

5 SSS 05 32.50 ± 4.08 18.51 ± 1.10 395.79 ± 19.72 89.45

6 SSS 06 47.40 ± 5.88 9.89 ± 0.59 331.24 ± 17.36 87.05

7 SSS 07 20.54 ± 2.38 14.47 ± 0.63 408.06 ± 16.20 72.65

8 SSS 08 49.04 ± 6.15 11.73 ± 0.70 422.83 ± 22.20 98.37

9 SSS 09 48.22 ± 6.24 15.18 ± 0.91 355.90 ± 18.67 97.33

10 SSS 10 44.81 ± 4.41 21.69 ± 1.25 398.16 ± 5.10 106.49

11 SSS 11 bdl 9.05 ± 0.54 359.32 ± 8.47 –

12 SSS 12 88.73 ± 1.83 10.39 ± 0.50 360.00 ± 18.85 131.31

13 SSS 13 8.39 ± 1.27 16.79 ± 0.99 387.38 ± 20.26 62.23

14 SSS 14 bdl 14.62 ± 0.87 489.77 ± 15.28 –

15 SSS 15 33.24 ± 4.20 9.78 ± 0.58 388.86 ± 20.45 77.17

Min 8.39 ± 1.27 8.39 ± 0.50 101.16 ± 5.10 56.00

Max 51.18 ± 6.42 21.69 ± 1.25 436.93 ± 22.92 131.31

Mean 40.36 ± 3.97 14.71 ± 0.80 385.63 ± 16.54 91.26

World average
(UNSCEAR, 2000)

35 30 400 ≤370

40K activity values ranged from 101.16 ± 5.10 to 436.83 ± 22.92 Bq kg−1 with
an average of 385.63 ± 16.54 Bq kg−1. These values are within the world average
values of 35, 30 and400Bqkg −1 for 238U, 232Th and 40K respectively [12].Computed
radium equivalent activity (Raeq) varied from 56.00 Bq kg−1 to 131.31 Bq kg−1 with
a mean value of 91.26 Bq kg−1. The natural distribution pattern of 238U, 232Th and
40K in the soil samples is shown in Fig. 13.1.

Radiation hazard indices were computed using Eqs. (13.3)–(13.7) and the results
are presented in Table 13.2. Calculated mean value of absorbed dose (DR) at 1 mwas
42.63 nGy h−1 with a corresponding annual effective dose (AEDE) of 0.05 mSv y−1,
while computed external and internal hazard indices were below unity (Table 13.1).
Calculated excess lifetime cancer risk (ELCR) varied from 0.11 × 10−3 to 0.26 ×
10−3 with a mean value of 0.18 × 10−3. All computed radiation hazard indices were
below their respective world average values of 370 Bq kg −1, 58 nGy h−1, 0.07 mSv
y−1 and 0.18 × 10−3 documented in the UNSCEAR report [12].

Table 13.3 shows the specific activities of 238U, 232Th and 40K in the commercial
yam (D. rotundata) samples together with the corresponding hazard indices. Specific
activities of 238U, 232Th and 40K ranged from 2.88 ± 0.44 to 76.68 ± 9.73 Bq kg−1,
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Fig. 13.1 Activity concentrations of 238U, 232Th and 40K in the soil samples

Table 13.2 Radiation hazard indices for the soil samples

S. No Sample ID DR (nGy h−1) AEDE (mSv
y−1)

Hex Hin ELCR (×
10−3)

1 SSS 01 34.82 0.04 0.20 0.24 0.15

2 SSS 02 26.74 0.03 0.15 0.19 0.11

3 SSS 03 61.07 0.07 0.35 0.54 0.26

4 SSS 04 50.90 0.06 0.29 0.43 0.22

5 SSS 05 42.70 0.05 0.24 0.33 0.18

6 SSS 06 41.69 0.05 0.24 0.36 0.18

7 SSS 07 35.25 0.04 0.20 0.25 0.15

8 SSS 08 47.37 0.06 0.27 0.40 0.20

9 SSS 09 46.29 0.06 0.26 0.39 0.20

10 SSS 10 50.41 0.06 0.29 0.41 0.21

11 SSS 11 – – – – –

12 SSS 12 62.28 0.08 0.35 0.59 0.26

13 SSS 13 30.17 0.04 0.17 0.19 0.13

14 SSS 14 – – – – –

15 SSS 15 37.48 0.05 0.21 0.30 0.16 ara>

Min 26.74 0.03 0.15 0.19 0.11

Max 62.28 0.08 0.35 0.59 0.26

Mean 43.63 0.05 0.25 0.36 0.18

World average
(UNSCEAR, 2000)

[60 (18-93)] 1.00 ≤1 ≤1 0.29
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Table 13.3 Activity concentrations (Bq kg−1) of 238U, 232Th and 40K in yam samples

S. No Sample ID Activity concentrations (Bq kg−1)
238U 232Th 40K Raeq

1 DRD 01 11.77 ± 1.64 7.73 ± 0.46 438.31 ± 38.37 56.57

2 DRD 02 bdl 10.05 ± 0.78 499.31 ± 26.14 –

3 DRD 03 72.24 ± 8.49 14.06 ± 0.84 627.94 ± 32.77 140.70

4 DRD 04 33.24 ± 4.67 19.77 ± 1.30 530.22 ± 28.00 102.34

5 DRD 05 12.75 ± 1.74 14.31 ± 0.85 484.54 ± 30.41 70.52

6 DRD 06 37.19 ± 4.82 8.13 ± 0.49 460.56 ± 23.99 84.28

7 DRD 07 29.57 ± 2.93 15.43 ± 0.83 502.08 ± 28.91 90.30

8 DRD 08 25.92 ± 3.73 bdl 502.49 ± 26.35 –

9 DRD 09 2.88 ± 0.44 10.42 ± 0.63 435.56 ± 22.84 51.32

10 DRD 10 bdl 13.02 ± 0.78 312.50 ± 26.83 –

11 DRD 11 bdl 7.48 ± 0.45 408.86 ± 21.43 –

12 DRD 12 76.68 ± 9.73 9.69 ± 0.58 346.36 ± 20.73 117.21

13 DRD 13 bdl bdl 446.36 ± 28.50 –

14 DRD 14 24.85 ± 3.28 9.88 ± 0.59 514.42 ± 26.85 78.59

15 DRD 15 15.14 ± 2.08 13.64 ± 0.81 494.88 ± 25.87 72.75

Min 2.88 ± 0.44 7.48 ± 0.45 312.50 ± 20.73 51.32

Max 76.68 ± 9.73 19.77 ± 1.30 627.94 ± 38.37 140.70

Mean 31.11 ± 4.0 11.82 ± 0.72 466.96 ± 27.20 86.46

7.48± 0.45 to 19.77± 1.30 Bq kg−1 and 312.50± 20.73 to 627.94± 38.37 Bq kg−1

respectively, with their corresponding average values of 31.11 ± 4.0 Bq kg−1, 11.82
± 0.72 Bq kg−1 and 466.96 ± 27.20 Bq kg−1 in sequence. Calculated values for
radium equivalent activity (Raeq) varied from 51.32 Bq kg−1 to 140.70 Bq kg−1,
with an average value of 86.46 Bq kg−1. Computed averages for 238U and 232Th are
within the international safety limits documented in UNSCEAR [12] report. Mean
specific activity value for 40K in yam samples is however slightly higher which
may not pose any radiological threat since 40K is an essential element needed for
body development. Results of this study fall within the same range as that of similar
studies in other parts of Nigeria and in Ghana [2, 3, 9, 25, 26]. Measured mean
specific activities of 238U, 232Th and 40K in this study were however found to be
lower than those obtained for yam tubers in Jos, northcentral Nigeria, which were
documented to be 684.5 ± 40.6 Bq kg−1 for 40K, 85.5 ± 10.2 Bq kg−1 for 238U and
89.8 ± 6.2 Bq kg−1 for 232Th [5]. These enhanced radioactivity contents are due to
continuous tin mining activities that have been going on in Jos, northcentral Nigeria
for decades.

Results of the calculated radiation hazard indices for yam samples are presented in
Table 13.4. Average values of 42.21 nGy h−1, 0.05 mSv y−1 and 0.32 were recorded
for the absorbed dose (DR), annual effective dose (AEDE) and internal hazard index
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Table 13.4 Radiation hazard indices for yam samples

S. No Sample ID DR (nGy h−1) AEDE (mSv y−1) Hin ≤ 1 ELCR (×10−3)

1 DRD 01 28.38 0.03 0.18 0.12

2 DRD 02 – – – –

3 DRD 03 68.05 0.08 0.58 0.29

4 DRD 04 49.41 0.06 0.37 0.21

5 DRD 05 34.74 0.04 0.22 0.15

6 DRD 06 41.30 0.05 0.33 0.17

7 DRD 07 43.92 0.05 0.32 0.19

8 DRD 08 – – – –

9 DRD 09 25.79 0.03 0.15 0.11

10 DRD 10 – – – –

11 DRD 11 – – – –

12 DRD 12 55.72 0.07 0.52 0.24

13 DRD 13 – – – –

14 DRD 14 38.90 0.05 0.28 0.16

15 DRD 15 35.87 0.04 0.24 0.15

Min 25.79 0.03 0.15 0.11

Max 68.05 0.08 0.58 0.29

Mean 42.21 0.05 0.32 0.18

(Hin) respectively. These values were found to be within the internationally accept-
able standards as prescribed by the UNSCEAR [12]. The percentage contribution
of primordial radioactive nuclides to the total absorbed dose is shown in Fig. 13.2.
Computed excess lifetime cancer risk (ELCR) ranged between 0.11× 10−3 and 0.29
× 10−3 with a mean of 0.18 × 10−3. This result is lower than the safety limit of 0.29
× 10−3 documented by UNSCEAR [12] and 0.05 stipulated in the ICRP reports

Fig. 13.2 Percentage
contributions of 238U, 232Th
and 40K to total absorbed
dose
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for low-level radiations. This shows that the probability of cancer incidences due to
consumption of Nigerian grown yam tubers is insignificant.

Soil-to-yam transfer factors (TF) for 238U, 232Th and 40K for the commercial yam
tubers were computed using Eq. (13.8) and the results are presented in Table 13.5.
Root uptake has been identified as the principal process by which radionuclides can
accumulate in plants. As seen in Table 13.5, TF for 238U ranged between 0.06 and
1.44, with an average value of 0.70. TF for 232Th varied from 0.38 to 1.39, with a
mean value of 0.83, while TF for has the highest value of 1.86 and a mean of 1.23.
Rate of radionuclide transfer from soil to yam shows a decreasing tr40K end of 40K
(1.23) > 232Th (0.83) > 238U (0.70).

Mean TF values for 238U, 232Th and 40K in this study compare favourably with
those obtained in similar studies [3, 9, 27, 28]. Computed TFs in this study are below
the recommended value of 2.7 for tubers [4]. Thus, the rate of radionuclides transfer
and their subsequent accumulation in Nigerian yam tubers are moderate and do not
constitute any immediate radiological incidence to the consumers.

Table 13.5 Soil-to-yam transfer factors (TF) for 238U, 232Th and 40K in yam samples

S. No Soil sample Yam sample 238U 232Th 40K

1 SSS 01 DRD 01 0.83 0.38 1.14

2 SSS 02 DRD 02 – 0.73 1.86

3 SSS 03 DRD 03 1.02 0.83 1.44

4 SSS 04 DRD 04 0.65 1.12 1.33

5 SSS 05 DRD 05 0.39 0.77 1.22

6 SSS 06 DRD 06 0.78 0.82 1.39

7 SSS 07 DRD 07 1.44 1.07 1.23

8 SSS 08 DRD 08 0.53 – 1.19

9 SSS 09 DRD 09 0.06 0.69 1.22

10 SSS 10 DRD 10 – 0.60 0.78

11 SSS 11 DRD 11 – 0.83 1.14

12 SSS 12 DRD 12 0.86 0.93 0.96

13 SSS 13 DRD 13 – – 1.15

14 SSS 14 DRD 14 – 0.68 1.05

15 SSS 15 DRD 15 0.46 1.39 1.27

Min 0.06 0.38 0.78

Max 1.44 1.39 1.86

Mean 0.70 0.83 1.23
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13.4 Conclusion

Activity concentrations of 238U, 232Th and 40K in commercially cultivated yam tubers
and the corresponding cultivated soil samples were measured using gamma spectro-
metric technique which employs 3′′ × 3′′ NaI(Tl) gamma detector. Mean specific
activities of 238U, 232Th and 40K in yam tubers and soil samples are within their
respectiveworld average values presented in theUnitedNationsScientificCommittee
on the Effects of Atomic Radiation reports. Computed radiation hazard indiceswhich
are used in estimating any possible radiological health risk in the studied samples
and the subsequent radiation dose associated with yam tuber consumption are below
their permissible limits. Soil to plant transfer factor (TF) for the primordial radionu-
clides computed for the studied yam samples appears to be generally moderate.
This indicates that activity concentrations of natural radionuclides in the Nigerian
grown yam tubers do not pose any immediate radiological threat for public consump-
tion and hence are fit for export to other nations from a radiological perspective.
Continuous radiological monitoring of the food crop is however encouraged to check
accumulation effects due to long-term consumption.
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Chapter 14
Analysis of Electrical Transport
Properties in Nd0.75Na0.25-xKxMnO3
Manganites

S. Shamsuddin, N. Ibrahim, M. Z. H. Mayzan, Fahmiruddin Esa,
and S. A. Razali

Abstract K doping in the compound of Nd0.75Na0.25-xKxMnO3 (x = 0, 0.05 and
0.10) manganites have been investigated to study its effect on electrical transport
properties as well as electrical behavior analysis. DC electrical resistivity measure-
ment showed all samples exhibit insulating behavior from room temperature down
to 50 K. However, analysis of dlnρ/dT−1 versus T revealed a signal which observed
at temperature 210 K for x = 0 sample. Interestingly the peaks were then shifted to
the lower temperature around 190 K and 165 K for x = 0.05 and x = 0.1 samples
respectively, indicate the existence of charge ordering state in the compound. Apart
from that, the electrical analysis suggested that the variable range hopping (VRH)
model was selected as the best model to explain the electrical behavior of the samples
as the value ofR2 approached to 99.99% compared to the small polaran hoping (SPH)
model.

14.1 Introduction

Hole-doped perovskite with general formula R1-xAxMnO3, where R is trivalent rare
earth ion (Pr3+, La3+, Nd3+) and A is alkaline monovalent (Na+, K+, Ag+) or divalent
(Ca2+, Ba2+, Sr2+) ion, possess extraordinary properties such as colossal magne-
toresistance (CMR), metal–insulator (MI) transition, ferromagnetic–paramagnetic
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behavior as well as their potential application in magnetic sensor [1–6]. The occur-
rence of ferromagnetic-metallic transition is explained by double exchange mecha-
nism, which involves the electron hopping process between pairs of Mn3+ and Mn4+

ion [7]. However, insulating behavior and revival of metallic behavior in excessive
magnetic ion doped was not sufficiently enough to explained others mechanism such
as Jahn–Teller (JT) effect [8], electron–phonon coupling and charge ordering (CO)
[9]. In particular, theNd0.75Na0.25MnO3 compound has received fair notable attention
as it exhibits a CO transition at relatively high temperature, TCO ~ 170 K compared
to AFM interaction [10, 11].

The percentage amount of alkaline metal ions in manganites are said to have
a great influence on the magnetic and transport properties of perovskite material
[12]. Previous study stated that substitution of K+ in Pr0.75Na0.25-xKxMnO3 has been
weakened the CO state and actuated the ferromagnetic–paramagnetic transition [2].
This statement supported by Thaljaoui et al., stated that when potassium substitution
content increases, it has been shifted paramagnetic to the ferromagnetic transition
temperature [13]. However,most of the substitution does not show full suppression of
metallic state most probably due to dopant level. As such, the influence of magnetics
ions on host composition needs to be further investigated to understand the role
of magnetic ions in the CO phase. Hence, electrical resistivity measured at low
temperature would be very interesting to study as this could reveal the information
of CO state in the sample as well as to provide a better understanding on the electrical
transport properties.

On the other hand, the electrical analysis also plays a crucial role for explaining the
variation of electrical resistivity in the material that describing the electron scattering
model and hopping model for metallic and insulating part respectively. Research
proved that resistivity behavior in some manganites is suggested as a combination
of weak electron localization and some scattering mechanisms, such as electron–
electron, electron-magnon and electron–phonon scattering processes in ferromag-
netic phase [14]. Alternatively, to understand the electrical transport properties at
the insulating region, the resistivity data were fitted using two different hopping
models, namely, variable range hopping (VRH) and small polaron hopping (SPH).
VRH models describe the electrical analysis in manganite based on doping-induced
disorder caused by the random distribution of defects, while SPH model implies
the existence of strong electron–phonon coupling caused by the Jahn–Teller lattice
distortion [2]. However, to the best of our knowledge, study on reporting the elec-
trical resistivity datawith hoppingmodel usingNd0.75Na0.25-xKxMnO3 (0≤ x≤ 0.10)
manganite has not been reported previously. Thus, analyze of the electrical resistivity
data will give a better understanding of the hopping process in this compound.

This study reports the DC electrical resistivity measurement on
Nd0.75Na0.25-xKxMnO3 (0 ≤ x ≤ 0.10) manganite with the aim to investigate
the effect of partial K-doped on electrical transport and analyze the electrical
resistivity data as well as provide a better understanding of CO in the material.
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14.2 Experiment Methods

The standard conventional solid state reaction method was used to synthesis
Nd0.75Na0.25-xKxMnO3 (x = 0, 0.05 and 0.10) manganite samples by mixing high
purity (≥99.99%) powder of stoichio-metric quantities Nd2O3, Na2CO3, K2CO3 and
MnO2 in ambient atmosphere. The powders were carefully ground and calcined in
air at 1000 °C for 24 hour with several intermediate grindings. The mixture powders
then compacted into a pellet form with a dimensional of 13 mm diameter and 2–
3 mm thickness. Finally, the samples in pellet form undergo sintering process at
1200 °C for 24 hour in air with heating rate of 15 °C/min and then slowly cooled
at room temperature at the rate of 1 °C/min to ensure better crystallization. All the
finishing sampleswere then proceeded for sample characterizationwith powderXRD
measurement with CuKα radiation (1.5440 Å) at scanning rate 2 °C/min using XRD
Bruker D8 Advance model in room temperature condition. XRD analysis revealed
all samples were indexed as an orthorhombic perovskite-structured where whose
unit cell belongs to the space group Pnma reliable with the previous study [11, 15].
Investigation on transport properties were performed with silver paste contact in a
Janis CryostatModel CCS-350ST using four-point-probemethod at low temperature
condition. Electrical analyses were carried out using the VRH and SPH models to
propose a suitable model to elucidate the electrical resistivity data.

14.3 Results and Discussion

The temperature dependence of electrical resistivity for the x = 0, 0.05 and 0.1
samples were shown in Fig. 14.1. From the result, all samples showed insulating
transport behavior in the temperature range of 50–300 K. However, it shown that
from the dlnρ/dT−1 versus T curve (inset Fig. 14.1), a peak around 210 K and 190 K
have been observed for x = 0 and 0.05 samples respectively while a broader peak
was observed for the x = 0.10 sample around 165 K. Coincidently, it was found the
location of the peaks was in the range of the charge ordering transition temperature,
TCO as reported by Zawawi et al. [15] and Fan et al. [16]. In addition, the shifting of
the peaks from 210 K (x = 0) to 165 K (x = 0.10) samples indicate a weakening of
CO state as a result of increasing of K content in the compound.

In order to understand the electrical behavior of monovalent doped in
Nd0.75Na0.25-xKxMnO3 (0 ≤ x ≤ 0.10) manganites, the experimental resistivity data
were fitted using two different hopping models, namely, VRH and SPH models [17–
19]. For the SPH model, the electrical resistivity was fitted using Eq. 14.1 [1, 2,
14].

ρ = BT exp(Ea/kBT ) (14.1)
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Fig. 14.1 Temperature
dependence of electrical
resistivity for
Nd0.75Na0.25-xKxMnO3 (0 ≤
x ≤ 0.10). Inset indicates the
dlnρ/dT−1 versus T for
Nd0.75Na0.25-xKxMnO3
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where Ea is the activation energy and B is the resistivity coefficient. Ea values for all
samples were calculated from the gradient of lnρ/T versus 1000/T graph.

Figure 14.2 showed the plotted SPH model for Nd0.75Na0.25-xKxMnO3 (0 ≤ x ≤
0.10) and solid lines represented the fitting data. For VRHmodel, the resistivity data
were fitted using following Eq. 14.2 [20, 21]

ρ = ρ0m exp(T0m/T )1/4 (14.2)

Fig. 14.2 Plot of ln ρ/T
versus 1000/T for
Nd0.75Na0.25-xKxMnO3 (x =
0–0.10) samples. The solid
line indicates the best-fit to
the SPH model
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where ρ0m is the Mott residual resistivity and T0m is the Mott characteristic temper-
ature and is related to the carrier localization length, which can be determined from
the slope of ln (ρ) versus T−1/4 plot.

From the obtained values of Tom, the density states at the Fermi level, N(EF),
hopping energy at room temperature, Eh (300 K) and mean hopping distance, Rh,
were calculated using the following Eqs. 14.3, 14.4 and 14.5.

Eh(T ) = 1/4kB(T )3/4(Tom)1/4 (14.3)

N (EF ) = 18a3/(kBTom) (14.4)

Rh(T ) = (
3

8
)a(Tom/T )1/4 (14.5)

where α = 4.5 Å is the localization, kB is Boltzmann’s constant and T = 300 K [2].
Figure 14.3 illustrated the VRH fitting model for Nd0.75Na0.25-xKxMnO3 (0 ≤ x

≤ 0.10) (%). It can be seen that all the experimental data showed a good fitting line
with the suggested model indicate the VRH model is a suitable model to use for.

Fig. 14.3 Plot of ln ρ versus
T–1/4 for
Nd0.75Na0.25-xKxMnO3 (x =
0–0.10) samples. The solid
line indicates the best fit
VRH model
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Table 14.1 The square of the
linear correlation coefficient
(R2) value for x = 0 to 0.10
samples

Sample R2

VRH SPH

ρ = ρ0m exp (T0m/T )1/4 ρ = BT exp (Ea/kBT )

x = 0 99.99 99.30

x = 0.05 99.99 99.30

x = 0.10 99.99 99.80
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Table 14.2 Parameters obtained from VRH model fitting in the insulating region for
Nd0.75Na0.25-xKxMnO3 (x = 0–0.10) samples

Sample Tom(102 K) N(EF ) (1025) (eV−1 cm−3) Rh (10−8) (300 K) Eh (300 K) meV

x = 0 1.042 2.200 1.295 4.960

x = 0.05 1.179 1.940 1.336 5.120

x = 0.10 1.337 1.710 1.379 5.280

From Table 14.1, VRH model was designed to explain the resistivity behavior for
the insulating region as it produced high R2 value (99.99%).

Table 14.2 stated all the parameter including Mott’s characteristic temperature
(Tom), density of states at the Fermi level (N(EF)), mean hopping distance (Rh) and
hopping energy (Eh) for VRH model.

The stated data in Table 14.2 indicate that the value of internal fieldN(EF) reduced
from 2.20 × 1025 eV−1 cm−3 (x = 0) to 1.71 × 1025 eV−1 cm−3 (x = 0.1), but then
the value of Rh increased from 1.295 × 108 (x = 0) to 1.379 × 108 (x = 0.10)
accompanying with the increasing in Eh from 4.96 meV (x = 0) to 5.28 meV (x =
0.10) with K+ substitution. The observation of this behavior could be suggested due
to the smaller ionic radius of K+ ion as compared to Na+ ion which can be contributed
to increasing in localization of charge carriers as a result of lattice distortion inMnO6.
In fact, similar suggestion were also purposed by Rozilah et al. [2] and Ibrahim et al.
[14].

14.4 Conclusion

In conclusion, the influence of K doped in Nd0.75Na0.25-xKxMnO3 (x = 0–0.10)
manganites has been studied. DC electrical resistivity measurements showed all
samples exhibited insulating behavior. However, the dlnρ/dT−1 versus T curve
shifted to lower temperature from 210 K to 165 K correspond to weakening of CO
state. Further electrical analysis showed that the resistivity behavior in the insulating
region for all samples was attributed to VRH where the value of R2 approaches
to 99.99%. The VRH models revealed that the hopping and activation energies
decreased as K+ content increased due to the reduction of MnO6 octahedral.

Acknowledgements This research was supported by TIER 1 Vot H967 Research Grant from
Universiti Tun Hussein Onn Malaysia. Thanks to Ceramic and Amorphous Group, Faculty of
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Chapter 15
Crystalline Structure, Surface
Morphology of Perovskite Manganites
Nd0.75Na0.25Mn1-yFeyO3

S. Shamsuddin, M. Z. H. Mayzan, Fahmiruddin Esa, and L. K. Hao

Abstract The perovskite manganite oxide Nd0.75Na0.25Mn1-yFeyO3 with y= 0, 0.10
and 0.15 samples have been systematically investigated to elucidate the effect of
Fe-doped on the crystalline structure and surface morphology. However, study on
reporting the relationship between crystalline structure and surface morphology for
perovskite manganites is still limited. All samples were prepared using solid-state
reaction method and characterized by X-ray Diffraction (XRD) and Scanning Elec-
tron Microscope (SEM) with Energy Dispersive X-ray analysis (EDX) to determine
the crystal structure and surface morphology as well as identifying the elemental
composition. All samples have been observed as an orthorhombic structure with
Pnma space group and the lattice parameter as well as the unit cell volume had
changed due to the Fe doping. The values of unit cell volume were increase consis-
tently from 227.0 Å3 (y = 0) to 228.1 Å3 (y = 0.15) which can be suggest that due
to the size mismatch between the Fe3+ ions and Mn3+ ions. The morphological study
depicts that the samples have compact and connected grain with well-defined grain
boundary and there is not noticeable size change have been shown for all samples.
However, the grain size shows an unsystematic trend when the concentration of Fe
increase. Apart from that, the EDX measurement shows that all samples have an
accurate composition without detected any impurities peak.
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15.1 Introduction

A lot of researchers had put their attention on investigating the perovskite manganite
oxide as they exhibit various interesting and unique properties such as Colossal
magnetoresistance (CMR), Jahn-teller effect and charge ordering (CO) [1–3].
According to previous study, the compound of Nd0.75Na0.25MnO3 has orthorhombic
structure with Pnma space group [4–6]. In addition, Nd0.75Na0.25MnO3 manganite
is a charge ordered manganite and the transition of charge ordering occurred at
170 K (T co) [5, 7]. On the other hand, Fe3+ ions have almost identical ionic radius
with Mn3+ ions which is 0.645 Å [8, 9]. Therefore, the doping of Fe3+ ions will
not significantly affect the crystal structure as well as the physical properties of the
perovskite manganite. The doping of transition element in either A-site or B-site
of the perovskite manganite will influence its structural as well as physical proper-
ties due to the dopants have different ionic radius with the constituent elements in
the perovskite manganite [10–12]. However, the effect of Fe-doped in the Nd-based
manganite on the structural along with the physical properties is still limited in the
literature. In addition, the density as well as the porosity of the perovskite manganite
oxide were also affected by the elemental doping [13]. Thus, a lot of study need to
be carried out to understand and reveal the information about the structural and the
physical properties of manganites.

Based on the previous study, the surface morphology and microstructure of the
perovskite manganite oxide such as grain size displayed a observable change when
the dopant is introduced [14, 15]. Previously, the crystalline structure and surface
morphology depict similar change upon the elemental doping which suggest that
there some connection between the crystalline structure and surface morphology.
However, this study is not extensively reported by the researcher. Therefore, this
research the Fe3+ ions were doped on the Nd0.75Na0.25Mn1-yFeyO3 to investigate
the crystal structure and surface morphology of the samples. Results of density and
porosity were also presented and discussed.

15.2 Experiment Methods

The Nd0.75Na0.25Mn1-yFeyO3 with y = 0, 0.10 and 0.15 samples were prepared using
solid state reaction method. Stoichiometric amount of Nd2O3, Na2CO3, MnO2 and
Fe2O3 oxide powders with high purity of about 99.99% were mix and ground using
agate mortar and pestle. After that, the powder was calcinated in air at 1000 °C for
24 h with several intermediate grinding. The powder was then pressed into pellet
form with the pressure of 5 tons in 3 min and lastly sintered in air at 1200 °C for
24 h. All samples were characterized by powder X-ray Diffraction (XRD) using
Bruker D2 phaser with scanning rate of 2°/min in the range of 20° ≤ 2θ ≤ 80° and
Cu kα radiation at room temperature. The surface morphology and the elemental
composition of all samples were determined by Scanning Electron Microscope with
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Energy Dispersive X-ray analysis (SEM-EDX) using COXEM EM-30AX PLUS.
Bulk density was determined by employing Archimedes principle using acetone as
buoyant medium. In this case, the weight of samples in air as well as in acetone were
measured using compact precision balance and the bulk density of all samples were
calculated using Eq. 15.1

ρbulk = wair

wair wacetone
ρacetone (15.1)

where ρacetone is the density of the acetone, wair is the weight of the sample in air
and the wacetone is the weight of the sample in acetone. The porosity of all samples
was calculated from the standard formula that include bulk density and theoretical
density showed in Eq. 15.2

Porosi ty (%) = 1 − ρbulk

ρX - ray

100% (15.2)

where ρbulk is the bulk density of the sample calculated using Eq. 15.1 and ρ theoretical

is the theoretical density calculated based on the XRD measurement using Eq. 15.3

ρX - ray = n′(
∑

Ac + ∑
AA)

VcNA
(15.3)

where n′ is the number of formula unit,
∑

AC is the sum of atomic weight of all
cations,

∑
AA is the sum of atomic weight of all anions, VC is the volume of the unit

cell and NAis the Avogadro’s number.

15.3 Results and Discussion

Figure 15.1 showed the powderXRDpattern for the samplesNd0.75Na0.25Mn1-yFeyO3

with y=0, 0.10 and0.15.The analysis ofXRD indicates that all sampleswere indexed
in the orthorhombic structure with space group Pnma consistent with previous study
by [5, 6]. The XRD results did not depict any discernible impurity peaks as well
as secondary peaks suggested that a successful Fe-doped in the compound due the
different ionic radius between Fe3+ and Mn3+ ions. It can been seen form Table 15.1,
the lattice parameter for the sample with y = 0 were 5.434 Å, 7.674 Å and 5.444 Å
for a-lattice, b-lattice and c-lattice respectively while 5.439 Å (a-lattice), 7.685 Å
(b-lattice) and 5.439 Å (c-lattice) for y = 0.10. For the sample with y = 0.15, the
a-lattice, b-lattice and c-lattice were 5.443 Å, 7.685 Å and 5.452 Å respectively.
Moreover, the unit cell volume of the samples was increase consistently from 227.0
Å3, 227.3 Å3 and 228.1 Å3 for y = 0, 0.10 and 0.15 respectively.
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Fig. 15.1 Powder XRD pattern for Nd0.75Na0.25Mn1-yFeyO3 (0 ≤ y ≤ 0.15)

Table 15.1 Lattice parameters, unit cell volume (V ), bulk density (ρbulk) and porosity of the sample
Nd0.75Na0.25Mn1-yFeyO3 with y = 0, 0.10 and 0.15

Sample Lattice parameter, Å (± 0.001) V, Å3

(± 0.1)
ρbulk, g/cm3

(± 0.001)
Porosity, %
(± 0.01)a (Å) b (Å) c (Å)

y = 0 5.434 7.674 5.444 227.0 5.968 14.20

y = 0.10 5.439 7.685 5.439 227.3 5.821 32.15

y = 0.15 5.443 7.685 5.452 228.1 5.769 32.53
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There is not observable change in crystalline structure for all samples due to the
Fe-doped as they have a similar miller indices showed in the XRD pattern. However,
there was a slightly change in the lattice parameter and unit cell volume where
the a-lattice and b-lattice displayed an increasing trend while c-lattice showed an
unsystematic trend upon the Fe doping. The unit cell volume was increasing when
the amount of Fe increased. This can suggest that the changes are due to the size
mismatch between the Fe3+ ions and Mn3+ ions [16, 17]. On the other hand, the bulk
density showed decreasing trendwhile the porosity showed increasing trend upon the
augmentation of Fe-doping. In this case, the bulk density decreased from 5.970 g/cm3

(y = 0) to 5.769 g/cm3 (y = 0.15) whereas the porosity increased from 14.20% (y =
0) to 32.53% (y= 0.15). This change can be suggested due to the Fe has larger atomic
weight (55.85 g/mol) compared to Mn (54.94 g/mol) [18]. All the lattice parameters,
unit cell volume, bulk density, and porosity of the Nd0.75Na0.25Mn1-yFeyO3 with y =
0, 0.10, 0.15 were presented in Table 15.1.

Figure 15.2 showed the SEM images for all samples with the magnification of
5kX. The SEM images revealed that all samples have compact and connected grain
with well-defined grain boundary and not observable size change were detected.
This can suggest that Fe-doped in the Mn-site will either not change or change fairly
the size due to the similar ionic radius of Fe3+ ions and Mn3+ ions [9]. In addition,
the grain size had slightly changed upon the augmentation of Fe doping due to the

Fig. 15.2 SEM images with 5kX magnification for the sample Nd0.75Na0.25Mn1-yFeyO3 (a) y =
0, (b) y = 0.10 and (c) y = 0.15
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Fig. 15.3 SEM images with 2kX magnification for the sample Nd0.75Na0.25Mn1-yFeyO3 (a) y =
0.10 and (b) y = 0.15

size mismatch between Fe and Mn as well as the inhomogeneity of Fe doping in
Mn-site [19, 20]. Figure 15.3 also showed the SEM images for all samples with
the magnification of 2kX. From the images, the porosity of the sample had slightly
increased from y = 0.10 to y = 0.15 which can be suggested due to the difference
in ionic radius between Fe3+ and Mn3+ ions. In addition, the increasing porosity
observed in the image was in line with the calculated porosity.

Figure 15.4 showed the EDX spectrum for all samples. Based on the spectrum,
all the constitute elements (Na, Nd, Mn, O, Fe) was detected without existing any
impurity peaks indicate that the sample was properly prepared. The detection of the
Fe element in the sample of y= 0.10 and y= 0.15 showed that the Fewas successfully
doped into the sample. In addition, the atomic percentage for the Fe was increased
from 4.08% to 5.57% for y = 0.10 to y = 0.15 respectively which was in line with
the increasing Fe-doped in the Mn-site of the sample.

According to XRD result, there is not obvious observable change was detected in
the crystalline structure of the samples due to the Fe-doped as all samples showed
similar XRD pattern with the same miller indices. In addition, the lattice parameter
along with the unit cell volume displayed a slightly change upon the Fe-doping.
Meanwhile, SEM images did not show any detectable size change when the Fe3+

ions doped in the samples. Based on Table 15.1, the porosity had increased when the
concentration of Fe increased which was congruent with the result of SEMwhere the
increasing of pores was noticed in the SEM images. Hence, the correlation between
the crystalline structure and surface morphology was noticed as X-ray diffraction
measurement as well as the Scanning electron microscope study depicted the similar
result where there is not apparent change noticed due to Fe-doped.
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Element     Weight%   
Atomic% 
Nd                  52.20   
16.29 
Na                   1.99                3.90 
Mn                 24.61   
20.16 
O                    21.20   

Element     Weight%   
Atomic% 
Nd                  61.25              27.66 
Na                   0.68                1.93 
Mn                 24.51              29.05 
O                     8.79               35.79 
Fe                    4.89                5.57 

Element     Weight%   
Atomic% 
Nd                  53.56              17.29 
Na                   1.73                3.50 
Mn                 19.78              16.77 
O                    20.05              58.36 
Fe                     4.77               4.08

(a

(b

(c

Fig. 15.4 EDX spectrum for the sample Nd0.75Na0.25Mn1-yFeyO3 (a) y = 0, (b) y = 0.10 and (c) y
= 0.15

15.4 Conclusion

In conclusion, XRD measurement on Nd0.75Na0.25Mn1-yFeyO3 revealed that all
samples have orthorhombic structure with Pnma space group and not observable
change detected in the crystalline structure of samples which indicate the similar
ionic radius between Fe3+ and Mn3+ ions. The lattice parameter and unit cell volume
had change upon the Fe-doping which can be suggested due to the size mismatch
between Fe3+ and Mn3+ ions. The SEM study showed that all samples had compact
and connected grains with well-defined boundary. There is not observed size change
for all samples which indicate the similar ionic radius of Fe3+ and Mn3+ ions. EDX
analysis indicate that all samples have exact composition without any impurity peak.
The density of the samples had decreased due to Fe-doped which suggest that Fe
has larger atomic weight that Mn. The porosity displayed increasing trend which
is line with the porosity noticed in the SEM image. Hence, the correlation between
crystalline structure and surface morphology had been revealed based on the results
obtained and indicate the effect of Fe-doped in the samples.
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Chapter 16
Element Identification of Different
Gemstones by Using LIBS-PCA Method

Noradilah Mohamad Saufi, Nurul Nadia Adnan, Syed Zuhaib Haider Rizvi,
Mohd Sufi Roslan, Siti Norazida Razak, Nurhafizah Hasim,
and Nurin Iffah Mansor

Abstract Laser-induced breakdown spectroscopy (LIBS) is a flexible non-
destructive method for both qualitative and quantitative analysis. These days, people
are obsessedwith gemstones apart fromgold caused by the attractive natural look and,
therefore, the sort of colour that is limited availability for the gemstone. However,
due to this demand, the price was not stable. The seller easily misled the consumer
because it is harder to distinguish the quality of different original natural gemstones.
This study aims to characterize and analyze the element that is present from each
spectrum in thegemstone.After that, themain element of the gemstonewas identified,
and the gemstone was classified by usingmultivariate analysis, Principal Component
Analysis (PCA). Four types of gemstones were employed in this study. The spectrum
was produced, and each line of emission represented the elements contained in the
gemstone. LIBS-PCA technique is a method that can be used for the classification
and characterization of gemstones.
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16.1 Introduction

Nowadays, people were obsessed with gemstones apart from gold caused by the
attractive natural looked and therefore the sort of colour that was limited availability
for the gemstone. A natural or real gemstone such as a mineral, stone or organic
matter which will be cut and polished but otherwise treated to be used for jewellery
or the other accessory. The precious gemstone had durability, beauty and rarity,
whereas the semiprecious gemstones only have one or two qualities. However, the
thing that they had connected was that the price. The harder the possibility to had the
colour, the upper the cost of the gemstone. Topaz, Corundum (Ruby and Sapphire),
Beryl (Emerald and Aquamarine), Diamond and Opal were commonly classified
as precious stones. In contrast, all other gemstones were classed as a semiprecious
stones.

A gemstone was a naturally occurring crystalline form in shape, and different
colours of gemstone had different types of chemical elements or impurities that
were present. The gemstone could be found inside the earth’s crust gradually from
time to time in a few states of the world. These places combined with historically
important gem deposits had not always provided the best quality material in enough
amounts to achieve the current demand for gemstones among consumers. Usually,
little quantity of high-quality gemmaterial typically formed at a givenmining locality
and recovered a much more percentage of lowered quality material had little market
value.As a solution, these individualswill continue to strive to built techniques to treat
this lower-quality material in the laboratory to increase its features and marketability
for gem purposes.

In the last few decades, gemstone testing had grown from rather basic charac-
terization of physical properties (for example, density, refraction indices, disper-
sion, absorption, hardness and fluorescence) into advanced material science using a
refined scientific technique for detailed chemical structural analysis. For instance,
LA-ICPMS could distinguish almost all chemical elements with a limit of detec-
tion with a range of parts per million (ppm) to even parts per billion (ppb) levels
[1, 2]. Besides that, LA-ICP-TOF-MS was a sensitive technique for the chemical
analysis of gemstones and pearls compared to the LA-ICPMS, which yields high-
quality elemental analyses, results in multidimensional data, and feeds the database
for statistical analysis [3]. Other than that, characterizing pearls structure by using
X-ray phase-contrast and neutron imaging [4].

Laser-induced breakdown spectroscopy (LIBS) was a spectroscopic technique for
analyzing the material’s elements by utilizing quantitative and qualitative methods
[5]. This approach examined plasma emission generated by focusing high power
laser pulses on the samples with atmospheric pressure conditions. LIBS was also
an atomic emission spectroscopy method that employed high energy laser pulses to
incite optical sample excitation [6]. The relation between samples and focused laser
pulses results in the plasma was composed with ionized matter [7]. The electrons in
the excited atoms will be backed to their normal state or ground state by emitting
photons with a specific wavelength. The photon emission observed by the function of
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the total intensity corresponds to the concentration or the number of atoms (elements)
that exist in the sample. The quality of analytical results was highly dependent on
the plasma formation and detection process [8].

Analytical methods of atomic spectroscopy have been used in a bigger range of
scientific applications. Nowadays, Laser-Induced Breakdown Spectroscopy (LIBS)
has become a well-known analytical method used to characterize and identify mate-
rials. It is multi-elemental analysis, fast, remote sensing, no need for sample prepa-
ration, low cost and ease of use [9]. PCA is firmly related to factor analysis. Factor
analysis includes additional domain-specific assumptions about the underlying struc-
ture and solves the eigenvectors of a moderately different matrix. Hotelling [10]
change in the quality control variable also changes factor analysis about the contrast
between factor analysis and PCA of Jolliffe’s Principal Component Analysis [11].
It can be done by decomposition of eigenvalue or single value of a data correlation
matrix after the first data set undergo normalization [12]. Results also discussed that
in terms of loading or the weight to get the component score, each original standard-
ized variable should be multiplication [13]. In this study, element identification of
different gemstones was carried out by combining laser-induced breakdown spec-
troscopy (LIBS) technique with multivariate analysis tools and principal component
analysis (PCA).

16.2 Materials and Method

Figure 16.1 shows a schematic illustration of the experimental setup used in this
research. Q-switched Nd: YAG laser with a wavelength of 1064 nm, pulse width and
frequency of 1 Hz/s was employed in this study. A plano-convex lens (L1), convex

Fig. 16.1 LIBS schematic experiment setup
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lens (L2) and focusing lens (L3) with focal lengths 5 cm, 9 cm and 5 cm, respectively,
were used to form the best focus point of the laser. In this study, the samples used
are Tourmaline, Sapphire, Topaz, Emerald and Amethyst. High energy laser (300 mJ
until 1 kJ) is targetted on the gemstone surface through L1, L2 and L3 lenses. Then,
it causes the sample’s breakdown and the plasma’s formation. At angle 45°, fibre
optic captured the plasma and sent it to the spectrometer to convert into a spectrum
graph in the origin software. The computation was carried out with five shots for
each sample. Then, the average value of these measurements will be used as the
data set in the data analysis. Each peak intensity in the spectrum was matched with
the National Institute of Standards and Technology (NIST) database to identify the
elemental content found in the sample based on the samples’ expected molecular
element.

16.3 Results and Discussion

LIBS-PCA method is the best method to detect and analyze the type of element
present in the gemstones. The line of spectrum form shows the different existence of
an element. Principle Component Analysis (PCA) is a method considered a classical
characteristics extraction and data visualization method. This technique can be used
to highlight the variation and strong patterns of data set. Figure 16.2 shows the
emission spectrum from gemstones.

Table 16.1 shows the element’s content on gemstones. The element with wave-
length range 600–900 nm was identified by referred to NIST database. Wavelength
and element in tourmaline are OI at 672.68 nm and OII at 688.74 nm, 841.40 nm, and
881.88 nm. Element Silicon (Si), Oxygen (O), Aluminium (Al), with trace element
Fluorine (F) and Hydrogen (H) were the expected content to be found in this topaz
sample. From the NIST database, two wavelengths can be identified from 650 to

Fig. 16.2. LIBS spectra for four gemstones samples were acquired using optical emission
spectroscopy with elemental mapping from the NIST database
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Table 16.1. Element
contained in the gemstone
sample

Gemstone Element Peak (nm)

Tourmaline O I 672.68

O II 688.74

841.40

881.88

Topaz Al I 678.84

O I 882.00

Sapphire Fe II 617.28

747.58

Ti I 619.40

O I 777.78

Cr II 789.30

Mg II 822.28

Cr I 868.50

Emerald O I 626.61

777.78

844.88

O II 664.79

789.30

868.13

Al II 747.12

900 nm: AlI at 678.84 nm and OI at 882 nm. The expected element content in the
Sapphire sample is Oxygen (O), Aluminium (Al) with trace amounts (α) of elements.
For instance, Iron (Fe), Titanium (Ti), Chromium (Cr), Vanadium (V) and Magne-
sium (Mg). The wavelength of FeII 617.28 nm, TiI 619.4 nm, FeII 747.58 nm,
OI 777.78 nm, CrII 789.3 nm, MgII 822.28 nm, and CrI 868.55 nm represent the
elements contained in the sapphire sample that are matched with the NIST database.
In the emerald sample, the expected element’s content is Silicon (Si), Oxygen (O),
Beryllium (Be) and Aluminium (Al). Seven wavelengths in this spectrum represent
the elements contained in the emerald sample. OI 626.61 nm, OII 664.79 nm, AlII
747.12 nm, OI 777.78 nm, OII 789.3 nm, OI 844.88 nm and AlII 868.13 nm. LIBS
provides a simple method to identify a sample’s elements by capturing the emission
of a plasma.
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16.4 Principle Component Analysis of LIBS Spectra

PCA was a multivariate data analysis to summarize the information contained in
large data tables to a smaller set to be more easily visualized and analyzed. PCA
helps to identify the correlations between data points, such as whether there is a
correlation between different gemstones.

The loading plot shows a strong relationship between each characteristic and
principal component. Loading plots indicate the actual dimension of the problems
that PCA transforms. The loading plot of PC for all gemstones in this research was
shown in Fig. 16.3. The initial principal component explains 72% of the variation,
11% explained by the second.

Figure 16.4 display the scree plots of PCA analysis for gemstones. Scree plot is a
line segment plot that shows the eigenvalue for each PC (Principal Component) (PC1,

Fig. 16.3 Loading plots for principal components of gemstones
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Fig. 16.4 Scree plot for principal component analysis for gemstones

PC2 and PC3). The scree plot portrayed the variety of each principal component that
was captured from the data. The scree plot is a steep curve that bends at an “elbow”
where the breaking off point and then flattens out. That condition occurs due to
sufficient PCs (for first two or three) to represent the essence of data. The number
of PCs before this elbow point is considered sufficient to describe the data variance
because the later PCs do not cover much variance. In other words, it helps to decide
how many data dimensions are needed and exclude them for further analysis.

The score plotwas used to demonstrate each sample’s projection thatwas observed
to the principal components. The score plot gemstones are referring to the different
types of gemstones.

Figure 16.5 illustrates the location of gemstones in the multivariate region for
score vectors of the three principal components. The outcome is clustered into four
groups according to the types of gemstones: emerald, sapphire, topaz, and tourmaline.
The PCA method had proved the effectiveness to discriminate the different types
of gemstones. LIBS-PCA methods offer a rapid identification, classification and
differentiation of LIBS spectrum, which has correlated variables toward each other.

16.5 Conclusion

LIBS-PCA shows that this method can be used to identify the gemstones samples’
element fast, easy and at low cost. It can be seen through the visual plasmas and their
emission spectra form. From visual plasma, spectrum graphswere produced showing
differences in relative intensity. Identification of elements in the spectrum was made
using the NIST or National Institute of Standard and Technology database based on
the wavelength of each of the peaks that will determine the type of element and its
characteristics. Four clusters were observed to differentiate the types of gemstones.
LIBS-PCA is a simple method to discriminate the different types of gemstones.
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Fig. 16.5 PCA plot of gemstones samples
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Chapter 17
Discrimination of Precious
and Semi-Precious Gemstones Using
Laser-Induced Breakdown Spectroscopy
and Machine Learning Approaches

Ain Zamira, Syed Zuhaib Haider Rizvi, Mohd Sufi Roslan,
Nurul Nadia Adnan, Siti Noraiza Ab Razak, and Muhammad Arif Jalil

Abstract Laser-Induced Breakdown Spectroscopy (LIBS) is a very simple but
capable spectroscopic analytical method that performs simultaneous multi-element
analysis in a single laser shot. By using LIBS, we can identify artificial gemstones
that look like real ones. In this study, the samples that are used include five different
gemstones namely Sapphire, Emerald, Amethyst, Tourmaline, Topaz, and two arti-
ficial replicas of Amethyst and Emerald that closely resemble their original coun-
terparts. The LIBS spectra were collected from each of the gemstones by ablating
them with a Q-Switched Nd: YAG Laser of wavelength 1064 nm, pulse width (6–
10 ns), and maximum energy of 1000 mJ. The radiation from the resulting plasma
was recorded with a compact miniature USB2000+ spectrometer in the wavelength
range of 600–900 nm. Each sample underwent at least five cleaning laser shots
before 10 measurement shots. Two different datasets were prepared namely dataset
1, comprising full-length spectra, and dataset 2, comprising spectral lines only. We
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applied Principal Component Analysis (PCA) on LIBS spectral data to visualize
its discriminability and Random Forest (RF) to perform classification. Scree plots
describe the discriminability of samples generated in PCA and suggested PC1 and
PC2. Loading plots showed the most significant spectral regions for PC1, PC2, and
PC3 which covered the data variance of 67.95%, 20.16%, and 6.28% respectively.
For the RF classification accuracy, the best splitting for training and testing sets was
80–20%. It demonstrated a perfect 100% accuracy in discriminating gemstones with
both dataset 1 and dataset 2.

17.1 Introduction

A gemstone is a piece of mineral crystal that is used in jewelry or other decora-
tions and ornamental pieces in cut and polished form. Most gemstones are hard, but
due to their sheen or other physical properties that have artistic value, some soft
minerals, for example, amethyst or quartz are used in jewelry. The precious stones in
commonuse are diamond, ruby, sapphire, and emerald, and someof the semi-precious
gemstones are amethyst, topaz, tourmaline among many others. Gemologists iden-
tify gemstones in modern times. A gemologist first uses its chemical composition
to classify a gemstone [1]. Diamonds, for example, are made of carbon (C), and
rubies of aluminum oxide (Al2O3). Gems are categorized into diverse groups, types,
and variabilities. As ruby, is a red family of the corundum, while any other color
of corundum is known as sapphire [1]. Samples of such variants of beryl include
green (green), aquamarine (blue), gold-beryl (red), goshenite (colorless), heliodor
(yellow), and morganite (pink) [2].

Differences in chemical compositions of gemstones allow their classification
rapidly using laser-induced breakdown spectroscopy (LIBS) which is a rapid analyt-
ical technique and does not require sample preparation. It provides many convincing
advantages over other analytical techniques. For instance, the capability of analysis
without sample preparation; extremely quick measurement times (normally only a
few seconds) for a solitary spot analysis; multi-element analysis [3]. Light elements
like Li, C, B, and Na in particular can be detected by LIBS but not by XRF [4].
Even so, for light elements such as Mg, Al, and Si, LIBS has better detection limits
[5]. LIBS can be utilized for the detection of heavy metal elements also [6]. The
standard LIBS detection threshold is small, i.e., ~ppm. For a variety of sample
matrices, including metals, semiconductors, lenses, biological tissues, insulators,
fibers, soils, thin-painted structures, electronic materials, etc. [3]. The wide range
of elements detection with LIBS and the simplicity of the measuring setup offers
sufficient motivation to use LIBS for quick scanning purposes.

The repetition rate for a pulsed laser (or pulse repetition frequency) is defined
as the number of emitted pulses per second, or more precisely the inverse temporal
pulse spacing. In this research, Q-switching of solid-state lasers is normally used, it
typically allows repetition rates from below 1 Hz to the order of 100 kHz. For active
Q switching, the pulse repetition rate is determined by an external drive signal, while
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in passive Q switching it depends on the magnitude of loss modulation, the pump
power, and various other parameters. The repetition rate can influence the results
when used a higher repetition mode [7].

By using LIBS, we can identify the artificial gemstones that were treated to look
like real stones. So, it can determine whether the gemstones are real or synthetic. A
real gemstone is a gemstone that is grown or produced in a natural world without
the influence of human activity. Fake gemstones are gemstones that are not real
and are usually made of glass or a polymer while synthetic gemstones are grown
gemstones that look like natural gemstones without being chemically and optically
identical [8]. There are other methods or techniques that are commonly used to
identify gemstones. For instance, Laser ablation inductively coupled plasma mass
spectrometry (LA-ICP-MS) is a solid sample introduction device that uses a laser
beam to vaporize and ablate a solid sample and Secondary ion mass spectrometry
(SIMS) is a technique used to analyze the composition of solid surfaces and thin
films by sputtering the surface of the specimen with a focused primary ion beam and
collecting and analyzing ejected secondary ions [4].

The primary aim of this project is to identify various gemstones based on their
LIBS spectra and to discriminate between real and fake ones. This will be done by
picking up small differences in the LIBS spectra of stones (which arise due to small
differences in the chemical composition of the stones) by using statistical methods
applied with machine learning techniques, Principal Component Analysis (PCA),
and Random Forest (RF).

17.2 Materials and Methods

In this study, the samples that are used include five types of gemstones Sapphire,
Emerald, Amethyst, Tourmaline, Topaz, and two synthetic stones which are Fake
Amethyst and Fake Emerald. These gemstones are obtained from a local gem trader
and got certification from Global Gemological Laboratory in Kuala Lumpur.

Figure 17.1 displays the schematic diagram of LIBS experimental setup for
producing laser-induced plasma on gemstones samples and collects the light emis-
sions using an optical spectrometer. LIBS is a well-known spectroscopic technique
of a strongly ionized laser-induced plasma. By focusing a high-power laser pulse
directed on a substance such as solid, liquid, gas, and aerosols, the focal point
produces rapid local heating and intense evaporation followed by the formation
of plasma. The interaction between a laser beam and a solid is a complex process
that depends on several laser and solid material characteristics. Plasma evolution is
depending on laser power, its wavelength, pulse duration, target vapor concentration,
concentration of atmospheric gas, and heat.

A Q-Switched Nd: YAG Laser of wavelength 1064 nm, pulse width (6–10 ns),
and maximum energy 1000 mJ were used to ablate samples. The laser beam was
reflected from a mirror surface and focused on the sample surface by a focusing lens
of focal length 100 mm. The focusing lens was cleaned using isopropyl alcohol to
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Fig. 17.1 Schematic illustration of experimental set-up

make certain the lens is clean and free from dust particles and skin oils. The radiations
emitted from plasma were recorded with USB2000+ (600–900 nm) Charge Coupled
Device (CCD) spectrometer. For each gemstone sample, the sample underwent at
least five cleaning laser shots before the 10 measurement shots. This is to make
certain that the spectral data is obtained from the samples and does not include any
interference from surface contaminants. Plasma emission spectrums were saved on
the laptop for each laser shot.

The spectral lines observed in the spectra were identified with the help of Atomic
Spectral Database of the National Institute of Standards & Technology (ASD-
NIST). OriginPro 2018 and Python are used to analyze the spectra and implement
classification algorithms respectively.

17.2.1 Classification

In this study, two chemometric methods, Principal Component Analysis (PCA) and
Random Forest (RF) are employed for the classification of gemstones.

PCA is used as an exploratory data analysis for showing the multivariate data
arrangement. PCA offers useful schemes by describing the first major components
(PCs), a linear combination of original variables, preserving the full spectral vari-
ability amount [9]. Thus, PCA allows simple visualization of sample distribution,
detection of irregular spectra (outlier), and variable deduction. Here the use of PCA
offers a quick and easy way to visualize and detect these outliers and therefore PCA
filtering outliers is an efficient way of improving the data. PCA has helped to visu-
alize the discriminability of our data and highlighted the spectral regions that carry
the most significant discriminatory features.
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Fig. 17.2 Random forest algorithm [10]

RandomForest (RF) is a classificationmethod based on statistical learning theory.
There are two important parameters in RF: (1) the number of trees in the forest (n
features) and (2) the dataset that splits each node. Figure 17.2 shows the random
forest algorithm which works as a large collection of décor-related decision trees.
The random forest Algorithm works in four steps, first, to pick random samples from
a specific dataset. Next, for every sample, this algorithm will create a decision tree.
Then every decision tree produces a prediction result. At this stage, any predicted
result will be voted on. Finally, the algorithm picks the most voted result of the
forecast to give out the final prediction.

17.3 Results and Discussion

17.3.1 Data Analysis

In this analysis, laser-induced emission spectra from different gemstones were
collected using Nd: YAG laser and USB2000+ (600–900 nm) wavelength range.
Each of the gemstone samples was analysed from 5 different spots on the surface
of the gemstones and these spectra were averaged to obtain 10 spectra from each
spot. Therefore, a total of 50 spectra was recorded for each sample. Figure 17.3,
presents the emission spectrum of Amethyst, Fake Amethyst, Emerald 1.67 carats,
Fake emerald, Sapphire 1.60 carats, Topaz and Tourmaline 2.95 carats respectively.
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Fig. 17.3 LIBS spectrum of Amethyst, Fake Amethyst, Emerald 1.67 crt, Fake emerald, Sapphire
1.60 crt, Topaz and Tourmaline 2.95 crt

17.3.2 Loadings Plots

Loading plots of PCA shows the correlation of PCs and the spectral features. More
raw spectral information is covered by PCs with large loading values, and the corre-
sponding wavelength variable is of greater significance. Positive loading values
suggest a direct correlation between PC and the wavelength, while negative loading
value refers to a negative correlation between the PC and the wavelength. PCA
loading plots are then commonly used to pick the most important spectrum regions.
Loading plots for PC1, PC2, and PC3 are shown in Fig. 17.4.

17.3.3 Scree Plots

A Scree plot is a diagnostic tool to check whether the PCA works well on the data. If
the most variance is covered by the first two or three PCs, then we can ignore the rest
without missing any important information. The eigenvalues at the Y-axis represent
the amount of variation. A Scree plot is used to select the principal components to
keep. An ideal curve should be steep, then bends at “elbow” point, which is the
cut-off point, and flattens out after that. Only PCs 1, 2, and 3 are sufficient to explain
the data as suggested by Fig. 17.5.
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Fig. 17.4 Loadings plot for PC1, PC2 and PC3

Fig. 17.5 Scree plot

17.3.4 Scores Plot

To extract new uncorrelated features called PCs (Principal Components), PCA
applies a linear translation to existing spectral features. PCs are sorted in descending
order of the variance. PC1 covers the largest variance, PC2 covers the largest vari-
ance after PC1, and so on. In this study, we performed PCA on 7 different samples
of LIBS spectra. Here, PC1, PC2, and PC3 explained 67.95%, 20.16%, and 6.28%
of the data variance respectively counting a total of 94.39% (Fig. 17.6).



172 A. Zamira et al.

Fig. 17.6 PCA scatter plot

17.3.5 Random Forest

In this experiment, two datasets were used for RF classification. Dataset 1, represents
full-length spectrawhile dataset 2 represents the selected emission lines only, as listed
in Table 17.1. In this analysis, 4 splits of training and testing sets were used which
are 80% training-20% testing, 70% training-30% testing, 60% training-40% testing,
and 50% training-50% testing.

The experiment is repeated 10 times to get the average accuracy to prevent distur-
bance through randomness. The method from splitting dataset until running the clas-
sification accuracy for dataset 2 is the same as the method for dataset 1 but, dataset 2
only chose 14 peaks of an emission line of each gemstones sample. So, with a total
of 98 spectra, the classification accuracies for datasets 1 and 2 are summarised in
Tables 17.2 and 17.3 respectively.

According to the results, as shown in Tables 17.2 and 17.3, the best accuracy for
dataset 1 and dataset 2 is 100% accuracy for 80% training-20% testing split. The

Table 17.1 Selected
emission lines for analysis of
LIBS spectrum of gemstones
(Dataset 2)

Emission line (nm) Emission line (nm)

619.20
656.32
716.18
742.85
744.68
747.28
777.78

795.44
799.62
819.04
822.14
824.56
845.01
868.50
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Table 17.2 Classification accuracies of RF algorithm on Dataset 1

Training
test

Testing
test

Accuracy (%)

1 2 3 4 5 6 7 8 9 10

80 20 100 100 100 100 100 100 100 100 100 100

70 30 95.23 95.23 95.23 95.23 95.23 95.23 95.23 95.23 95.23 95.23

60 40 89.29 89.29 89.29 89.29 89.29 89.29 89.29 89.29 89.29 89.29

50 50 94.29 94.29 94.29 94.29 94.29 94.29 94.29 94.29 94.29 94.29

Table 17.3 Classification accuracies of RF algorithm on Dataset 2

Training
test

Testing
test

Accuracy (%)

1 2 3 4 5 6 7 8 9 10

80 20 100 100 100 100 100 100 100 100 100 100

70 30 90.48 90.48 90.48 90.48 90.48 90.48 90.48 90.48 90.48 90.48

60 40 92.86 92.86 92.86 92.86 92.86 92.86 92.86 92.86 92.86 92.86

50 50 88.57 88.57 88.57 88.57 88.57 88.57 88.57 88.57 88.57 88.57

least accurate dataset 1 was for the 60% training-40% testing set split while dataset
2 shows the least accuracy on 50% training-50% testing split.

17.4 Conclusion

In this study, we have demonstrated LIBS in combination with PCA and RF. PCA
was performed on raw spectral data of gemstones to visualize the discriminability
of the data and RF helped to classify the gemstones that builds decision trees to
accuracy and stable predictions. The results of both training and testing samples
demonstrate that the proposed RF model is an effective and efficient approach for
the classification of gemstones samples. Prediction accuracy with a perfect 100%
score is a strong evidence that LIBS-RF makes a highly potential and exciting tool
for the identification gemstones samples.
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Chapter 18
Structural Properties
of Lithium-Niobium-Calcium Tellurite
Glass Doped with Nickel Oxide:
Computational Analysis

S. K. Farisya Nadira, H. Nurhafizah, N. H. Ahmad, and Nurul Nadia Adnan

Abstract The structural glass system of lithium-niobium-calcium tellurite glass
TeO2 + Li2O + Nb2O5 + CaO + NiO was drawn by using GaussView where
the bond length and angle need to be set correctly by referring the values on earlier
researches. Thewavenumber of FTIR spectrum forTeO2,Nb2O5, Li2O,CaOandNiO
were 246 cm−1, 885 cm−1, 1127 cm−1, 372 cm−1 and 804 cm−1 respectively. Highest
Raman intensity is obtained in TeO2, Nb2O5, Li2O, CaO and NiO at wavenumber
of 942 cm−1, 1012 cm−1, 867 cm−1, 372 cm−1 and 804 cm−1 respectively. Gaussian
error analysis is discussed in this paper as combined structure cannot be optimized
and run completely inGaussian09W. Error such as convergence failure,missing bond
and files error are discovered when running whole glass structure. These errors were
not found if single molecule is run in Gaussian.

18.1 Introduction

Glass is divided into two categories which are organic and inorganic glass. It is
called inorganic because this type of glass consists of inorganic element such as
sodium silicates, calcium, potassium, and lead. There was lot of research regarding
tellurite glass that has been done. Most of the studies related to tellurite glass were
highlighting the doping of this type of glass with rare earth element such as erbium,
neodymium and yttrium [1] and not focusing on adding transition metal elements.
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There are three essential things to be considered when preparing glass which are
host, modifiers, and dopant.

First is host where in this paper tellurite glass is chosen because its unique optical
properties and structures [2]. Tellurite glass consists of tellurium dioxide (TeO2)
that has greater stability and high melting point which reached 733 °C [3]. Tellurite
glasses give lot of advantages in science field especially in optics and medical. This
type of glass is used in generating, controlling, and detecting photons technologies or
in simpleword photonics field. Optical amplifiers andmicro lenses in networking and
pharmaceutical are the example of applications of tellurite glass that has been found
in 1990s [4]. Second ismodifiers which are commonly involved only small amount of
chemicals which will be mixed into glass system to further modify and can enhanced
the glass properties for both chemical and physical resulting in improvement on the
properties of a glass. The elements used in this paper to act as glass modifier are
Li2O, Nb2O5 and CaO. Next, doping is a frequently utilized technique which is the
addition of dopant or impurities into other material to intentionally modify both its
electrical and optical properties or improving either one because of lack or abundance
of electrons [5].

Characterizing of FTIR and Raman spectroscopy was done for each of the
molecules in the glass system. FTIR is an analysis which applies mathematical oper-
ation which is Fourier transform to extract and interpret the collected reading into the
actual spectrum. Thismethod can easily show the absorption and emission of infrared
of a sample [1, 5]. Therefore, in this paper the same software will be used to deter-
mine the surface chemical composition. Besides, Raman analysis and spectroscopy
also used in this research as it shows profoundly specific chemical composition and
information related to the sample tested by discovering the crucial vibrational modes
of particles. Information about molecular unique characteristics in a system can be
provided through the Raman spectra [6].

18.2 Methodology

GaussView application is a software where molecular structure can be sketched
easily. From this software, the structures, energies, and vibrational frequency can
be known. Figure 18.1 shows the flowchart from sketching to the processing of the
structure of TeO2 + Li2O + Nb2O5 + CaO + NiO glass system. To sketch the
structure, GaussianView is used by selecting the atom of studied glass and combine
all the element to form glass system. The bond length and angle need to be set
correctly to ensure any further analysis can be done perfectly.After structure is drawn,
Gaussian09W is used to run and extract the data of FTIR and Raman spectrum of
glass structure. In this paper, only each of glass element is drawn separately and no
combination structure as Gaussian failed to optimize the whole glass structure.
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Fig. 18.1 Flowchart in
drawing and optimizing
molecular structures

18.2.1 Molecular Structure

The molecular structure was sketched with actual value of bond length and angle
as shown in Fig. 18.2. Then, the drawing was displayed in GaussView and can be
analyzed further using FTIR and Raman spectroscopy after optimizing the struc-
ture in Gaussian09W. FTIR analysis can be useful when it comes to verify unknown
compositions, dopantswithin polymers, and contamination on amaterial surface. The
FTIR gives the tests’ outcome which can precisely tell the details about its molecular
configuration. A Raman spectrum presents a few numbers of peaks, displaying the
intensity andwavelength range of the Raman scattered light. Every single peak repre-
sents to a uniquemolecular bond vibration which is called as functional groups. Each
analysis has different settings on Gaussian calculation which need to be followed to
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Fig. 18.2 Molecular structure of each molecule consists in glass a niobium pentoxide, Nb2O5 b
lithium oxide, Li2O c tellurium dioxide, TeO2 d nickel oxide, NiO e calcium oxide, CaO

do computational analysis on the structure since experimental procedure cannot be
performed.

18.2.2 Computational Analysis

FTIR analyzed any possible infrared wavelengths region that are absorbed by amate-
rial. This is completed by the appliance of infrared (IR) to the samples system. The
absorbance of the infrared light’s energy by the sample at multiple wavelengths are
observed and evaluated to figure out themolecular composition and structure of glass
system [7]. Raman spectra define recognizable and separate chemical fingerprint for
a particular molecule and can help to verify the material composition within shorter
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time or differentiate it from other molecule existed in the material. Peak intensities
can be applied to produce quantitative details related to the mixture’s configurations
[8].However, since the pandemic cases increases, instead of performing experimental
procedure, these analyses were done by applying Gaussian software which the spec-
trum of each analysis can be acquired from there. The data obtained from software
can be plotted directly and analyze by referring the peaks wavelength, wavenumber,
and frequency range. Comparison of data obtainedwith previous experimental values
is made to ensure the results are correct.

18.3 Results and Discussion

In this section, the results from computational analysis that has been carried out will
be presented and compiled. Fourier Transform Infrared (FTIR) and Raman analysis
displayed the structure properties of the glass. However, the structure is failed to
converge, thus in this section the Gaussian error will be explained in detail which
causing the result and all the characterization analysis cannot be obtained.

18.3.1 Gaussian Error Analysis

There are three types of errors has been uncovered during this completion of thesis
which are Link 9999, Convergence failure-run terminated and Checkpoint files error.
These errors were found when whole structure of glass was processed in Gaus-
sian09W. It can be assumed that the structure had wrong connections between bond
and incorrect bond length or angle because these are the main factor which led to
failure in optimizing the structure [9]. Errors occur when optimization of whole glass
system molecular structure is processed in Gaussian09W. Table 18.1 shows type of
error might occur when optimizing the molecular structure of glass system.

These errors only occur when whole structure is processed while for single
elements, no error was found. The structure can run completely and optimized
smoothly. All these errors might be possible to resolve if accurate bond length and
perfect connection of all elements can be obtained.
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Table 18.1 Types of Gaussian error analysis

Type of error Justification

1. Link 9999

Combination of 2TeO2 + Li2O + Nb2O5 structures

Structure cannot be optimized, and
convergence failed to be achieved
Any further analysis will be incorrect.
The most widely recognized factor the
error happened is that the geometry
optimization is not converged which it
can be the length, distance or size of
molecules were too far from the real
values [9]. That is one of the main
reasons that the structure cannot
undergo any other analysis as it may
lead to wrong results

2. Convergence failure-run terminated

Combination of 3TeO2 + Li2O + Nb2O5 structures

Output files showed an error after
processing the structure The SCF
(self-consistent field) procedure has
failed to converge. The SCF procedure
might fail to converge if a poor guess
is provided for the molecular orbitals.
The estimation of bond geometry is
inaccurate whether it is too long or too
short [10]

(continued)

18.3.2 FTIR and Raman Analysis Spectrum

It is found that for FTIR spectrum range for single element is in between 1200 to
100 cm−1 and for Rman, thewavenumber is obtained in between of 1100 to 373 cm−1

(Table 18.2).
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Table 18.1 (continued)

Type of error Justification

3. Checkpoint files error

Combination of TeO2 + Li2O + Nb2O5 structures

May occur due few conditions which
is wrong job type, basis set and
method since different structure needs
different setting. Wrong setup will
directly lead to wrong analysis and
wrong interpretation of the studied
structure frequency and spectrum.
These conditions cause an error which
is fchk file errors (bad data). Bad data
means the connectivity of the structure
in input file is incorrect [11]. The
software cannot detect or optimize the
structure to allow any further analysis
to be done due to the missing bond or
bad guess value of the bond. To solve
this type of error might request the user
to check the bond between each atom
whether it is too long or too short.
However, in this study, the settings and
bond length have been checked and
referred to a lot of previous studies yet
it still cannot be run and processed

18.3.3 Vibrational Modes of Each Molecule

Section 18.3.3 shows the results on vibrational modes experienced by each molecule
that consists in the studied glass. The modes shown in Table 18.3 represented by
obvious peaks of wavenumber in the spectrum of intensity versus wavenumber graph
displayed in Gaussian software. There are two types of vibrational modes which are
stretching and bending vibrational modes. The stretching modes change the angle of
molecular bonds which can be divided into few types: scissoring, rocking, wagging,
and twisting.While for bending vibrationalmodes,will undergo the changes in length
of the bond between atoms. It can be categorized in two which are: Symmetrical
stretching and Asymmetrical stretching.

18.4 Conclusions

Tellurite glasswith composition of TeO2 +Li2O+Nb2O5 +CaO+NiO systemwas
analysed using Gaussian09W software and structure was drawn using GaussView.
The results obtained throughout this research was led to an uncovering of Gaussian
errors that possible to occur when running any structure to be optimized or analysed
using FTIR and Raman analysis. It can be concluded that the cause of errors is related
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Table 18.2 FTIR and Raman spectrum of all element in studied glass

TIR Element Raman

Wavenumber
(cm−1)

Justification Wavenumber
(cm−1)

Justification

246 [12] Not absorbing much
of IR light since its
wavenumber lower
than a range of FTIR
[12]
Consists of
homonuclear
diatomic, O2 [13, 14]

TeO2 247
942
985

Vibrations of Te-O
The molecule
undergoes bending
vibration [19]

885 [15] Niobium visible in IR
region [15]

Nb2O5 1012 Vibrations of molecule
of Nb-O is in bending
modes while for
Nb-O-Nb is in
stretching vibrational
modes

1127 – Li2O 867 Vibrational mode of
bending

372 [16] Metal oxide can
absorb infrared light,
low absorbance
[16–18]

CaO 372 A stretching
vibrational mode Ca-O
which changing its
bond length by
increasing and
decreasing of it

804 Same as CaO, low
absorbance [16]

NiO 804 Vibrational mode is
same as NiO which is
stretching vibrations

to the inaccurate bond length between the atoms. Besides, the combined structure of
glass cannot be obtained due to Gaussian failure to optimize structure studied even
though the setting were corrected and the reference value from previous studies for
bond length was used. It can be assumed that the connection of system was done
incorrectly. Therefore, this paper decided to discuss about the analysis done only on
each/singlemolecule in TeO2 +Li2O+Nb2O5 +CaO+NiO glass system. The data
of FTIR and Raman analysis were extracted from the Gaussian and plotted spectrum
were obtained which in range of 1200–100 cm−1, 1100–373 cm−1 and 200–700 nm
respectively.
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Table 18.3 Vibrational modes by molecules (*The blue arrow represents the displacement vectors
while orange arrow indicates the dipole derivative unit vector)

Molecules 1st vibrational modes 2nd vibrational modes 3rd vibrational modes

Tellurium
dioxide,
TeO2

Wavenumber: 247 cm−1

Scissoring (bending modes)
Wavenumber: 942 cm−1

Symmetrical stretching
Wavenumber: 985 cm−1

Asymmetrical stretching

Niobium
pentoxide,
Nb2O5

Wavenumber: 1012 cm−1

Symmetrical stretching

– –

Lithium
oxide,
Li2O

Wavenumber: 867 cm−1

Symmetric stretching

– –

Calcium
oxide,
CaO

Wavenumber: 372 cm−1

Stretching vibration:
moving closer and further

– –

Nickel
oxide,
NiO

Wavenumber: 804 cm−1

Stretching vibration:
moving closer and further

– –
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Chapter 19
Comparing the Hamming
and Manhattan Heuristics in Solving
the 8—Puzzle by A* Algorithm

Siaw Chong Lee and Tyan Her See

Abstract The 8-puzzle is a classical sliding puzzle that consists of 8 numbered
tiles placed in random order on a board with 9 cells. The goal is to rearrange the
tiles by sliding them horizontally or vertically into the vacant cell such that the
number in each tile is ordered in ascending order. 8-puzzles can be solved by using
the path searching algorithms such as Best-first search, Depth-fist search, Dijkstra’s
algorithm, or theA* algorithm. In this paper, theA* algorithmwill be the one chosen.
The A* algorithm is known to be an improvement to the Dijkstra’s algorithm since
not all potential paths need to be searched before the optimal one is found. The key of
the A* algorithm is choosing the right heuristic formula as an estimation to the cost
of each path. Two heuristics, the Hamming distance and the Manhattan distance are
chosen to be implemented in the A* algorithm. The computing time for our several
test puzzles suggests that the Manhattan distance is found to be the more efficient
heuristic.

19.1 Introduction

N-puzzles consist of N numbers where N can be 8, 15, 24, and so on. Such values
are picked because the puzzle is played on a square board of m2 cells (m > 2) where
N = m2−1 [1]. AnN-puzzle board must have one blank space to allow the numbers
to move within the board and the goal is simple; slide the numbers to the vacant spot
until the numbers are ascendingly ordered. An example of N-puzzle, the 8-puzzle,
will be solved in this paper.

Not all N-puzzles are solvable. If we start from a solved puzzle and simply swap
two numbers, there are situations where we could not return the numbers to their
original position by sliding them. In 1891, Sam Loyd [2] posted a problem which
was known as Sam’s 14–15 puzzle and the puzzle was impossible to solve because
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all the numbers are in their correct position except for two; the numbers 14 and 15
were reversed. Sam Loyd offers a $1000 reward for the first correct solution for this
problem, but the reward was never claimed.

Many pathfinding techniques can find the least moves needed to solve the puzzle.
Methods like Dijkstra’s algorithm can be implemented but the A* algorithm will be
the pathfinding technique of choice in this paper. TheDijkstra’s algorithm, introduced
by Edsger W. Dijkstra in 1956 is a pathfinding algorithm that finds the optimal
path between nodes in a graph. Starting from a node, the algorithm chooses the
node that yields the least cost out of the possible adjacent nodes until all nodes are
considered. The A* algorithm, on the other hand, is an extension of the Dijkstra’s
algorithm [3] by considering the additional information, known as the heuristics in
searching the next best node. The heuristics are functions that estimates how far is
the cost of the solution from the current state, the better the heuristics, the faster
the A* algorithm finds the optimal path. The heuristics must be carefully chosen
though, a heuristic that underestimates the actual cost too much might result in
longer computing time, while an overestimating heuristic might not find the optimal
path at all. An admissible heuristic is the heuristic that never overestimates the actual
cost and the admissible heuristics that we will use in solving the 8-puzzle are the
Manhattan distance and the Hamming distance. We compared the computational
time for each of the heuristics using 3 sets of solvable puzzles and found out that the
Manhattan heuristic outperforms the Hamming heuristic.

19.2 A* Algorithm

A* algorithm can guarantee to find the shortest path like Dijkstra’s algorithm if an
admissible heuristic is used. This algorithmwill choose the next node by considering
the cost of getting to that node.TheA*algorithm is oneof the bestmethods for solving
the sliding puzzle [4]. Before solving the 8-puzzle with the A* algorithm, we should
make sure that the puzzle is solvable, and this can be achieved by the rules stated in
Sect. 19.2.1.

19.2.1 Solvability of an N-puzzle

There are 9! (362, 880) possible initial states for an 8-puzzle but only 9!
2 (181, 440)

initial positions can lead to the goal state [5]. That means only half of the random
initial positions can be solved. The solvability of a puzzle can be determined without
solving the puzzle itself by calculating the number of inversions for that puzzle. An
inversion happened when a tile precedes other tiles with a lower number on it. In
other words, inversion between a pair of tiles (a, b) is a occurs before b, but a > b.
The three simple rules to test whether an N-puzzle is solvable or not are as follows.
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1. If the puzzle size is odd, then the puzzle can be solved if the inversion number
is even in the initial state.

2. If the size is even, then the puzzle can be solved if there are an even number of
inversions and if the blank cell is on an odd-numbered row counting from the
bottom.

3. If the size is even, then the puzzle can be solved if there are an odd number of
inversions and if the blank cell is on an even-numbered row counting from the
bottom.

19.2.2 Solving the 8-puzzle by A* Algorithm

Consider the 8-puzzle in Fig. 19.1. Starting from the initial state at the top, there
are 2 possible moves; we can move 3 up or 2 to the right. Each of these will result
in a new state and each state can be considered as a node and a path is formed by
connecting a series of nodes to the one adjacent to it. The number of moves taken
to reach a certain state is considered as the cost of the path taken to reach the node

Fig. 19.1 Example of solving 8-puzzle by A* algorithm
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that corresponds to that state. The optimal path, which is the one we intend to find,
is the solution that takes the least moves. In other words, it is the path that cost the
least from the initial node to the goal node.

The A* algorithm is essentially the best first search method implemented with the
following function:

f (n)+ g(n) = h(n) (19.1)

where,

g(n) = the cost from the starting node to the current node.
h(n) = heuristic value, the estimated cost from the current node to the goal node
n = nth node on the path.

The two possible types of functions that h in (1) are.

1. The Hamming distance: the total tiles out of its goal position.
2. The Manhattan distance: the sum of the shortest path of each tile to its goal

position [6].

The A* algorithm manages the path searching by constantly updating two lists,
the open list and the closed list. The open list contains the unexplored nodes while
the closed list contains the explored ones. Referring to Fig. 19.1, the starting node is
set as the current node. Now there are 2 possible moves, which results in 2 adjacent
nodes (a) and (b). Both nodes were never visited before, so we place them in the
open list. The next thing to do is calculate the f , g and h values for both nodes, which
are shown in Fig. 19.1.

Since the f value for node (a) is smaller than the f value for node (b), we choose
node (a) as the current node. Now starting node is already examined, it is placed in
the closed list. From the current node (node (a)), we find the nodes adjacent to it,
which are nodes (c) and (d) and add them to the open list. Again, we calculate the
f , g and h values for both nodes (as shown in Fig. 19.1) and node (c) is found to be
optimal between those two nodes. Since we had reached the goal node, the search
is done, and the optimal path is Start &#xF0E0; (a) &#xF0E0; (b). If (c) is not the
goal node, it will be selected as the current node and (a) will be added to the closed
list. The same process is repeated until the goal node is reached [7]. In Fig. 19.1,
both Hamming and Manhattan heuristic yield the same value, coincidentally. The
flowchart of the whole process is illustrated in Fig. 19.2.

19.3 Experiments and Results

For each heuristic, we record the running time for 10 trials with the same puzzle and
take the average as the benchmark time. TheA* algorithm is programmed in Java and
all experiments are done in a windows system with AMD Athlon 200GE processor
and 8 GB RAM. Figure 19.3 shows the test puzzles used in our experiments.
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Fig. 19.2 Flow chart of the A* algorithm

Fig. 19.3 Test puzzles

In Table 19.1, the time taken to solve the puzzle (a), (b), and (c)with theManhattan
heuristic were 22.5, 42 and 37.5ms respectively whereas Hamming heuristic clocked
178.7, 136.3 and 900.8 ms, respectively. From these experiments we can see that the
Manhattan heuristic clearly outperforms the Hamming heuristic. A possible reason
is the Manhattan distance provides a much more accurate estimation to the moves

Table 19.1 Computational
time of A* using Manhattan
distance and Hamming
distance

Puzzle Manhattan distance (ms) Hamming distance (ms)

(a) 22.5 178.7

(b) 42 136.3

(c) 37.5 900.8
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needed to reach the goal than the Hamming distance. In our experiment, we observe
that the Hamming heuristic often gives the same optimal h value across many nodes
in the open list, whereas for the Manhattan heuristic, the h values are different from
one node to another. This situation is depicted in Fig. 19.4. From the initial node,
the three possible moves are shown in Fig. 19.4a–c. The Hamming distances are the
same for these three nodes, but the Manhattan distance suggests that node (a) should
be the one chosen. Since all nodes are optimal for Hamming heuristic, choosing one

Fig. 19.4 Hamming distance and Manhattan distance of a particular step in a 15-puzzle
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of them arbitrarily, in this case let’s say if (b) is selected, again yields the similar
situation as before, same optimal Hamming distance for all nodes ((d) and (e)). Not
only this will create more branches, but also slows down the searching progress and
thus cost more computational time than the Manhattan heuristic.

19.4 Conclusion

We conclude that when solving the 8-puzzle with the A* algorithm, the Manhattan
heuristic is much efficient than the Hamming heuristic and the reason is the actual
cost from a node to its goal is much accurately estimated by the Manhattan distance
than the Hamming distance.
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Chapter 20
Magnetohydrodynamic Effects in Mixed
Convection Viscoelastic Fluid Flow
at Lower Stagnation Point on a Sliced
Sphere

Basuki Widodo, Tunjung Eviloka, Chairul Imron, and Dieky Adzkiya

Abstract In this paper, mixed convection of viscoelastic fluid at the lower stagna-
tion point on a magnetic sliced sphere is investigated. Dimensional governing equa-
tion and boundary condition of the problem are further developed. The dimensional
governing equation and the boundary condition are further transformed into non-
dimensional form using non-dimensional variables. We further obtain non-linear
partial differential equation. The non-linear partial differential equation and non-
similarity transformation with the consideration of the effect of magnetohydrody-
namic (MHD) are solved numerically by using Keller-box method. The influences
of sliced sphere magnetic field on viscoelastic fluid flow and heat transfer are then
discussed. The results depicted that the uniform magnetic field produced by Lorentz
force and slicing on the sphere act as determining factors for the trend of viscoeleastic
fluid movement and controlling the cooling rate of the sphere surface.

Keywords Sliced sphere · Viscoelastic fluid · Mixed convection

20.1 Introduction

Fluid is a substance that is able to deform continuously when subjected to shear
stress, although the shear stress is quite small. Fluid that has a constant viscosity
and linear stress curve in the presence of a working force is called Newtonian fluid.
However, for fluids that have properties other than that are called Non- Newtonian
fluids [1]. In many industrial sectors, fluid heating or cooling is widely used [2].

The study of Magnetohydrodynamics (MHD) has recently been very interesting
and has beenwidely carried out. This magnetohydrodynamic fluid flow is a fluid flow
that is influenced by a magnetic field and can conduct electric current [3]. The use of
magnetohydrodynamics in the field of technology is quite extensive. One example is
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in magnetohydrodynamic power plants. By applying theMHDprinciple in the power
plant, the efficiency can reach 30% [4]. Another example of the implementation of
this MHD is also in oil drilling [5].

Viscoelastic fluid is one type ofNon-Newtonian fluids besides pseudoplastic fluid,
rheopectic fluid, and thixotropic fluid which has viscous and elastic properties. This
viscoelastic fluid has attracted the attention of many researchers because the appli-
cation of this fluid is very important [6]. Such as Widodo et al. [7] who have inves-
tigated the effect of viscoelastic fluid flow passing through a flat plate. Sahaya et
al. [6] have also conducted research on the flow of suspended viscoelastic magne-
tohydrodynamic fluid passing through a flat plate. This viscoelastic fluid has been
widely studied under the influence of various types of convection and passes through
various types of objects such as elliptical cylinders, porous spheres, flat plates and
solid spheres.

In this paper, we discussmixed convection of viscoelastic fluid at the lower stagna-
tion point on a magnetic sliced sphere. We develop dimensional governing equations
and their boundary conditions based on the laws of conservation ofmass,momentum,
and energy. The viscoelastic fluid flows from the bottom up and passes through the
sliced magnetic solid sphere. The dimensional governing equations are further trans-
formed into non-dimensional governing equations using non-dimensional variables.
Then obtained a non-linear partial differential equation. Furthermore, this equation is
converted into non-linear ordinary differential equation using the stream function and
similarity equations. The non-linear ordinary differential equations are then solved
numerically using the Keller-Box method. The numerical results obtained are in the
form of temperature and fluid velocity profiles by varying the values of the magnetic
parameters, convection parameters, viscoelastic parameters, Prandtl numbers, and
spherical slice angles.

20.2 Research Method

We consider the viscoelastic fluid flow that passes through a vertical porous cylinder
with the upstream velocity U∞, upstream velocity temperature T∞, surface temper-
ature Tw, slice angle θs , gravity force g and radius of sphere a. Physical model of
the problem and the coordinate system used in solving the problem can be seen in
Fig. 20.1a, b, respectively.

20.2.1 Developing Dimensional Governing Equations

The dimensional governing equations are developed from dimensional equations that
are obtained from the conservations of mass, momentum and energy. We use the sec-
ond Newton Law to obtain the momentum equation, and using the first conservative
of thermodynamics to obtain the energy equation. We further obtain the dimensional
governing equation as follows:
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Fig. 20.1 The left panel represents the physical model of the problem, whereas the right panel
represents the coordinate system

1. Continuity equation
∂(r̄ ū)

∂ x̄
+ ∂(r̄ v̄)

∂ ȳ
= 0 (20.1)

2. Momentum equation

a. In x-axis
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∂ ȳ2
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b. In y-axis
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)
= − 1

ρ

∂p

∂ ȳ
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3. Energy equation

ū
∂ T̄

∂ x̄
+ v̄

∂ T̄

∂ ȳ
= α

∂2T̄

∂ ȳ2
(20.4)

with boundary conditions

ū = v̄ = 0, T̄ = Tw for ȳ = 0

ū = ūe(x),
∂ ū

∂ ȳ
= 0, T̄ = T∞ for ȳ → ∞

where free flow velocity ūe = 3
2 sin

(
x̄
b̄

)
and α is the thermal diffusion, μ0 is the

dynamic viscosity, k0 is a coefficient, ρ is the density of fluid, β is the coefficient
of thermal expansion, ū is the component of velocity on the x̄ axis, and v̄ is the
component of velocity on the ȳ axis.

20.2.2 Boundary Layer Approach

The Equations (20.2) and (20.3) are simplified by using boundary layer theory. The
simplification process can be seen in the reference source [8–14]. Furthermore, The
Equations (20.2) and (20.3) are reviewed in the form 1 and �, in which 1 indicates
the dominant fluid velocity and � indicates a very small change in fluid velocity
[15].

ū ∼ 1, x̄ ∼ 1, v̄ ∼ �,
K0

ρ
∼ �2,

μ0

ρ
∼ �2, g ∼ 1

Based on the form of notation above, the process of simplification of momentum
equations on the x and y axis direction can be written as follows. In x-axis:
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(20.5)

while in y-axis direction, the result contains only the value of the�. This indicates
that the momentum equation on the y-axis direction undergoes a very small change
in velocity. Thus, in the next analysis the momentum equation on the y-axis is not
considered.
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20.2.3 Non-dimensional Governing Equations

We introduce non-dimensional variables as follows [11]:

x = x̄

a
, y = Re

1
2
ȳ

a
, r = r̄

a
, b = b̄

a
, u = ū

U∞

v = Re
1
2

v̄

U∞
, p = p̄

ρU 2∞
, T = T̄ − T∞

Tw − T∞

with Reynolds number Re = U∞a
v

where v is the kinematic viscosity written as
v = μ

ρ
.

We also use the following parameters

• Magnetic parameter (M):

M = σ B2
0a

ρU∞

• Prandtl number (Pr ):

Pr = v

α

• Viscoelastic parameter (K ):

K = k0U∞
aρv

• Convection parameter (λ):

λ = Gr

Re2

where the Grashof number is Gr = gβ(T − T∞) a
3

v2
. Then convection parameter λ

can be written as

λ = gβ(T − T∞)a3

U 2∞

By substituting the non-dimensional variables and non-dimensional parameters
mentioned above to the non-dimensional governing equations, we obtain:

1. Continuity equation

∂(ru)

∂x
+ ∂(rv)

∂y
= 0 (20.6)
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2. Momentum equation

∂u

∂x
+ v

∂u

∂y
= −∂p

∂x
+ ∂2u

∂y2
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[
∂
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(
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∂2u
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]
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16
Mu + λT tan

(
x cos x
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)
(20.7)

3. Energy equation

u
∂T

∂x
+ v

∂T

∂y
= 1

Pr

∂2 T

∂y2
(20.8)

with the following boundary conditions:

u = v = 0, T = 1 for y = 0

u = ue(x),
∂u

∂y
= 0, T = 0 for y → ∞

20.2.4 Develop Non-similarity Equations

To change the non-linear partial differential equations to non-linear ordinary differ-
ential equations, we introduce the stream function [12]:

ψ = xr(x) f (x, η), T = θ(x, η)

and psi is a flow function that is defined as follows:

u = 1

r

∂ψ

∂η

v = −1

r

∂ψ

∂x

By substituting the stream function into (20.6)-(20.8), and applying the similarity
equations, we obtain the non-linear ordinary differential equations as follows:

1. Continuity equation

∂2ψ

∂x∂η
− ∂2ψ

∂x∂η
= 0

Because the continuity equation is 0, then the continuity equation is trivial so it
is not used in subsequent calculations.
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2. Momentum equation

f ′′′ + 2 f f ′′ − ( f ′)2 + 9

4 cos2 θs
− 2 K ( f ′ f ′′′ − f f ′′′′ − ( f ′′)2) + λθ

cos θs

− 25

16
M( f ′ − 3

2 cos θs
) = 0 (20.9)

3. Energy equation

1

Pr
θ ′′ + 2 f θ ′ = 0 (20.10)

with the boundary conditions

f (0) = f ′(0) = 0, θ = 1 0

f ′(∞) = 1, f ′′(∞) = 0, θ(∞) = 0 η → ∞

with sign ’ denotes a derivative with respect to η.

20.2.5 Numerical Solution

We use Keller-Box method to solve (20.9) and (20.10). The steps are as follows:

1. Transformation into first order By defining the following function:

f ′ = u

u′ = v

v′ = w

s ′ = t

So that (20.9)-(20.10) can be written as follows:

w + 2 f v − u2 + 9

4 cos2 θs
− 2 K (uw − f w − v2) + λs

cos θs

− 25

16
M

(
u − 3

2 cos θs

)
= 0 (20.11)

1

Pr
t ′ + 2 f t = 0 (20.12)

with the following boundary conditions:
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f (0) = u(0) = 0, s(0) = 0 when η = 0

u → 1, s → 0 when η → ∞

2. Discretization of the equation
Furthermore, discretization is carried out on the obtained equations by using
central difference methods.

3. Linearization of the equations
After obtaining the results of the discretization of the equations, then lineariza-
tion is then conducted with the form of iteration (i) using Newton’s methods, as
follows:

f (i+1)
j = f (i)

j + δ f (i)
j

u(i+1)
j = u(i)

j + δu(i)
j

v
(i+1)
j = v

(i)
j + δv

(i)
j

w
(i+1)
j = w

(i)
j + δw

(i)
j

s(i+1)
j = s(i)

j + δs(i)
j

t (i+1)
j = t (i)j + δt (i)j

4. Block Elimination Technique
In the last step, the results of linearization are solved by using the tridiagonal
block matrix elimination technique.

20.3 Results and Discussions

In this paper, the mixed convection of viscoelastic fluid at the lower stagnation point
on a magnetic sliced sphere is investigated numerically using Keller box scheme.
The fluid is viscoelastic fluid, which has characteristics both of viscous and elastic,
with the presence of magnetic field from the sliced magnetic sphere. The objective of
the present analysis is to study the temperature profiles and velocity profiles of mixed
convection of viscoelastic fluid flow with the variation of magnetic parameter value
(M), viscoelastic parameter (K ), mixed convection parameter (λ), Prandtl Number
(Pr ), and the slicing angle of the sphere (θs).

20.3.1 The Effects of Magnetic Parameters (M)

In Figs. 20.2 and 20.3, the magnetic parameters used are 15, 25, 30, 35, and other
parameter values used are K = 1, Pr = 0.7, λ = 1, θs = π

6 = 30◦. Figure20.2
shows thatwhen themagnetic parameters increase, then the velocity profile increases.
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Fig. 20.2 Velocity profile for various magnetic parameter (M) at the lower stagnation point

Fig. 20.3 Temperature profile for various magnetic parameter (M) at the lower stagnation point

While, Fig. 20.3 shows that the temperature profile decreases when the magnetic
parameter increases. This is because when the magnetic parameter increases then
the uniform magnetic field becomes higher. This uniform magnetic field is gener-
ated by Lorentz force from the sphere, so the resistance of the forces between fluid
particles reduce. And this causes the fluid velocity increases. The uniform magnetic
field increases also causes the internal energy of the fluid increases so that the energy
used by the fluid flows will be reduced. This effects the temperature decreases.
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20.3.2 Influence of Viscoelastic Parameters (K)

Figures20.4 and 20.5 respectively show the profile of the velocity and temperature
of the fluid at the lower stagnation, with the variation of the viscoelastic parame-
ters being 2, 5, 7, 9. This profile is obtained when we give the parameter value of
M = 10, Pr = 0.7, λ = 1 and θs = π

6 = 30◦. From this we obtain numerical cal-
culation results that the higher the viscoelastic parameter, the slower the velocity
profile. Moreover, the higher the value of the viscoelastic parameter, the higher the
temperature profile. This is because the higher the viscoelastic parameter, the higher
the elasticity and viscosity of the fluid. This causes the fluid movement to be slower
and will increase the energy requirements for the fluid moving from the bottom to
the up and the fluid force against the Lorentz force. Therefore, these results in an
increase in the temperature of the fluid.

20.3.3 Influence of Mixed Convection Parameters (λ)

Figures20.6 and 20.7 respectively show the profile of the velocity and temperature of
the fluid at the lower stagnation,withmixed convection parameters being 0.2, 0.4, 0.6,
0.9. This profile is obtainedwhenwegive the parameter values ofM = 10, Pr = 0.7,
K = 1, θs = π

6 = 30◦. From this we obtain the results of numerical calculations that
the higher themixed convection parameter, the faster the fluid velocity.Moreover, the
higher the value of the mixed convection parameter, the higher the fluid temperature.
This is due to the influence of buoyancy, where the buoyant force of the fluid affects

Fig. 20.4 Velocity profile for various viscoelastic parameters (K ) at the lower stagnation point
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Fig. 20.5 Temperature profile for various viscoelastic parameters (K ) at the lower stagnation point

Fig. 20.6 Velocity profile for variousmixed convection parameters (λ) at the lower stagnation point

Fig. 20.7 Temperature profile for various mixed convection parameters (λ) at the lower stagnation
point
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the greater the momentum of the fluid so that the velocity of the fluid flow increases.
Furthermore, this causes the need for energy and force to counter the Lorentz force
decrease. This causes the temperature near the surface to decrease.

20.3.4 Influence of Prandtl Numbers (P r)

In Figs. 20.8 and 20.9, respectively, we investigate the effect of changing the Prandtl
number. We varied the Prandtl number to 0.6, 1, 7, and 10, while the other param-
eter values remained constant, namely at M = 10, λ = 1, K = 1, θs = π

6 = 30◦.
Figure20.8 shows that the larger the Prandtl Number, the slower the speed. Fur-
thermore, Fig. 20.9 shows that the greater the Prandtl Number value, the lower the
fluid temperature. This is because the Prandtl number is directly proportional to the
density so that if the Prandtl number increases, the density of the fluid also increases.
This causes the distance between the fluid particles to be shorter. Moreover, this is
the smaller the average momentum of the fluid particles against the Lorentz force of
the sphere. This causes the fluid velocity to decrease as the Prandtl number increases.
Notice also that the Prandtl number is inversely proportional to the thermal diffusion,
which means that the greater the Prandtl number, the less thermal diffusion. Thermal
diffusivity is related to the ratio of heat transfer to the energy capacity ofmolecules so
that the distribution of heat between fluids is reduced or in other words heat transfer
to the surface is faster than the fluid, causing the temperature decreases.

Fig. 20.8 Velocity profile for various Prandtl numbers (Pr ) at the lower stagnation point
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Fig. 20.9 Temperature profile for various Prandtl numbers (Pr ) at the lower stagnation point

20.3.5 Influence of Varying the Parameters of Sphere Slice
Angle (θs)

In Figs. 20.10 and 20.11, respectively, we investigate the effect of changing the angle
of the slice of the sphere. We varied the angle of the slice of the sphere to π

7 ,
π
6 ,

π
5 and

π
4 , while the other parameter values remained constant, namely at M = 10, λ = 1,
K = 1, Pr = 0.7. Figure20.10 shows that the greater the angle of the sphere slice,
the faster the fluid velocity. Moreover, Fig. 20.11 shows that the greater the angle of
the sphere slice, the lower the fluid temperature. This is because the greater the angle
of the slice on the sphere causes the position of the stagnation point to be higher
or in other words the thickness of the boundary layer is getting bigger. Therefore,
this causes the influence of the Lorentz force on the fluid particles decrease so that
the fluid velocity increases. Notice also the greater the angle of slice of the sphere,

Fig. 20.10 Velocity profile for various sphere slice angles (θs ) at the lower stagnation point
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Fig. 20.11 Temperature profile for various sphere slice angles (θs ) at the lower stagnation point

the wider the front surface of the sphere which causes the heat distribution to the
sphere to be faster when compared to the heat distribution to the fluid so that the
fluid temperature decreases.

20.4 Conclusions

Based on the discussion and analysis that we have done, it is concluded that the
uniform magnetic field produced by Lorentz force and slicing on the sphere act as
determining factors for the trend of viscoeleastic fluid movement and controlling the
cooling rate of the sphere surface.

Acknowledgements Based on the discussion and analysis that we have done, it is concluded that
the uniform magnetic field produced by Lorentz force and slicing on the sphere act as determining
factors for the trend of viscoeleastic fluid movement and controlling the cooling rate of the sphere
surface.
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Chapter 21
Stability Analysis of Fractional-Order
Chemostat Model with Time Delay

Nor Afiqah Mohd Aris and Siti Suhana Jamaian

Abstract The fractional-order chemostat model that considered time delay is
studied. Fractional-order differential equations have more benefits for the explana-
tion of memory and the hereditary properties of a system. However, fractional-order
differential equations tend to lower the dimensionality of a system. The dimension-
ality can be infinite-dimensional if the time delay is considered in the differential
equation. The stability analysis of the fractional-order chemostat model that consid-
ered time delay is studied to examine the effect of time delay on the behaviour
of the chemostat system. The numerical simulation was conducted to investigate
the fractional-order chemostat model with various values of fractional-order corre-
sponding to different values of time delay. The simulationwas performed by using the
modified Adams-type predictor–corrector method. The result shows that the stable
state transformed into an unstable state or a limit cycle at an appropriate time delay
value. As the fractional-order value decreased, a higher value of time delay has to be
considered. Therefore, the suitable time delay value can be appropriately selected to
ensure that the chemostat system’s dynamic behaviour is constantly unstable, which
is appropriate for cell mass growth.

21.1 Introduction

In the past few decades, many researchers have studied improving cell mass produc-
tion in chemical reactors. The chemostatmodel can understand themechanism of cell
mass growth in a chemostat [1]. A chemostat is a reactor with stirred and continuous
inflow and outflow to provide efficient mixing. The chemostat design has an inflow
tube for the substrate to flow into the chemostat and an outflow tube for harvesting
the mixture of cell mass and substrate from the chemostat while the volume is kept
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constant. The substrate flows sufficiently rapid to ensure that the culture of the chemo-
stat model keeps continuously growing. The process of the continuous growth of cell
mass occurs in the reactor with the consumption of the substrate at a specific growth
rate. The chemostat model was first introduced by Novick and Szilard [2]. However,
the chemostat model that was wholly derived and only considered a single substrate
and a single microbial was proposed by Herbert, Elsworth and Telling [3].

The microbial kinetics model explains the relationship between cell mass and the
substrate in the chemostat model. Many microbial kinetics models exist, such as the
Monod, Tessier, Moser, Contois and Andrews models [4–7]. The yield coefficient is
a function of the substrate concentration, which can express the cell mass formation.
The yield coefficient can be demonstrated as the cell mass formed per unit mass of the
substrate consumed [8]. Some studies also considered the variable yield coefficient
in investigating the cell mass growth in a chemostat [9, 10]. A model with a variable
yield coefficient is suitable for developing a continuous culture [11].

Mostmathematicalmodels of biological systems are based onordinary differential
equations. However, the behaviour of biological systems mostly has memory effects.
Yet, ordinary differential equations consistently disregard such effects. Therefore,
fractional-order differential equations are used to describe the behaviour of systems.
Furthermore, the fractional-order differential equations also have hereditary proper-
ties and good memory [12, 13]. The capability of fractional-order differential equa-
tions to describe non-linear systems in various fields of study is also advantageous.
However, the practical dimension in fractional-order differential equations for which
the system remains unstable is also one of the crucial problems in this field [14]. The
fractional-order differential equations tend to lower the dimensionality of a system
[15]. Meanwhile, the dimensionality can be infinite-dimensional if the time delay is
considered in the differential equations.

Delay differential equations (DDE) are widely applied in the mathematical
modelling of biological systems such as immunology, neural networks, epidemi-
ology, physiology and population dynamics [16–21]. There are some durations of
hidden processes, which can be related to time delays. Derivatives and unknown
states are evaluated at the exact moment in ordinary differential equations. However,
derivatives and unknown states are estimated at a specific time, depending on the
memory, in delay differential equations [22]. The function values at the previous
time affect the derivatives of the function values at present [23]. Also, Kuang [23]
stated that function values depend on their history, not only on their present state.
Initial conditions and boundary conditions are not sufficient to predict the behaviour
of a system in real-life phenomena. Hence, some knowledge of history or earlier
behaviour is necessary to deal with such complexities.

Delay differential equations have constantly appeared in many studies of the
chemostat system [24–28]. The time delays in substrate recycling in the chemostat
ecosystem always exist and are also influenced by the changes in temperature. The
environment in the chemostat is the crucial factor that affects cell mass growth. The
time delay of the growth appears when the environment changes. The time delay has
biological values since it can alter the solutions of the chemostat system’s dynamics,
and the transient oscillation can be displayed in numerical simulations [29]. A delay
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can express the information from the earlier state and provide a history of the system
over the delay interval [−τ , 0] as the initial condition where τ is time delay [14, 30].
These cause delay systems to be infinite dimensions in nature. Sometimes, internal
and external uncertainties in the application, such as time delay, cannot be avoided
and may lead to instability [31]. Delay can be recognised everywhere and is often
encountered in many practical systems such as biology, economics and automatic
control [32]. This study intends to deepen the study of the integer-order chemostat
model with fractional-order theory and consider the time delay due to its broad
applicability. In the next section, methods of this research are discussed in more
detail, where Caputo derivatives and Adams-type predictor–corrector method are
the main focus. Then, the stability analysis of the fractional-order chemostat model
with time delay is discussed.

21.2 Methodology

21.2.1 Caputo Derivatives

The fractional-order differential equations can be defined as the rationalisation of
classical differential equations involving the differentiation and integration of non-
linear order [33]. A fractional-order differential equation has several definition oper-
ators to generalise the notion of differentiation and integration, such as Riemann–
Liouville definitions, Grunwald–Letnikov definitions and many more. Caputo defi-
nitions are more renowned in the related theories and mathematical analysis of
fractional-order differential equations than the others [34, 35]. Here we adopt the
Caputo fractional derivative, which can be defined as

Dα
a,t f (t) =

∫ t

a
(τ − t)n−α−1 f (n)(τ )dτ, n − 1 ≤ α < n (21.1)

where n is an integer, � denotes the function of gamma and n − 1 < a < n.

21.2.2 Adams-Type Predictor-Corrector Method

This research adopted the Adams-type predictor–corrector method that was used
by [36] and adjusted by [37] with time delay, which is also known as the modi-
fied Adams-type predictor–corrector method [15, 38]. The predictor formula can be
described as
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yPh (tn+1) =
�α�−1∑
k=0

t kn+1

k! y(k)
0 + 1

�(α)

n∑
j=0

b j,n+1 f
(
t j , yh(t j )

)
(21.2)

and corrector formula can be determined by

yh(tn+1) =
�α�−1∑
k=0

t kn+1

k! + hα

�(α + 2)
f
(
tn+1, y

P
h (tn+1)

)

+ hα

�(α + 2)

n∑
j=0

a j,n+1 f
(
t j , yh(t j )

)
, (21.3)

where h is step size, k is iteration, t is time, α is an order of fractional derivatives,
� is gamma, τ is the time delay, a j,n+1 is corrector weight, and b j,n+1 is predictor
weight. The procedure of the predictor–corrector method for solving fractional-order
differential equations with a time delay can be explained as follows.

(i) Insert the initial condition of the system.
(ii) Define the step size, h.
(iii) Calculate the predictor step, yPh (tn+1) as in Eq. (21.2).
(iv) Evaluate f

(
tn+1, yPh (tn+1)

)
by implementing the predictor value from step

(iii).
(v) Calculate the corrector step, yh(tn+1) as in Eq. (21.3).
(vi) Evaluate f

(
t j , yh(t j )

)
by implementing the predictor value from step (v).

(vii) Estimate the error tolerance.

The process predicts and corrects the values repeatedly until the corrected values
become converged [39].

21.3 Results and Discussion

An integer-order chemostat model from [1] is studied. The chemostat model can be
described as

dS

dt
= QS0 − QS − N (S)X

Y
, (21.4)

dX

dt
= QX0 − QX + N (S)X, (21.5)

where X is cell mass concentration, X0 is initial cell mass concentration, S is the
substrate concentration, S0 is initial substrate concentration, Q is dilution rate, N (S)
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is the specific growth rate and Y is yield coefficient. The Monod growth model
depends on the substrate concentration and can be written as,

N (S) = μS

K + S
. (21.6)

whereμ is the maximum specific growth rate and K is Monod constant. The variable
yield coefficient can be written as

Y (S) = γ + βS. (21.7)

where γ and β is constant in yield coefficient. In this study, the sterile feed case was
assumed, where the initial concentration of the cell mass is equal to zero, or X0 = 0.
The chemostat model that considers the Monod growth model and variable yield
coefficient can be written as

dS(t)

dt
= Q(S0 − S(t)) − μS(t)X (t)

(k + S(t))(γ + βS(t))
. (21.8)

dX (t)

dt
= Q(−X (t)) + μS(t − τ)X (t − τ)

k + S(t − τ)
(21.9)

where τ is a time delay. The model incorporates delay to represent the delay in the
cell mass concentration, as shown in Eq. (21.9). The integer-order chemostat system
of Eqs. (21.8) and (21.9) is extended to the fractional-order differential equation with
time delay,

dαS(t)

dtα
= Q(S0 − S(t)) − μS(t)X (t)

(k + S(t))(γ + βS(t))
, (21.10)

dαX (t)

dtα
= Q(−X (t)) + μS(t − τ)X (t − τ)

k + S(t − τ)
. (21.11)

The chemostat systems with time delay are extended to FDEs. This research
intends to deepen the study of the integer-order chemostat model with fractional-
order theory due to its broad applicability. The model incorporated with delay only
occurs in the cell mass concentration, as shown in Eq. (21.11). The parameter values
of the fractional-order chemostat model are provided in Table 21.1.

The simulations of a fractional-order differential equation that considers time
delay are challenging to analyse analytically because of the infinite dimensionality
of the DDE [40]. Numerical solutions play an essential role to study the effect of
time delay on the fractional-order chemostat system.

The numerical solution of a fractional-order chemostat model with time delay was
simulated, and the behaviour of the system was investigated. Figure 21.1 illustrates
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Table 21.1 Parameters of
chemostat model

Parameters Values References

k 1.75 [12]

Q 0.02 [12]

μ 0.3 [1]

γ 0.01 [1]

β 5.25 [1]

S0 1 [1]

the effect of time delay on the behaviour of the chemostat system when α = 1. The
phase portrait diagrams of cell mass concentration versus substrate concentration
were plotted for different timedelays,whichwere τ = 1 to τ = 12. The phase portrait
diagrams τ > 12 are not be displayed since the result show the same behaviour as
τ = 12.

From Fig. 21.1a–l, the changes in the running state for α = 1 are shown. It
is observed that the fractional-order chemostat system is in a stable state when
0 < τ ≤ 5, as shown in Fig. 21.1a, e. When the value of time delay increased
over the limit, which is τ = 6, the dynamic behaviour of the chemostat system led to
a limit cycle. The limit cycle then shifts to an unstable state when τ ≥ 7 and being
unchanged. These results demonstrate that the stable state can be transformed into
an unstable state or a limit cycle with a suitable choice of the time delay parameter.
From the publications of Sterman and Ydstie [41] and Douglas and Rippin [42], the
periodic operation or unstable state of chemical reactors to improve reactor perfor-
mance has been a common research subject [43]. The “limit cycle” is also known
as “natural oscillation” in chemical processes. Natural oscillation is mean that the
process parameters are intended to be selected so that a steady input of reactant into
the reactor will produce self-sustained oscillations in its output [1]. The limit cycle
and unstable state are suitable for cell mass production when the reactor’s perfor-
mance is improved. It can be considered that the time delay remains at τ ≥ 6 so that
the chemostat system will always be at an unstable state or limit cycle.

Figure 21.2 depicts the effect of time delay on the behaviour of the chemostat
system when α = 0.95. The phase portrait diagrams of cell mass concentration
against substrate concentration are visualised for different time delay values, which
are τ = 6 to τ = 17. The phase portrait diagrams for τ < 6 and τ ≥ 17 are
not be displayed since the result shows the same behaviour as τ = 6 and τ = 17,
respectively.

The change in the running state of the fractional-order chemostat system for
α = 0.95 is shown in Fig. 21.2. The fractional-order chemostat system showed
different running states for α = 1 and α = 0.95 with different values of time delay.
The fractional-order chemostat system was a limit cycle when τ = 6 as shown in
Fig. 21.1f. However, when α = 0.95, it is revealed, the fractional-order chemostat
system is still at the stable state when τ = 6 which is still stable in range 0 < τ ≤ 11
and changed to the limit cycle when τ = 12. Then, the system switches to an unstable
state when τ ≥ 13. It is reasonable to conclude that the fractional-order chemostat
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Fig. 21.1 Phase portrait of chemostat system with α = 1 and a τ = 1, b τ = 2, c τ = 3, d τ = 4,
e τ = 5, f τ = 6, g τ = 7, h τ = 8, i τ = 9, j τ = 10, k τ = 11, l τ = 12
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Fig. 21.1 (continued)
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Fig. 21.2 Phase portrait of chemostat system with α = 0.95 and a τ = 6, b τ = 7, c τ = 8, d
τ = 9, e τ = 10, f τ = 11, g τ = 12, h τ = 13, i τ = 14, j τ = 15, k τ = 16, lτ = 17
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Fig. 21.2 (continued)
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system needed a higher value of time delay when the order of the fractional-order
system became smaller. In a real-life application, it can be considered that the time
delay remains at τ ≥ 12 for α = 0.95 so that the fractional-order of the chemostat
system will always be at the unstable state.

Figure 21.3 depicts the effect of time delay on the behaviour of the chemostat
system when α = 0.9. The phase portrait diagrams of cell mass concentration versus
substrate concentration are plotted for varied time delay, which is τ = 13 to τ = 24.
The phase portrait diagrams for τ < 13 and τ > 24 are not be displayed since the
result shows the same behaviour as τ = 13 and τ = 24, respectively.

FromFig. 21.3, the change in the running state for α = 0.9 is shown. It is observed
that the fractional-order chemostat system is at a stable state when 0 < τ ≤ 20.
Meanwhile, the dynamic behaviour of the fractional-order chemostat system changed
to the limit cycle when the value of the time delay is increased to τ = 21. Then, the
system switches to an unstable state when τ ≥ 22. In a real-life application, it can
be considered that the time delay remains at τ ≤ 21 for α = 0.9 so that the dynamic
behaviour of the chemostat system will always be unstable and hence is suitable for
the production of cell mass. A summary of the observation for different values of α

and the time delay is presented in Table 21.2.

21.4 Conclusion

The stability analysis of the fractional-order chemostatmodelwith various time delay
values has been conducted with different values of the order of the fractional-order
system, which were α = 1, α = 0.95 and α = 0.9. As the evidence from the phase
portrait plots, it has been demonstrated that a stable state could be transformed into
an unstable state or a limit cycle with a suitable choice of time delay value. Based on
the facts in [43], the limit cycle or unstable state is ideal for producing the cell mass.
Thus, the stability analysis is required to determine the suitable time delay value for
the limit cycle and unstable state. It also can be concluded that when the order value
of the fractional chemostat system became smaller, a higher value of the time delay
has to be considered.
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Fig. 21.3 Phase portrait of chemostat system with α = 0.9 and a τ = 13, b τ = 14, c τ = 15, d
τ = 16, e τ = 17, f τ = 18, g τ = 19, h τ = 20, i τ = 21, j τ = 22, k τ = 23, l τ = 24
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Fig. 21.3 (continued)
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Table 21.2 Summary of
observation

α τ Observation Figure

1 0 < τ ≤ 5 Stable 21.1a–e

τ = 6 Limit cycle 21.1f

τ ≥ 7 Unstable 21.1g–l

0.95 0 < τ ≤ 11 Stable 21.2a–f

τ = 12 Limit cycle 21.2g

τ ≥ 13 Unstable 21.2h–l

0.9 0 < τ ≤ 20 Stable 21.3a–h

τ = 21 Limit cycle 21.3i

τ ≥ 22 Unstable 21.3j–l
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Chapter 22
Free Convection Nanofluid Flow Near
a Three-Dimensional Stagnation Point
Induced by g-Jitter: Constant Heat Flux

Mohamad Hidayad Ahmad Kamal, Anati Ali, Noraihan Afiqah Rawi,
and Sharidan Shafie

Abstract A theoretical study on free convection boundary layer nanofluid flow
near a three-dimensional stagnation point body was conducted under microgravity
environment subjected to heat flux boundary condition. g-Jitter effect occurs under
microgravity environment caused a fluctuation gravitational field on the fluid system
consist of copper nanoparticle and water base fluid. The flow problem was governed
into a system of partial differential equation and solved numerically using implicit
finite different scheme. The result was presented graphically in term of skin friction
coefficient and Nusselt number. The results show that curvature ratio parameter that
represent the geometrical shape of boundary body produced different types of stag-
nation point flow cases. In addition, the increases of amplitudemodulation parameter
values increase the fluctuation amplitude of each skin friction coefficients andNusselt
number while contradict behavior were noticed as frequency of oscillation parameter
increased. Besides that, increases of nanoparticle volume fraction increase both skin
friction coefficients and Nusselt number.

22.1 Introduction

In a way to understand fluid behavior and its characteristic, theoretical study is
an important sector that need to be considered since it provides a reliable result
that can be used as pioneer platform in conducting the study. As Prandtl [1] intro-
duced boundary layer flow that the problem was reduced from mathematical model
described by Navier and Stokes, there are a lot of study conducted in understanding
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these properties better [2–6]. By specifying the fluid problem into the boundary layer
flow, most of the times the fluid problems are subjected to common boundary condi-
tion such as constant wall temperature (CWT), constant heat flux (CHF), Newtonian
heating (NH) and convective boundary condition (CBC) [7]. The CHF boundary
condition is described in many practical and experimental circumstances, where the
convective flows is uniformly generated adjacent to boundary body. In experiments,
the arrangement for the study of flow over a CHF surface is much simpler than that
which employs heaters to obtain a given temperature variation at the surface. The
study on CHF has been explored widely since it was introduced with different types
of fluids, geometry and fluid effects decades ago. Merkin and Pop [8] studied on
free convection boundary layer flow on a horizontal circular cylinder with constant
heat flux where the study was focused on comparing the accuracy of Blasius expan-
sion and Gorttler-type expansion. Then, Alazmi and Vafai [9] investigated constant
heat flux in porous medium under local thermal non-equilibrium (LTNE). Recently,
Ahmad et al. [10] investigated mixed convection flow over a horizontal circular
cylinder in viscoelastic fluid with CHF in presence of radiation effect. Alsabery
et al. [11] numerically studied the magnetohydrodynamics (MHD) natural convec-
tion in oblique porous cavity with CHF. Finite element method was used to solve the
non-dimensional governing equations.

Introduction of nanofluid usage in boundary layer application shown an impres-
sive results where better fluid system with heat enhancement were produced. The
idea starts with Choi [12] as he conducted an experimental study by added small
amount of copper nanoparticle into conventional fluid with low thermal properties.
The results shown that enhancement in term of thermal properties of the fluid system
are achieved. In boundary layer problem, there is two well-known model as intro-
duced by Buongiorno [13] and summarized by Tiwari and Das [14] where these two
model are analyzed with different perspective. Buongiorno nanofluid model focused
on the slip mechanisms that consist of inertia, Brownian diffusion, thermophoresis,
diffusiophoresis, Magnus effect, fluid drainage, and gravity. Buongiorno [13] found
that Brownian diffusion and thermophoresis are important factors to slipmechanisms
in the nanofluids. Tiwari and Das [14] nanofluid model on the other hand focusing on
the nanoparticle volume fraction and types of nanoparticle use in the fluid problem.
This nanofluidmodel also discussed before byKhanafer et al. [15] in 2003where this
study considered the heat transfer performance of a nanofluid inside an enclosure.
As for the nanofluid boundary layer problem with CHF boundary condition, Razi
et al. [16] performed an experimental investigation of copper oxide nanoparticles in
oil base fluid inside horizontal flattened tubes with different particle weight concen-
trations. Later, the laminar convective heat transfer in a two-dimensional micro-
tube was studied numerically by Salman et al. [17] using four different types of
nanoparticles and different nanoparticle size on CHF boundary condition. Recently,
Sheikholeslamia and Zeeshan [18] studied the effect of Lorentz forces on water base
nanofluid flow consist of copper nanoparticle in a permeable enclosure subjected to
CHF boundary condition. The research field related to CHF boundary condition on
nanofluid boundary layer flow was also conducted by consider different effects and
flow properties.
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Stagnation point flowdefined as a flowwith a point at the surface of boundary body
that have zero local velocity and highest local pressure as derived from Bernoulli’s
equation. Due to interesting characteristic hold at the stagnation point region, lots
of studies was conducted theoretically on the boundary layer flow [19–22]. Some
study related to stagnation point flow with constant heat flux was conducted by
Natalia and Pop [23] on steady mixed convection stagnation point flow over a
vertical flat plate consist of both assisting and opposing flow regimes. Later, the
studies continued by Mohammadiun et al. [24] on either a cylinder or flat plate
of axisymmetric stagnation-point flow for incompressible fluid with constant heat
flux. Different types of stagnation point flow then considered by Alizadeh et al.
[25] where unaxisymmetric stagnation-point flow of an infinite stationary cylinder
with non-uniform normal transpiration was conducted numerically at CHF boundary
condition together with its heat transfer properties. There is also research conducted
that consider nanofluid usage on their study at CHF boundary condition as performed
by Li et al. [26] for laminar, incompressible, and steady oblique stagnation point flow
of Cu—water nanofluid over a stretching/shrinking sheet with mass suction. There is
somemodification on heat flux model applied in this study where Cattaneo–Christov
heat flux model was used in investigate the qualities of surface heat transfer. With
the same heat flux model, Ahmad et al. [27] performed a study on micropolar fluid
containing single-wall carbon nanotube and multi-wall carbon nanotube on a stag-
nation point flow with nonlinear stretching surface with slip effects. Some others
interesting studies conducted on boundary layer flow was also consider an effect
related to body force or any effects significantly influenced by gravitational force.

Effect that influence fluid flow does not only occurs under Earth gravitational
where there is some effect that exist only under microgravity environment. G-Jitter
is an effect that occur undermicrogravity environmentwhere a fluctuating small grav-
itational acceleration is produced. Some studies related to g-jitter effect on boundary
layer flow were conducted on different types of fluid with different fluid system
orientation [28–32]. By considering CHF as the boundary condition, Shafie and
Amin [33] performed a theoretical study on free convection flow induced by the
g-jitter subjected to sphere CHF where it shown that convection flow was stronger
at small Prandtl number. Recently, Amin et al. [34] continued the study with same
boundary condition passes through an infinite length of vertical parallel plates of a
double diffusion convection. The fluid system setup with the left wall of the plate
is prescribed with constant heat flux while the right wall is maintained at a constant
temperature. Later Hamdan et al. [35] performed a study on boundary layer flow
near a three-dimensional stagnation point region induced by g-jitter effect where
the mathematical model solved numerically using implicit finite different approach.
There is a lot of boundary layer flow studies involving nanofluid that induced by
g-jitter effect where various effects, boundary condition and model was considered
[36–38]. There is also research conducted on stagnation point nanofluid flow induced
by g-jitter but the problem is subjected to constant wall temperature [39]. From the
literature, there is no theoretical study on nanofluid problem near a stagnation point
region conducted subjected to heat flux boundary condition. Thus, motived from the
previous research and the important of CHF on stagnation point nanofluid flow, a
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theoretical study was conducted mathematically on free convection nanofluid stag-
nation point flow induced by g-jitter effect with CHF boundary condition. The fluid
problemwas governed into a systemof partial differential equation subjected to effect
considered. The system of partial differential equation then solved numerically and
discussed critically subjected to fluid behavior and thermal characteristic.

22.2 Problem Formulation

Under the microgravity environment, g-jitter effect was found to be significant on
fluid system where a fluctuating gravitational field is produced. The effect causes a
different behavior on fluid characteristic and heat transfer properties compared with
normal gravitational field. Mathematically, the gravitational field with g-jitter effects
depends on time t , is defined as,

g(t) = g0[1 + ε cos(πωt)] (22.1)

where g0, ε and ω indicated the mean of the gravitational acceleration, amplitude
of the gravity modulation and frequency of oscillation for the flow induced by the
g-jitter. As for the fluid problem, a free convection flow near a three-dimensional
stagnation point region is considered. A fluctuation gravitational field is occurring
on the fluid system due to the consideration of g-jitter effect. Small amount of copper
nanoparticles was added into the system with water were used as the base fluid. The
constant temperature of the body is taken asTw whileT∞ is the temperature of thefluid
in the free stream. At the surface of the body, the stagnation point presented by nodal
pointN, where the certain range valueswere specified by the geometrical shape of the
body. By interpreting the fluid problem into three-dimensional orthogonal Cartesian
system, the origin locates the nodal point where the x− and y− coordinates are
measured along the body surface. The z− coordinate is than measured normal to
the body surface and the physical model representation of stagnation point region in
Cartesian coordinate system is presented in Fig. 22.1.

The fluid motion is described mathematically based on Newton’s second law by
Navier and Stokes, based on the movement of fluid element surface force and body
force. Prandtl then come out with boundary layer theory which reduced the scope of
the fluid flow to the surface of the boundary since the viscosity of the fluid is assumed
to be significant only at the boundary. Based on nanofluid model summarised by
Tiwari and Das [14] together with boundary layer and Boussinesq approximation,
the fluid problem can be described into a system of partial differential equation such
that,

∂u

∂x
+ ∂v

∂y
+ ∂w

∂z
= 0, (22.2)
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Fig. 22.1 Physical model representation of stagnation point region in Cartesian coordinate system

ρn f
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∂u
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= μn f

∂2u

∂z2
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ρn f

(
∂v
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∂v
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∂v

∂y
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∂v

∂z

)
= μn f

∂2v
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∂T

∂t
+ u

∂T

∂x
+ v

∂T

∂y
+ w

∂T

∂z
= αn f

∂2T

∂z2
, (22.5)

subjected to constant heat flux boundary condition,

t < 0 : u = v = w = 0, T = T∞ for any x, y and z,
t ≥ 0 : u = v = w = 0, kn f ∂T

∂z = −qw on z = 0, x ≥ 0, y ≥ 0,
u = v = w = 0, T = T∞ as z → 0, x ≥ 0, y ≥ 0.

(22.6)

Parameter u, v and w are the velocity component along the direction x, y, z
axes respectively with T is the dimensional temperature parameter of the nanofluid.
The thermophysical properties of the nanofluid such as density, dynamic viscosity,
thermal expansion, thermal diffusion, and specific heat capacity at constant pressure
are carried by with a term ρ,μ, β, α and Cp. The principle curvature denoted by
parameter a and bweremeasured on the nodal pointN, at the x = 0 and y = 0 plane.
The properties of the principal curvature follow |a| ≥ |b| with a > 0 and c = b/a.
Here, c is defined as curvature ratio at N taking a positive value with a range of
0 ≤ c ≤ 1. Based on nanofluid model summarised by Tiwari and Das, the nanofluid
correlation was defined from the Maxwell and Brinkman model for viscous fluid.
The expressions of nanofluid correlation for viscous Newtonian nanofluid are,
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Table 22.1 Thermophysical
of the nanoparticles and base
fluid

Physical properties Water Copper

Density ρ,
(
kgm−3

)
997.1 8933

Specific heat capacity Cp,
(
Jkg−1K−1

)
4179 385

Thermal conductivity k,
(
Wm−1K−1

)
0.613 401

Thermal expansion β × 10−5,
(
K−1

)
21 1.67

μn f = μ f

(1 − φ)2.5
, αn f = kn f(

ρCp
)
n f

,
kn f
k f

=
(
ks + 2k f

) − 2φ
(
k f − ks

)
(
ks + 2k f

) + φ
(
k f − ks

) ,

ρn f = (1 − φ)ρ f + φρs, (ρβ)n f = (1 − φ)(ρβ) f + φ(ρβ)s,(
ρCp

)
n f = (1 − φ)

(
ρCp

)
f + φ

(
ρCp

)
s . (22.7)

The nanoparticle volume fraction is defined by φ with k is defined as the thermal
conductivity. The subscript f and s represent the fluid and solid component in the
nanofluid mixture respectively. This study implies copper as the nanoparticle with
water as the base fluid. Thus, the thermophysical properties of copper and water are
shown in Table 22.1.

In a way to reduce the complexity of the problem, the system of partial differ-
ential equation will undergo semi-similar transformation technique that transform
the equation into dimensionless system of equation. The semi-similar variables are
introduced here as,

η = Gr1/4az, τ = �t, t = υa2Gr1/2t∗,

u = υa2xGr1/2 f ′, v = υa2yGr1/2h′, w = −υaGr1/4( f + h),

� = ω

υa2Gr1/2
, θ = (T − T∞)

(Tw − T∞)
, Gr = g0β(T − T∞)

a3υ2
, (22.8)

where υ is the kinematic viscosity of the fluid andGr is the thermal Grashof number.
The prime notation at the top of the function f and h indicate the differentia-
tion with respect to η. Here, θ and � are the dimensionless variables for temper-
ature, and frequency of oscillation. By using information in (22.7) and (22.8), the
system of Eqs. (22.2)–(22.5) together with initial and boundary conditions (22.6)
were transformed into dimensionless form such that,

C1 f
′′′ + C2( f + h) f ′′ − C2 f

′2 + C3[1 + ε cos(πτ)]θ = C2�
∂ f ′

∂τ
, (22.9)

C1h
′′′ + C2( f + h)h′′ − C2h

′2 + cC3[1 + ε cos(πτ)]θ = C2�
∂h′

∂τ
, (22.10)

C4

C5 Pr
θ ′′ + ( f + h)θ ′ = �

∂θ

∂τ
, (22.11)
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where Pr is Prandtl number and

C1 = 1

(1 − φ)2.5
, C2 = 1 − φ + φρs

ρ f
, C3 = 1 − φ + φ(ρβ)s

(ρβ) f
,

C4 =
(
ks + 2k f

) − 2φ
(
k f − ks

)
(
ks + 2k f

) + φ
(
k f − ks

) , C5 = 1 − φ + φ
(
ρCp

)
s(

ρCp
)
f

. (22.12)

and dimensionless boundary condition,

f (η, 0) = f ′(η, 0) = 0, h(η, 0) = h′(η, 0) = 0, θ ′(η, 0) = −1,

f ′ → 0, h′ → 0, θ → 0, as η → ∞. (22.13)

The dimensionless system of Eqs. (22.9)–(22.11) together with the boundary
conditions (22.13) are then solved numerically using a finite difference approach.
The solutions were analysed subjected to the dependent variables in term of skin
friction coefficients and Nusselt number. The skin friction coefficientC f and Nusselt
number Nu are defined mathematically as,

C f x = μn f

(
∂u

∂z

)
z=0

/
(
ρ f υ

2a3x
)
,

C f y = μn f

(
∂v

∂z

)
z=0

/
(
ρ f υ

2a3y
)
,

Nu = −a−1kn f

(
∂T

∂z

)
z=0

/k f (Tw − T∞). (22.14)

The physical quantities in Eq. (22.14) were reduced into dimensionless form by
taking the same semi-similar transformation procedure and becomes,

C f x/Gr3/4 = f ′′(τ, 0)/(1 − φ)
2.5

,

C f y/Gr3/4 = h′′(τ, 0)/(1 − φ)
2.5

,

Nu/Gr1/4 = −(
kn f /k f

)
θ ′(τ, 0). (22.15)

22.3 Results and Discussion

The dimensionless systemof equation in (22.9)–(22.11) subjected to boundary condi-
tion (22.13) were solved numerically using implicit finite different scheme known as
Keller box method. The solution is then presented graphically in term of profiles and
physical quantities. Effects considered in the study such as amplitude of modulation
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ε, frequency of oscillation �, curvature ratio c, together with nanoparticle volume
fraction φ were analyzed and discussed critically. The effect of curvature ratio c, was
analyzed and presented in Figs. 22.2 and 22.3 together with various values of ampli-
tude of modulation ε. Figure 22.2 presents the skin friction coefficient on x− and
y− direction with c = 0. It can be seen that for skin friction on y− direction, there is
no changes with the increment of ε values. The value of c = 0 presenting cylindrical
shape of geometrical body where the flow occurs here known as plane stagnation
point flow cases. On the other hand, Fig. 22.3 shows the skin friction coefficient on
both directions as c = 1 parameter value was induced. From the figure, the same
amplitude values were noticed as the same ε was applied on the problem for skin
friction on x− and y− directions. The stagnation point flow occurs here known as
axisymmetric stagnation point flow case. The geometrical shape presented by c = 1
is spherical shape where it caused axisymmetric stagnation point flow case.

Fig. 22.2 The skin friction coefficient on a x− direction and b y− direction with various values
of ε at c = 0

Fig. 22.3 The skin friction coefficient on a x− direction and b y− direction with various values
of ε at c = 1
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g-Jitter is an effect that occurs under microgravity environment that caused
a fluctuation gravitational field. It is mathematically described subjected to two
main effects which are amplitude of modulation ε and frequency of oscillation �.
Figure 22.4 shows the velocity profile in x− direction with different sizes of � and
various values of ε while Fig. 22.5 represents the temperature profile with the same
cases by inducing different values of ε. From Figs. 22.4a and 22.5a, a fluctuation
behavior is noticed for both profiles where g-jitter effect is found to be significant.
In addition, the increase values of ε producing higher velocity profile compared to
smaller values of ε while vice versa results were noticed for temperature profile. The
bigger size of � that illustrated in term of profiles in Figs. 22.4b and 22.5b shown
that increased of ε effect is found to be less significant.

The effect of nanoparticle volume fraction was illustrated in Fig. 22.6 in term
of skin friction coefficient in x− direction on Fig. 22.6a and temperature profile in

Fig. 22.4 The velocity profile on x− directionwith a small size frequency of oscillation at� = 0.2
and b bigger size frequency of oscillation at � = 5 with various ε values

Fig. 22.5 The temperature profile with a small size frequency of oscillation at � = 0.2 and b
bigger size frequency of oscillation at � = 5 with various ε values
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Fig. 22.6 The a skin friction coefficient on x− direction and b temperature profile with various
values of φ

Fig. 22.6b. It is clearly can be seen that increases of φ increase both skin friction
and temperature profile. The increases of skin friction are due to the additional of
copper nanoparticle in the fluid system that producing extra resistance at the surface
of the boundary body. Thus, additional friction will be produced at the body surface
that will reduce the velocity of the fluid. On the other hand, enhancement of thermal
properties was shown by Fig. 22.6b where the temperature profile increases with the
increase ofφ.Additional of copper nanoparticle that have higher thermal conductivity
compared with conventional fluid shown an increment in term of temperature profile.
Thus, a better thermal conductivity fluid system can be produced with consideration
of nanofluid on the fluid system itself.

22.4 Conclusion

The unsteady free convection nanofluid flow near a three-dimensional stagnation
point region induced by g-jitter effect with constant heat flux boundary condition
has been studied theoretically. The fluid system was then govern in a form of partial
differential equations and then solved numerically using implicit finite different
approached. The results have been analyzed subjected to the effects considered in
term of profiles and physical quantities. Based on the study, the effects consid-
ered significantly effecting the flow behavior and thermal characteristic that can be
summarized as follow:

• The curvature ratio parameter determines the types of stagnation point flow,
• Increases of amplitude of modulation increase the velocity profile while decrease

in the temperature profile,
• Bigger size of frequency of oscillation reduce the effect of amplitude of

modulation on the fluid system,
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• Increases of nanoparticle volume fraction increase the skin friction coefficient
and temperature profile.
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Chapter 23
Spatial Decision Support System (SDSS)
for Sustainable Business Location
Selection of Purpose-Built Offices (PBO)
in Malaysia

Jia Yun Heng, Edie Ezwan Mohd Safian, and Burhaida Burhan

Abstract The concept of sustainability has grown in popularity in the real estate
industry around the world. On the global scale, the complex sustainability of real
estate has been explored with the three main pillars of sustainability (environmental,
social, and economic attributes) emerging.However, the characteristics of sustainable
business location of purpose-built offices (PBO) have not been thoroughly investi-
gated in Malaysia. In order to move toward sustainable business locations of PBO,
Spatial Decision Support System (SDSS) is useful in assisting decision-makers in
solving complex spatial decision problems. The SDSS is designed to provide a more
systematic approach with geographic information for all manner of stakeholders.
This paper aims to provide a SDSS for selecting sustainable business locations of
PBO. In this paper, an Analytic Network Process (ANP) model and a Geographic
Information System (GIS) are utilised as a SDSS to evaluate the sustainable busi-
ness locations of PBO in Malaysia. Hence, combining ANP and GIS reveals and
integrates both geographical data and decision makers’ preferences to demonstrate
a spatial data visualisation of sustainable business locations of PBO in the local
context.

23.1 Introduction

In recent years, the sustainability issue has become a critical challenge across many
disciplines. In Malaysia, the Green Building Index (GBI) was introduced in 2009
to promote sustainable building practices [1]. The sustainable building concept has
grown in importance as a key element in achieving success in business throughout the
years. Khamidi [2] stated that numerous office assessments have been established
to evaluate the sustainability of different buildings since the 1990s. The location
characteristics of a building have impacted its quality and sustainability of building
through location evaluation [3].
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A sustainable location of the office for the business can maximise workplace
quality of life while minimising the negative impacts in order to achieve the equilib-
rium of environmental, social and economic sustainability for businesses [4]. Pajones
et al. [5] defined sustainable business location as a location for a business that sustains
the resource land, supports long-term competitiveness, and meets the demands of
the society. The sustainability of PBO’s business locations should be studied in
order to optimize the office space usage and improve the business performance. The
complexity of spatial decision-making has increased, making it difficult for PBO
stakeholders to make real estate decisions.

When it comes to distinct aims and objectives, spatial decision-making is often
complex, multidisciplinary, and involves a variety of decision-makers [6]. To deal
with decision problems related to spatial information, a computer-based support
system known as Spatial Decision Support Decision (SDSS) combines the function-
alities of DSS and the spatial analytic capabilities of GIS software [7]. SDSS is a
system that uses both spatial and non-spatial datasets to address complex spatial
decision problems. Real estate data must be collected, organized, and analyzed in
order to solve complex spatial decision problems.

Because of the complexity of the spatial decision-making process, multi-criteria
decision analysis (MCDA) can effectively solve such complicated problems. The
integration of MCDA and GIS as a SDSS improves spatial decision-making by
evaluatingmultiple attributes [6]. TheANP ofMCDAhas been used to solve location
decision problems as it is a network that allows interdependence among clusters of
elements and overcomes the limitations of linear hierarchic structures [8].

TheANP is an effective tool for quantifying themeasurements for both spatial and
non-spatial characteristics based on the judgments of decisionmakers. Therefore, the
ANP method is more applicable to real world situations that rely on judgments and
preferences [8]. The capabilities of GIS allow the combination of the preferences of
decision-makers and geographical data to produce a standardized output in order to
investigate the influence of spatial and non-spatial attributes in evaluating the location
of a property.

The sustainable business location of PBO has increased the complexity in the
evaluation and selection of PBO. The aim of this paper is to provide a SDSS to assist
decision-makers in selecting a sustainable business location for a PBO in the local
market. This paper employs the ANP and GIS as SDSS for sustainable business
location selection of PBO. The ANP model is applied to investigate the preferences
of stakeholders in the sustainable business location of PBO by taking into account
both spatial attributes (transportation, accessibility and proximity) and non-spatial
attributes (community identity and image). The results of the ANP analysis will be
translated into GIS software, which will be used to analyze the sustainable business
locations of PBO using GIS visualization techniques.
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23.2 Spatial Decision Support System (SDSS)

As decision-making situations are often complicated, computer-based systems such
as Geographic Information System (GIS), Decision Support System (DSS), and
Spatial Decision Support System (SDSS) are required to solve complex decision
problems. The DSS applications have grown in popularity across a wide range of
disciplines for collecting, managing, and analysing massive amounts of data [6].
The DSS, on the other hand, does not make use of spatially referenced data. GIS
is a computer technology that manipulates, stores, analyses, and displays geospatial
information [9, 10]. GIS software is a key tool for assisting property stakeholders to
understand the importance of spatial aspects of real estate [11].

In considering the spatial aspects of decision-making processes, it is necessary to
develop a SDSS model that combines the DSS with GIS technology. Hence, SDSS
has been designed and developed to support the spatial decision-making processes
in situations where individuals are unable to address all the information efficiently
and effectively without the aid of computer technologies [6]. SDSS is an integrated
computer-based system that combines the functionalities of DSS and the spatial
analytic capabilities of GIS software to assist decision-makers with complex spatial
problems [7].

Over the past three decades, SDSS has grown and evolved following rapid tech-
nological developments [12]. The SDSS provides a framework for incorporating
analytical and spatial modelling capabilities, spatial and non-spatial data manage-
ment, domain knowledge, spatial display capabilities, and reporting capabilities into
one system [6]. The benefits of SDSS allow stakeholders to analyze and evaluate a
set of possible alternatives in order to make informed decisions.

23.3 Methodology

Reference [6] summarised that the SDSS has evolved from standalone desktop appli-
cations to web-based and service-based SDSS. Since SDSS evolved from DSS and
GIS, the three major components of DSS (database, model base, and user interface)
and GIS (database, user interface, and spatial data analysis and presentation capa-
bilities) can be utilised in the development of SDSS. As a result of combining the
components from both DSS and GIS, a database, a model base, and a user interface
are three fundamental components of SDSS at the basic level. Figure 23.1 illustrates
the architecture and decision-making process of SDSS.

Based on the spatial decision-making process shown in Fig. 23.1, the stakeholders
define the problems as the input. The user interface component of SDSS facilitates
the interaction between the stakeholders and the system in order to present visuali-
sation and reports. Both spatial and non-spatial data can be organised, analysed, and
displayed using the database management system’s functionalities. As the core of the
analytic model, the model management system is required to generate outputs using
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Fig. 23.1 The framework of spatial decision support system (SDSS)

computer-aided modelling and decision analysis. The outputs are presented in a way
that enables the stakeholders to compare and evaluate the different alternatives.

During the data collection process, the researcher conducted a questionnaire-
based survey to analyse the preferences of stakeholders towards sustainable business
locations of PBO within the Golden Triangle Kuala Lumpur area. For this paper, the
researcher used the two-stage cluster sampling method to determine the number of
PBO that are represented as a whole. Two-stage cluster sampling is a method that
combines cluster sampling and simple random sampling methods to identify each
element that should represent the heterogeneity of the population [13].

For the first stage of sampling, the researcher chose four main streets which are
Jalan Ampang, Jalan Sultan Ismail, Jalan Raja Chulan and Jalan Imbi in the research
area using the cluster sampling method. By using a simple random sampling method,
the researcher decided to randomly select 5 PBOs for every selected main street.
However, only four PBO samples are available along Jalan Imbi. For this survey,
19 PBOs were chosen as samples. Accordingly, the researcher decided to apply the
quota sample method to choose 10 occupants as the representatives of each PBO.
The reason why quota sampling is the most appropriate method to be applied in this
survey is that it allows the researcher to select the interest respondents for the research
in investigating the stakeholders’ preferences on the sustainable business locations
of PBO. Thus, a total of 190 sets of questionnaires were distributed to the 19 PBOs
respectively. The researcher has successfully collected the data needed with a high
response rate of 82.63%.

The questionnaire survey was conducted to investigate the preferences of stake-
holders towards sustainable business locations of PBO in the research area. The data
was collected through a questionnaire that was given to the occupants of PBO. The
researcher used a SDSS to evaluate the sustainable business locations of PBO in the
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Fig. 23.2 The capabilities of ANP and GIS

research area. The weight of dependence for each sustainable business location char-
acteristics of PBO was measured and compared using the ANP approach. The data
collected from the questionnaire given according to the main streets was analysed
and summarised by the researcher. The weight of dependence of each sustainable
business location characteristic of PBO in the research area was determined through
the analysis of the questionnaire survey.

The weight of dependence for each sustainable business location characteristic
of PBO was calculated based on the pairwise comparison and supermatrix approach
in the ANP application. The GIS software was used by the researcher to perform
mapping analysis. The ANP data was translated into quantitative data that could be
used as an input in the application of GIS. Hence, the visual illustrational results of
the analysis can be used to observe the sustainable business locations of PBO. The
SDSS was developed using the integration of ANP results with GIS technology to
support the decision-making in selecting a desired sustainable business location of
PBO. Figure 23.2 illustrates the capabilities of ANP and GIS in providing a SDSS
for sustainable business locations of PBO.

23.4 Research Findings and Discussions

23.4.1 ANP Analysis

The ANP analysis was carried out to determine the interdependency of the sustain-
able business location characteristics of PBO. The ANP considers the interdepen-
dence of criteria in a network structure. Many decision problems cannot be organised
in a hierarchical framework because they involve higher-level elements relying on
lower-level elements [14]. Hsu [15] and Koc and Burhan [16] summarised that the
ANP process consists of four general steps: identifying the problems, structuring
the model, obtaining the priorities derived from pairwise comparisons and forming
a supermatrix.

Pairwise comparisons were used to determine the weight of dependency for each
sustainable business location characteristic of PBO. Using the supermatrix approach
in the application ofANP, the resultswere used to generate the limiting values for each
sustainable business location characteristic. The relative values for the sustainable
business location characteristics of PBO were obtained from every column of the
limit matrix are the same. Table 23.1 presents the limiting values of the sustainable
business location characteristics of PBO according to the selected streets.
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Table 23.1 Limiting values for sustainable business locations of PBO

Characteristics Limiting values Rank

Jalan Ampang Jalan Sultan Ismail Jalan Raja Chulan Jalan Imbi

Location of
commercial
feature

0.027063 0.040359 0.039281 0.045315 9

Availability of
transport options

0.067356 0.067597 0.054189 0.058278 2

Transportation
distance

0.060621 0.057987 0.045447 0.054995 5

Vehicle flow 0.064666 0.043062 0.054423 0.037114 7

Efficiency of
property market

0.054921 0.051691 0.071912 0.057221 3

Image/Branding
of location

0.059190 0.058819 0.059819 0.039448 6

Access to
amenities

0.058751 0.039559 0.050707 0.049539 8

Access to public
transportation and
terminal

0.071457 0.091208 0.059225 0.078856 1

Access to market 0.035973 0.049717 0.064997 0.079234 4

Table 23.1 shows the findings of the ANP analysis for the sustainable business
location of PBO. The limiting values of sustainable business location characteristics
are provided in the table above. The access to public transportation characteristic is
the characteristic with the highest limiting value. The characteristic of availability
of transport options has the second highest limiting value. It is followed by the
efficiency of property market characteristic and the access to market characteristic.
The limitmatrix for all the streets reveals that the limitingvalues for the characteristics
of transportation distance, vehicle flow, image/branding of location and access to
amenities are on average level for all four streets. The location of commercial feature
characteristic has the least limiting value.

In terms of the limiting values, it can be concluded that the characteristics of
availability of transport options, access to public transportation and terminal, and
efficiency of property market have significant limiting values for all the selected
streets. According to the findings, there are transportation improvements that should
be considered in the research area. Therefore, rather than developing new office
spaces, both the government and private sectors should concentrate on improving
existing office spaces. The findings of the ANP analysis showed that the limiting
values generated could be incorporated into GIS software.
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23.4.2 Spatial Analysis

Based on the findings from theANP analysis, the researcher carried out a spatial anal-
ysis on the sustainable business location characteristics of PBOwhich consist of loca-
tion of commercial feature, availability of transport options, transportation distance,
vehicle flow, efficiency of property market, image/branding of location, access to
amenities, access to public transportation and terminal, and access to market. The
researcher implemented the GIS technology to support spatial analysis in order to
produce useful information for sustainable business location decision-making in the
research area. Each sustainable business location characteristic of PBO was repre-
sented as a map layer in the GIS. Amap layer in a GIS database can be displayed and
analysed independently or integrated with other map layers to produce a standardised
output map layer. Therefore, the sustainable business location characteristics for all
PBO samples can be visualised on a map. Figure 23.3 shows a visual of the ANP
findings that have been transformed into a heatmap pattern through aGIS application.

Figure 23.3 shows visuals for the sustainable business location selection of
purpose-built offices in the research area. The limiting value for each variable of
sustainable business location that has been obtained is transformed into spatial data
through GIS application. The pattern shows the heatmap pattern in which diameter
areas are classified into 5 classes based on the limiting values in each variable for
four areas. This pattern clearly shows that Jalan Raja Chulan, Jalan Sultan Ismail,
and Jalan Imbi have large diameter patterns in which indicates that these three areas
have potential locations and sustainable business opportunities in the context of
purpose-built offices.

Fig. 23.3 Heatmap for sustainable business location selection of purpose-built offices
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23.5 Conclusion

This paper utilised the ANPmodel and GIS software to develop a SDSS for selecting
sustainable business locations of PBO in order to improve the performance of the
PBO market in Malaysia. This paper bridges the gap by introducing a SDSS to the
Malaysian real estate industry for selecting sustainable business locations of PBO.
The results obtained in this paper will help to improve the sustainable development
and performance of PBO buildings in Malaysia.
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Chapter 24
Investigation on the Effect of Household
Income and Demographic Factors
on Healthcare Cost in Perak

Khuneswari Gopal Pillay and Wong Pui Yee

Abstract This paper focusing on the factor that effect the household income and
demographic factors on healthcare cost in Perak as the increasing healthcare cost had
brought many concerns to the community. Factors affecting the choice of hospital
and healthcare is the main issue raise in this study. In the pilot study, 50 respondents
were used to test for reliability using Cronbach’s alpha. Result shows a reliability
value of 0.785. Then, convenience sampling was used to collect response from 307
respondents who visited private and public hospitals in Perak. The data collected
was used to determine the healthcare awareness of people in Perak by using the Chi-
square test and cross-tabulation analysis. Meanwhile, LASSO and LASSO logistic
regressionwere used to identify the factors affecting the choice of hospital. The better
model in identifying factors affecting the choice of hospital was computed based on
the accuracy, Brier score and AUC. Next, LASSO regression was applied to explore
the effect of household income and demographic factors on healthcare cost in Perak.
Based on the findings, people in Perak had high awareness of health insurance and
personal healthcare. LASSO logistic regression was found to be the best model in
identifying factors affecting the choice of hospital with a higher prediction accuracy,
0.7917 and lower Brier score, 0.3123. Variables affecting the choice of hospital
and healthcare cost included education level, employment status, household income,
ownership of household and having/not having an insurance policy. These findings
could guide authority to improve the healthcare system for the benefits of people in
Perak.
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24.1 Introduction

After decades of transformation, the healthcare industry has become one of the
most important sectors in Malaysia to provide high-quality healthcare service
[1]. According to the International Living 2019 Annual Global Retirement Index,
Malaysia scored 95 out of 100 which ranked first place in providing quality health-
care service. [2]. Malaysia practices a two-tier healthcare system known as public
and private. Public healthcare owned and run by the government to provide low-cost
healthcare service to the people. Meanwhile, private healthcare owned and run by
non-government organizations to provide faster and better service with the higher
service cost [3]. The huge difference in fees charged by both type of hospitals causes
a great burden to people who need to seek special treatment in private healthcare [4].

Starting from the year 2016, the healthcare cost keeps on increasing at an unfore-
seen speed [5]. This situation gettingworsewhen non-communicable diseases (NCD)
such as heart attacks and strokes have been increasing over the years along with the
increase of life expectancy in Malaysia [6]. The risk of getting non-communicable
diseases in the ageing group increases thus growing the demand for healthcare
service [7]. Family with low financial stability may not have the ability to support
the increasing demand.

A random survey was conducted in Perak as Perak has the highest ageing popula-
tion and the healthcare expenditure for older population in Perak has increased signif-
icantly compared to previous years [8]. Pearson chi-square test was first conducted to
determine the healthcare awareness of people. Logistic and LASSO logistic regres-
sion was carried out to identify the factors affecting the demand of hospital type.
LASSO regression was then carried out to investigate the effect of household income
and demographic factors on the healthcare cost in Perak. LASSO regression was
chosen as it is well-suited for variable selection model to prevent overfitting [9].

24.2 Methodology

24.2.1 Sampling Technique

There were 10 private and 15 public hospitals in Perak. However, only 5 private and
3 public hospitals were selected to collect 300 respondents. Convenience sampling
was used in sample selection in this study. Convenience sampling is non-probability
sampling, where it is a method used to collect data from a group of people who are
readily and easily approached [10].
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24.2.2 Data Collection

There are five sections consist of the survey questionnaire used for collecting data
from people who visited private and public hospitals in Perak. A total of 56 questions
covered the demographic information, health status, health insurance, health aware-
ness and a 5-point Likert scale regarding health insurance, personal health awareness,
healthcare providers and Covid-19 awareness were generated. A face-to-face inter-
view was carried out to collect response from both private and public hospital in
Perak. Before that, 50 respondents were used to test for reliability during the pilot
study.

24.2.3 Pilot Study

A pilot study is an important process of testing the feasibility and validity of research
before themain study is conducted [11].During the pilot study, 50 sets of survey ques-
tionnaires were distributed through social platform due to the Covid-19 pandemic.
The reliability of the survey was tested using Cronbach’s alpha which ranged from
0 to 1. A value nearer to 1 indicates greater reliability based on the rule of thumb.

24.2.4 Pearson’s Chi-Square Test

Pearson’s Chi-square test is a non-parametric test applied to discover the relationship
between two categorical variables [12]. The null hypothesis is rejected when the p-
value is less than 5% of significance level which indicates that there is a relationship
between the two categorical variables. Hypothesis testing of Pearson’s Chi-square
test is stated as.

H0 : The two categorical variables are independent.
H1 : The two categorical variables are dependent.

24.2.5 Influential Observation

The observation was considered influential when the removal of this observation
would cause a significant difference in the result. In this study, Cook’s distance
method was used to access the influential observations as in Eq. (24.1) [13].
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Di =
∑n
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where i = 1, 2, …, n and y
∧

j is the jth fitted value and y
∧

j (i) is the jth fitted value
without ith observation, p is the number of coefficients in the regression model and
σ
∧

is the estimated variance from the fitted value. Any observations that exceed the
cut-off value (4/n) will be removed.

24.2.6 Logistic Regression

Logistic regression is a statistical technique to determine the relationship between
dichotomous dependent variables and independent variables [14]. In this study, the
dependent variable was the choice of hospital with 0 represents a private hospital
and 1 represents a public hospital. In the beginning, the dataset was split into 90%
of training data and 10% of test data. The independent variable involved in this
study included qualitative and quantitative data. The dependent variable is expressed
in terms of odds with the changes in the independent variable. By adding natural
logarithm to the odds, the log odds (logit) of the dependent variable can be expressed
as in Eq. (24.2) [15].

Logit(p) = log log

(
p

1 − p

)
= β0 + β1X1 + β2X2 + · · · + βk Xk (24.2)

Backward elimination was used in selecting the significant variables to obtain a
model with high accuracy based on Akaike Selection Criterion (AIC) [16]. It has a
better predictive power with the wider range of possible predictor combinations. It
begins with all the variables included in the full model and ends when the lowest
AIC value obtain.

24.2.7 Model Diagnostic and Evaluation

The best-predicted model computed from logistic and LASSO logistic regression
were evaluated based on the accuracy, Brier score and Area Under the Curve (AUC)
[17]. The accuracy of the model was obtained through the classification table of the
observed and predicted outcome. The Brier score is a cost function used to access the
accuracy of probability predictions of outcome with the formula [18], in Eq. (24.3)

BS = 1

N

∑N

t=1
( ft − ot )

2 (24.3)
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where N is the number of items, ft is the correct forecast probability and ot is the
event outcome which is equal to 1 or 0. Next, a Receiver Operating Curve (ROC) is
a classification accuracy graph that illustrates the sensitivity and specificity of every
possible cut-off [19]. The area under the curve of ROC measures the performance of
the forecast and ranged from 0 to 1. A model with a low Brier score, high accuracy
and AUC was chosen as the better in predicting the choice of hospital.

24.2.8 Data Transformation

Data transformation could be used to transform the nature of variable when the
distribution of data is greatly skewed [20]. Logarithm transformation was used in
this study to transform the non-normal data with a p-value less than 0.05 to reduce the
error and variability. Logarithm transformation is used due to its ability to transform
highly skewedvariable into amore normalized dataset especially dataset that contains
outlying observations [21].

24.2.9 Least Absolute Shrinkage and Selection Operator
(LASSO) Regression

The Least Absolute Shrinkage and Selection Operator (LASSO) regression is a
penalized regression method that applied regularization to eliminate variables with
unstable estimates to zero [22]. In the beginning, the dataset was split into training
(80%) and test (20%) data in cross-validation to obtain theminimum lambda,λ. Next,
training data was used to build the best LASSO model with the minimum lambda.
The coefficients of each significant variable were then obtained and lastly, the Mean
Square Error of Prediction, MSE(P) of the best model was computed using the test
data. The formula of MSE(P) as shown in Eq. (24.4) [23].

MSE(P) = 1

t

∑t

i=1
(Y
∧

t − Yt )
2

(24.4)

where i = 1, 2, …, n is the sample size, Y
∧

t is the estimated y of test value and Yt is
the actual test value.

24.2.9.1 Goodness-of-Fit Test

The goodness-of-fit test is a diagnostic test that commonly used in determining
how well a model fits the specific distribution [24]. The homoscedasticity and
linearity of the fitted model were accessed through the residual plot and Q-Q plot.
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The normality tests such as the Shapiro–Wilk test, Kolmogorov–Smirnov test and
Anderson–Darling testwere also applied in this study. The null hypothesis is accepted
when the p-value is greater than 0.05, this indicates that the fitted model follows a
normal distribution. The hypothesis testing for the three normality tests is as follow:

H0 : The fitted model is normally distributed.
H1 : The fitted model is not normally distributed.

24.3 Results and Discussion

24.3.1 Reliability Test

A reliability test was carried out using Cronbach’s alpha with 36 Likert-scale typed
questions in the questionnaire in Microsoft Excel. The result shows a value of 0.785
of internal consistency which indicates that the internal consistency of the items is
in an acceptable range based on the rule of thumb. The scale used in the survey
questionnaire is reliable.

24.3.2 Descriptive Analysis

The variables used in this study included gender, age, marital status, education level,
employment status, household income, geographical area, ownership of household,
having/not having a disease, frequency of health problem, type of hospital, number
of dependents and having/not having an insurance policy. There were a total of 307
respondents participated in this survey. Among the 307 respondents, 58% of the
respondents were female while 42% were male. The age group of 20–30 years old
had the highest percentage of respondents which was 26.4% while the age group
of more than 60 years old (>60) recorded the lowest percentage of participation
which only consist of 15%. Meanwhile, 44.6% of the respondents were having high
school education level and most of the respondents were married with a percentage
of 70.7%.

24.3.3 Pearson’s Chi-Square Test

Based on the result from Table 24.1, the p-value for all the variables in health insur-
ance and personal health is less than a 5% significance level. These indicates that
there is a significant relationship between health insurance and personal healthcare
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Table 24.1 Pearson’s Chi-square test

Variables p-value Decision

Health
Insurance

Health insurance is important < 0.001 Reject H0

Health insurance is affordable to you < 0.001 Reject H0

I will still purchase health insurance regardless of how
much income I earned

< 0.05 Reject H0

The coverage of insurance is enough to cover all the
medical expenses

< 0.01 Reject H0

Satisfied with your current insurance policy < 0.001 Reject H0

I have enough health insurance knowledge before I
purchase the policies

< 0.001 Reject H0

Personal Health It is important to do a regular medical check-up < 0.1 Reject H0

Aware of various symptoms of diseases < 0.05 Reject H0

Self-prescribing when getting illness < 0.001 Reject H0

with spending in healthcare. Health insurance shows the highest awareness as most
of the variables has lower p-value and correlated to the spending in healthcare.

24.3.4 Data Transformation

Before producing the best predicted LASSOmodel, the outliers and influential points
were removed. Based on the assumptions of LASSO regression, outliers needed to be
removed before model building while in logistic regression the removal of outliers is
not required. There was a total of 176 observations left for LASSO model building.
Data transformation was then carried out for the continuous variables, household
income and spending in healthcare as both variables were not normally distributed
(p-value< 0.05) after testedwith normality test. After the log transformation, variable
household income resulted in a smaller p-value while variable spending in healthcare
resulted in a larger p-value as shown in Table 24.2. Both the transformed income and
spending data were used in the model building process.

Table 24.2 Shapiro–Wilk
test before and after
transformation

Variable P-value

Before
transformation

After transformation

Household income 0.00002 7.975 × 10−10

Spending 3.405 × 10−14 8.451 × 10−5
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24.3.5 Logistic Regression

At the beginning of the analysis, Cook’s distance was used to detect and remove the
influential points. There was a total of 248 observations left for model building after
the removal of influential points. The qualitative data were coded, and the dataset
was split into training (90%) and test data (10%). The model of logistic regression
was built using the training set and backward elimination was used to remove the
insignificant variables. The best-predicted model is as shown:

Pr (Y = Public hospital) = 18.71 − 17.10∗EducationHighSchool − 16.16∗EducationST PM

− 17.75∗EducationDiploma/College − 17.08∗EducationBachelor ′s Degree

− 35.53∗EducationMaster ′s Degree or Higher + 5.9460∗EducationOthers

− 0.6551∗Income + 1.3270∗AreaRural − 0.9770∗HouseRent
− 2.0290∗HouseOthers − 0.0007∗Spending
− 0.6551∗InsuranceYes + 0.3218∗Dependents

24.3.6 LASSO Logistic Regression

Next, the training set is used in building a LASSO logistic model. Figure 24.1 shows
the optimal lambda obtained from the Mean Square Error plot which was 0.0189.

The best predicted LASSO logistic model is

Fig. 24.1 Cross-validated MSE plot of the best-predicted model
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Table 24.3 Comparison of
predictive performance
between two best-predicted
model

Model Accuracy Brier score AUC

Logistic model 0.75 0.50 0.7917

LASSO logistic model 0.7917 0.3123 0.7570

Pr (Y = Public hospital) = 0.9259 − 0.0499∗Age41 to 50 − 0.4285∗EducationDiploma/College

− 0.0983∗EducationBachelor ′s Degree − 2.1253∗EducationMaster ′s Degree or Higher

+ 2.9859 EducationOthers + 0.0418∗MaritalMarried

− 0.3447∗MaritalDivorced − 0.2510∗EmploymentSel f −employed

− 0.0002∗Income + 0.7822∗AreaRural
− 0.0445∗HouseRent − 1.0546∗HouseOthers

− 0.0003∗Spending + 0.2307∗Dependent
+ 0.1546∗Health ProblemLong term − 0.3331∗InsuranceYe

24.3.7 Comparison Between Logistic and LASSO Logistic
Model

Table 24.3 shows the comparison of the predictive performance of both logistic and
LASSO logistic model based on accuracy, Brier score and area under the curve
(AUC). Based on the result, LASSO logistic model was chosen as the better model
to predict the choice of hospital with higher predictive accuracy and lower Brier
score.

Based on the result of LASSO logistic model, the significant variables which
affect the choice of hospital included age,marital status, education level, employment
status, household income, geographical area, ownership of household, frequency of
health problem, spending in healthcare, number of dependents and having/not having
an insurance policy. Community who bought insurance and with higher education
level, higher income, higher spending in healthcare tend to choose private hospital.
Meanwhile, community who lived in rural area, with long-term health problem and
with higher number of dependents tend to choose public hospital.

24.3.8 LASSO Regression

In the formation of the LASSO model, 176 observations were included, and the
dataset was split into training (80%) and test set (20%). The LASSOmodel was built
using the training set and the optimal lambda was obtained through the Mean Square
Error plot which was 0.07222 as shown in Fig. 24.2. The Predicted Mean-Square
Error (MSE(P)) showed a value of 0.7370 for the best predicted LASSOmodel which
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Fig. 24.2 Cross-validated
MSE plot of best predicted
LASSO model

is the lowest MSE(P) obtained to determine the effect of demographic factors and
household income on healthcare cost in Perak.

The best predicted LASSO model is

Spending = 5.2943 + 0.2126∗GenderFemale − 0.0032∗EducationMaster ′s Degree or Higher

+ 0.2330∗EmploymentSel f −employed − 0.0713∗EmploymentOthers

+ 0.0549∗Income − 0.3611∗HomeOthers + 0.1755∗DiseasesYes
− 0.2144∗HospitalPublic + 0.4386∗InsuranceYes

Based on the result, it was found that gender, education level, employment status,
ownership of household, choice of hospital, household income, having/not having
any disease and having/not having an insurance policy have a significant effect on
healthcare spending. Female was found to have a higher spending in healthcare.
Community who was self-employed, with higher income, had a disease and bought
an insurance were found to have a higher healthcare cost.

24.3.9 Goodness-Of-Fit Test

The goodness-of-fit test was carried out to examine how well the best predicted
LASSO model fits the distribution. Residual plot and Q-Q plot were used to test for
homoscedasticity and linearity of the fitted model as shown in Fig. 24.3.

Based on Fig. 24.3, the residuals had a constant variance, and the data points
were normally distributed along the axis. Normality test such as Shapiro–Wilk,
Kolmogorov–Smirnov andAnderson–Darling test were conducted as shown in Table
24.4. The p-value of three normality tests proved that the best-predicted model was
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Fig. 24.3 Residual plot (a) and Q-Q plot (b) for the fitted model

Table 24.4 Normality test
for best predicted LASSO
model

Normality test P-value

Shapiro–Wilk <0.05

Kolmogorov–Smirnov <0.05

Anderson–Darling <0.05

normally distributed since all of them were greater than 0.05. Therefore, it can be
concluded that the test data fitted the best LASSO model well.

24.4 Conclusion

People in Perak have a high awareness of health insurance and personal healthcare
in terms of spending when most of the variables in health insurance and personal
healthcare were correlated to the spending in healthcare. Generally, education level,
employment status, ownership of household, household income and having/not
having an insurance policy were found to affect the choice of hospital and spending
in healthcare. Hence, it can be said that financial-related factors are significantly
affecting the healthcare cost in Perak.

Followed by the high awareness of health insurance, the insurance company
should implement more policies to fulfil the needs of people in Perak. Also, the
government and policymakers should designmore policies and allocatemore budgets
to improve the healthcare system for the benefits of people from different background
especially with the current Covid-19 pandemic which gives a higher burden to people
in prevention spending [25].

Some recommendations for future research are to include a larger sample size for
better result. Next, future researchers are recommended to includemore factors in the
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research such as socio-economic factors to have amore comprehensive understanding
of their effect towards the choice of hospital and healthcare cost. Finally, this study
only focused on the effect of household income and demographic factors on the
healthcare cost of people in Perak. Hence, the findings and result might only be
useful for authorities in Perak on the decision-making. Future research on other
states in Malaysia can be conducted for the overall picture of effect in Malaysia’s
healthcare service.
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Chapter 25
Classification Tree of Breast Cancer Data
with Mode Value for Missing Data
Replacement

Nur Atiqah Hamzah, Sabariah Saharan, and Khuneswari Gopal Pillay

Abstract Classification is one of the methods in data mining that can be used to
group the data into class attributes based on similarities shared in the data. The deci-
sion tree has beenwidely used inmanyfield industries as its simplicity of computation
is suitable to be used to analyse various kinds of data available. However, missing
readings in the data set often being omitted as classification cannot be done with
missing readings in the data. Therefore, this study aims to carry out classification
without deleting the missing part of the data. In this research, the performance of
the decision tree will be used in analysing the Breast Cancer data. The breast cancer
data were classified into two groups of recurrence and non-recurrence cancer and
will be discussed. The patients’ age, breast, breast quad, menopause, tumour size,
involve nodes, node caps, degree of malignant, and irradiation are the attributes used
for the classification process. The decision rules for the decision tree is obtained and
provide more understandings based on the tree formed. The accuracy of the decision
tree for both sets of data were presented in this study.

25.1 Introduction

25.1.1 Background of Study

Cancer is one of the leading causes of human death in the world and breast cancer has
one of the highest rankings among other cancers. InMalaysia, about 17.3% of cancer
patients suffered from breast cancer as stated by the World Health Organization in
2018. Breast cancer is the top cancer in women both in developed and developing
countries. In this study, breast cancer data will be used to identify how cancer can be
grouped into recurrence and non-recurrence cancer. Besides, the missing data will
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also be furthered analyze as there must be differences resulting in analysis that might
contribute to significant results. These processes involved a few methods.

Data mining is the process of gaining useful information from large data repos-
itories to find unexpected relationships and to summarise the data in novel ways to
make the data understandable and useful to the data owner [1–3]. In data mining, the
databases that have always been used comprise millions of records and thousands
of variables. The existence of too many predictor variables usually complicates the
process to model a relationship with a response variable. Thus, data mining tech-
niques are an approach to find understandable solutions [4]. The well-known data
mining techniques are anomaly detection, association rule learning, classification,
clustering, and regression [5]. The common data mining tasks are description and
summarization, concept descriptions, segmentation, classification and case-based
reasoning, prediction, and dependency analysis [2, 6].

The purpose of deploying data mining techniques is to discover crucial patterns
fromdatasets and also to provide the capabilities of predicting the outcome of a future
observation. However, the relationships that exist in the data tend to be unclear as
the amounts of information are too big or the types of relationships are very difficult
to imagine [7]. Data mining is an extension of statistical methods that are known to
be a technique of increasing the productivity of people trying to build a predictive
model [8].

Classification is a technique that maps data into predefined groups or classes. By
using the classificationmethod, the class for the specific data used can be determined.
Classification is one of the well-known methods in data mining that has been widely
used in many sectors, which is known as the method with a simple computation
technique. The data repositories that provide real-world data applications can always
be used for classification purposes. Classification is a popular task in knowledge
discovery and upcoming plans. It has been known as intelligent decision making
as it examines sample data and also predicts the future behaviour of the data [9].
Classification is known as a technique of data analysis that results in discovering
data classes [10]. The classification process can be applied to various types of data
to predict categorical class labels [11].

Every decision tree consists of the root nodes, internal nodes, and leaf nodes
whereby each of the nodes represents the classification rules of the tree. The clas-
sification tree method is also used in the medical field. According to [12], the clas-
sification tree helps in the analysis of cardiogram data for fetal distress determina-
tion. [13] used data mining approaches including a classification tree to detect heart
disease while [14] used classification on breast cancer data. To accurately forecast
the occurrence of heart disease with a condensed number of attributes, the study of
J48 Decision Tree, Naive Bayes, and Bagging algorithm were applied. The cross-
validation method was employed to measure the performance of the model. Decision
trees can handle high dimensional data and have convenient accuracy. The classifi-
cation always starts from the root node by testing the attribute specified at the root
node and the value of the attribute is allocated at the tree branch [15].

Classification and regression tree or knowns as CART is one of the decision trees
that can be used to classify the data [16]. It characterized by the fact it constructs



25 Classification Tree of Breast Cancer Data … 267

binary trees, in which each internal nodes have two outgoing edges. Its ability to
generate regression trees where the leaves predict a real number instead of a class
[17]. CART can be used to classify both numerical and categorical variables. Besides,
CART identify the most significant variables for each decision tree, thus, the non-
significant ones will not be displayed in the tree. Besides, CART also can handle
outliers. Therefore, in this study, the decision tree built was based on the CART
algorithm using Rstudio.

25.1.2 Objective of Study

The main objective of this research is to identify the performance of the decision tree
to classify Breast Cancer into two specified classes of Non-recurrence and Recur-
rence cancer. Cancer is a disease of organs and tissues of the body that can affect
any part of the body [13, 14]. Breast cancer is the second most leading cancer that
happened in women compared to other cancers. Besides, this cancer is fatal in under
half of all cases. Breast cancer occurs when cells within the breast duct and lobules
become cancerous. In this study, data mining will be applied to classify breast cancer
data. Missing data always occurred in an analysis [18]. As the data contains missing
readings, the mode of each variable will be used to replace the missing ones. There-
fore, there will be two decision trees represented the breast cancer classification
process. The performance of the decision tree is further discussed in this paper. The
classification of this data can be useful to predict the characteristics of each data to
be in the same class based on the decision rules produced.

25.2 Methodology

In this study, the data used were Breast Cancer data provided by UCI Machine
Learning. This breast cancer domain was obtained from the University Medical
Centre, Institute of Oncology, Ljubljana, Yugoslavia. This data set includes 201
instances of one class and 85 instances of another class, which are known as non-
recurrence and recurrence classes respectively. The data consists of 9 attributeswhich
are nominal and categorical attributes. The attributes are age, breast, breast quad,
menopause, tumor size, involved nodes, node caps, degree of malignant and irradia-
tion. The data shows related attributes to the patients who previously had cancer and
the presence of cancer again after treatments. The methods used for this study are
discussed in depth in next sections.
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25.2.1 Data Cleaning

Data cleaning is the process that takes place after data collection, which includes
outlier detection, rule-based data cleaning, data transformation, and data deduplica-
tion [19].Many researchers in various areas conducted data analysis without compre-
hending the importance of data cleaning as the analysis results can be totally amiss
[20].

The breast cancer data had missing values despite the attributes which in cate-
gorical data using string characters. [3] stated that missing data can cause problems
in the training and classification phase. The data training is a process to train the
algorithm or machine learning model in order to predict the outcome of the proposed
method. Meanwhile, the testing data is a number of data used to test and validate
the performance of the methods used. Despite using the data directly, this study used
train and test data which consisted of 90% and 10% of total number of data respec-
tively. Meanwhile, there are a few causes for non-availability that exist in a set of
data which are:

1. Equipment malfunction
2. Deletion due to inconsistency with other recorded data
3. Non-entry of data due to misunderstanding

During the preprocessing phase, the missing part always is omitted by researchers
to make the process becomes easier. However, in this study, the data will become
two sets of data which the first one is data with missing readings been deleted while
the other data is the missing parts that were being replaced. The missing readings
were replaced with mode for each attribute. It means that the most frequent data that
appeared on each variable will be identified for substitution purposes. Mode values
were used as the data consisted of nominal and categorical attributes. It means that
mode values are the suitable values that can be obtained from the data. Therefore,
the data will become completed by the process of replacing the missing part.

Meanwhile, the strings reading that represented the nominal value were changed
into numerical data that are suitable for the attributes. As an example, the age of the
patients was divided into 3 groups, whereby the age from 21 to 25 is replaced by 1,
26–30 is replaced by 2, and 31–35 is replaced by 3. The replacements made were
shown in Results and Discussion.

25.2.2 Classification Process

The classification process of the data was performed using the Rstudio decision
tree algorithm using rpart and tree algorithm to construct the decision tree. The
classification tree, also known as a decision tree, contains the root node, decision
node, or leaf nodes that contribute to decision making, which represents any class of
the data.
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Table 25.1 Confusion matrix Predicted class

Class = 1 Class = 0

Actual class Class = 1 f11 f10

Class = 0 f01 f00

For this analysis, the tree used the default setting from Rstudio, which applied
the Classification and Regression Tree Algorithm (CART). For CART, the tree used
the approach of the GINI Index in selecting the parameter to be placed as a child
node. The attribute with the lower Gini Index was preferred. The GINI index can be
calculated as follows:

Gini = 1−
c∑

i=1

(pi )
2 (25.1)

where (pi is the probability of an object being classified to a particular class.
The accuracy of a tree can be calculated using the actual class and predicted

class of the data. Thus, based on the tree produced, the confusion matrix was used.
The confusion matrix helped compare which dataset has a higher result of correct
classification. Table 25.1 shows the confusion matrix for the classification tree.

The accuracy can be calculated from the confusion matrix. The best accuracy
score is 1 and the worst score is 0.

Accuracy = f11 + f00
f11 + f00 + f01 + f10

(25.2)

where

f11 actual class and predicted class in Class = 1
f00 actual class and predicted class in Class = 0
f01 actual class is Class = 0 and predicted class is Class = 1
f10 actual class is Class = 1 and predicted class is Class = 0.

Classification rules can be obtained from the decision trees that are in the form of
if–then statements. Based on the decision rules, the associations between variables
can be identified.
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25.3 Results and Discussion

The breast cancer data were used for further analysis using Rstudio software with n
= 286. The missing data that exist in the data were omitted because a decision tree
cannot be built when there are missing values in the data. another way of handling
the missing data was replacing the missing values with suitable values (Table 25.2).

It was found that the process of building the decision trees took a long time as all
the variables used the string form that shows the nominal data. As a solution to this
problem, the data used were transformed into a digit form. The changes made for
every attribute were recorded in Table 25.3.

25.3.1 Decision Tree for Data with Missing Readings
Detected

After the cleaning process, attributes with n = 277 were used for further analysis.
The missing readings were deleted completely and no replacement was done. The
process of building the decision tree was carried out and the prediction of breast
cancer recurrence was identified.

Figure 25.1 shows the decision tree for breast cancer data that were classified into
non-recurrence (NRC) and recurrence (RC) cancer. From the tree, the percentage
for each split is shown clearly. The first slitting nodes showed that 70% of the data
were classified into NRC while another 30% was in the RC class. However, 30% of
the RC class can be further divided into a few other rules. The decision rules can
be obtained from the decision tree. Based on the tree, only 4 attributes were used
to build the decision tree from 9 attributes in the data. The unused attributes in the
tree are age, breast, menopause, node caps, and irradiation, while the four attributes
used are breast quad, degree malignant, involve nodes, and tumor size. This means

Table 25.2 Description of
dataset

Attribute Description

Age 9 groups of ages from 10 to 99 years old

Breast Left or right breast

Breast quad 5 types of breast quads of both sides of
breasts

Menopause 3 groups of menopause

Tumour size 12 groups of tumour size

Involve nodes 13 groups of involve nodes

Node caps Existence of node caps

Degree of malignant 3 stages of malignant

Irradiation Existence of irradiation
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Table 25.3 Code for age
based on group range

No Attributes Code

1 Age “1”: 10–19
“2”: 20–29
“3”: 30–39
“4”: 40–49
“5”: 50–59
“6”: 60–69
“7”: 70–79
“8”: 80–89
“9”: 90–99

2 Breast “1”: Left
“2”: Right

Breast quad “1”: Left up
“2”: Left low
“3”: Right up
“4”: Right low

4 Menopause “1”: lt40
“2”: ge40
“3”: premeno

5 Tumor size (mm) “1”: 0–4
“2”: 5–9
“3”: 10–14
“4”:15–19
“5”: 20–24
“6”: 25–29
“7”: 30–34
“8”: 35–39
“9”: 40–44
“10”: 45–49
“11”: 50–54
“12”: 55–59

6 Involve nodes “1”: 0–2
“2”: 3–5
“3”: 6–8
“4”: 9–11
“5”:12–14
“6”: 15–17
“7”: 18–20
“8”: 21–23
“9”: 24–26
“10”: 27–29
“11”: 30–32
“12”: 33–35
“13”: 36–38

(continued)
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Table 25.3 (continued) No Attributes Code

7 Node caps “1”: Yes
“2”: No

8 Degree of malignant “1”: Low
“2”: Moderate
“3”: Severe

9 Irradiation “1”: Yes
“2”: No

that only 4 attributes are really important and contribute to identifying the class of
the data that leads to non-recurrence or recurrence of breast cancer.

The decision rules from the trees are as follows:

1. If the degree of malignant is less than 3, then the breast cancer is classified as
non-recurrence.

2. If the degree of malignant is more than 3, involve nodes more than 2, then the
breast cancer is classified as recurrence.

3. If the degree of malignant is more than 3, involve nodes less than 2, tumor size
less than 6, then the breast is classified as non-recurrence.

4. If the degree of malignant more than 3, involve nodes less than 2, tumor size
more than 6, breast quad code is more than 3, then the breast is classified as
recurrence.

5. If the degree of malignant is more than 3, involve nodes less than 2, tumor size
more than 6, breast quad code is less than 3, then the breast is classified as
recurrence.

Fig. 25.1 Decision tree for breast cancer data with deleted missing readings
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Table 25.4 Confusion matrix
for decision tree accuracy

Class Non-recurrence Recurrence

Non-recurrence 20 2

Recurrence 2 3

Table 25.5 Complexity
parameter table for data with
missing readings

Complexity parameter rel error xerror xstd

0.117284 1.00000 1.00000 0.093464

0.024691 0.76543 0.83951 0.088431

0.010000 0.71605 0.86420 0.089291

Root node error: 81/277 = 0.29242

Table 25.4 shows the confusion matrix obtained from the testing process. 27
data, which denote 10% from the data, were used for testing. The confusion matrix
shows the accuracy of the decision tree to classify the data. The percentage of
accuracy obtained was 85.20%. From 27 data points used for testing, 23 data were
correctly classified with 20 non-recurrences and 3 recurrences. The percentage can
be considerably high in terms of its accuracy.

Table 25.5 shows the complexity parameter (CP) of the decision tree. TheCPvalue
can be used to control the tree growth by which pruning can be carried out based on
the CP values whereby its corresponding cross-validated error (xerror) with the least
value is considered as the optimal value of CP. For this study, the smallest value of
xerror is 0.83951 by which the CP value is 0.024691 and nsplit is 2. Meanwhile, the
root node error is 0.29242, which denotes that approximately up to 70% of the data
were correctly classified in the first slitting node. This shows that the decision tree
is capable of classifying breast cancer data.

25.3.2 Decision Tree with Mode for Missing Readings
Replacement

In this section, another alternative was used to handle missing data. The modes for
every variable were recognized and were used to replace every missing reading that
existed in the data. Therefore, the number of data is the same as the original data
obtained from the source which is n = 286. With the same CART algorithm, the
analysis was carried out on the data.

Figure 25.2 shows the decision tree for breast cancer data with mode as a replace-
ment for missing data. 70% of the data were classified as NRC at the first splitting
branch while another 30% were RC. However, when the splitting nodes increased,
the rules also changed. There are 5 variables shown in the decision tree which are
degree malignant, involve nodes, breast, tumor size and breast quadrant. It means
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Fig. 25.2 Decision tree for breast cancer data with mode replacement for missing readings

that only these five variables are important in identifying the class of breast cancer
data. The decision rules for the tree are as follows:

1. If the degree of malignant is less than 3, involve node is 1/3/6, then the breast
cancer is classified as non-recurrence.

2. If the degree of malignant is less than 3, involve node is not 1/3/6, breast side
is 2, then the breast cancer is classified as non-recurrence.

3. If the degree of malignant is less than 3, involve node is not 1/3/6, breast side
is 1, then the breast cancer is classified as recurrence.

4. If the degree of malignant is less than 3, involve node is not 1, then the breast
cancer is classified as recurrence.
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5. If the degree of malignant is more than 3, involve nodes is 1, tumor size less
than 6, then the breast is classified as non-recurrence.

6. If the degree of malignant more than 3, involve nodes less than 2, tumor size
more than 6, breast quad code is more than 3, then the breast is classified as
recurrence.

7. If the degree of malignant is more than 3, involve nodes is 1, tumor size more
than 6, breast quad code is less than 3, then the breast is classified as non
-recurrence.

Table 25.6 shows the confusion matrix obtained from the testing process. 28 data,
which denote 10% from the data, were used for testing. The confusion matrix shows
the accuracy of the decision tree to classify the data. The percentage of accuracy
obtained was 78.57%. From 28 data points used for testing, 22 data were correctly
classified with 18 non-recurrences and 4 recurrences. The percentage of accuracy
can be considered as high and it indicates that the mode substitution can be used for
categorical data if there is missing data that needs replacement.

Table 25.7 shows the complexity parameter (CP) of the decision tree when data
with mode as a replacement is used. The CP value can be used to control the tree
growth by which pruning can be carried out based on the CP values whereby its
corresponding cross-validated error (xerror) with the least value is considered as the
optimal value of CP. For this study, the smallest value of xerror is 0.90588 by which
the CP value is 0.023529 and nsplit is 2. Meanwhile, the root node error is 0.2972,
which denotes that approximately up to 70% of the data were correctly classified
in the first slitting node. This shows that the decision tree is capable of classifying
breast cancer data.

Table 25.6 Confusion matrix for decision tree accuracy for data with missing reading replacement

Class Non-recurrence Recurrence

Non-recurrence 18 5

Recurrence 1 4

Table 25.7 Complexity parameter table for data with missing readings replacement

Complexity parameter nsplit rel error xerror xstd

0.100000 0 1.00000 1.00000 0.090930

0.023529 2 0.80000 0.0.90588 0.088250

0.011765 4 0.75294 0.95294 0.089643

0.010000 6 0.72941 0.96471 0.089975

Root node error: 85/286 = 0.2972
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25.4 Conclusion and Recommendation

The breast cancer data containing 9 attributes with 2 class attributes were used in the
decision tree algorithm. The preprocessing of the data was done to omit the missing
reading that existed in the data and some modifications were made to the data to
decrease the time taken to build the decision tree. The decision tree was visualised
using the Rstudio software, thus showing that the non-recurrence and recurrence
data can be classified. Only 4 attributes were displayed in the tree, which indicated
that the other attributes that were not shown in the tree were less important in the
classification process. The accuracy of the decision tree for the breast cancer data
is more than 0.5, which is rather good for the data. By using the decision tree, the
list of classification rules can be identified because, in the future, the rules can easily
be used to identify whether the patients’ breast cancers might be non-recurrence or
recurrence cancer. Besides, the root node error is only 0.29242, hence showing that
the data were highly and correctly classified from the first slitting node.

Meanwhile, the same data with the substitution technique using mode for each
variable has also been used and gained another result of the decision tree. Only
5 variables were displayed in the decision tree which shows that only 5 variables
are significant in building the tree. The smallest xerror obtained from the second
decision tree is 0.90588 when the nsplit = 2. The smallest relative error is 0.72941
with nsplit = 6. The root node error for the second tree is 0.2972 which is slightly
higher than the first decision tree. The data correctly classified was also 70% which
can be considered as high accuracy.

From the first decision tree, it can be concluded that if the breast cancer is a non-
recurrence, the degree of malignant must less than 3 which is low and moderate.
Meanwhile, when the degree of malignant is high and involve nodes are more than
2, the breast cancer could be a recurrence. Therefore, the future patients that have
these criteria might have the same possibilities either the cancer is recurrence or
non-recurrence.

For future research, it is recommended to use bigger size data that might affect the
classification process. In this study, two ways of handling data with missing values
were used before further analysis which was missing values were omitted without
considering any alternatives to replace the reading and replaced the missing reading
with the mode of respective variable as the second alternative. Both of the decision
trees gave a good result and the breast cancer data managed to be classified. The
decision rules used also can be clearly recognized. Therefore, it is interesting to
explore the result of the decision tree if the missing reading is replaced with some
values using other methods. As this study used online-sourced data, it would be very
fruitful if this kind of study is carried out using Malaysia’s breast cancer data.
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Chapter 26
Socio Demographic Determinants
of Contraceptive Use Among Women
in Malaysia: Logistic Regression Model

Nor Azah Samat, Noor Azlin Muhammad Sapri, Norziha Che Him ,
Adzmel Mahmud, and Noor Wahida Md. Junus

Abstract Family planning could be defined as the ability of individuals and couples
to anticipate and achieve their desired number of children at the same time spacing and
timing of their births. There aremany types of contraceptivemethods that can be used
in family planning that could divided into two categories; namely modern and non-
modern contraceptive methods. The choice whether to use modern or non-modern
methods is said to be related to the socio demographic characteristics of the woman.
This study aims to investigate the socio-demographic determinants of contraceptive
use among ever married women aged 15–49 inMalaysia. Data used in this study was
obtained from a national survey called Fifth Malaysia Population and Family Survey
(MPFS-5)whichwas conducted by theNational Population andFamilyDevelopment
Board in 2014. Multi-stage stratified random sampling method was used across all
states in Malaysia. A total of 2736 ever married women who use contraception aged
15–49 years old were subjected to a face-to-face interview. The information was
obtained on socio demographic characteristics and family planning practice. Data
was analysed by using descriptive analysis, Chi-Square analysis and binary logistic
regression. Findings of the analysis revealed that amongst five socio-demographic
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characteristics under study which are stratum, ethnicity, education level, age and
income, only three socio-demographic characteristics known as stratum, ethnicity
and education level present a significant association to the modern and non-modern
contraceptive use among evermarriedwomen inMalaysia. In conclusion, the stratum
or the location which either from urban or rural areas, the ethnicity which either
Malay, other Bumiputera, Chinese or Indian, and the education level which either no
education, primary school, secondary school or tertiary school, are the determinants
of modern and non-modern contraceptive use among ever married women aged
15–49 in Malaysia.

26.1 Introduction

Family planning is important in ensuring the health of the mother is guaranteed and
the life of the child is not neglected, especially for women who are married. There
are various types of family planning methods provided in most clinics in Malaysia,
especially the Nur Sejahtera Clinic under the National Population and Family Devel-
opment Board Malaysia (NPFDB). The choice of contraceptive methods use will
normally be based on doctor’s advice and the woman’s choice. The types of contra-
ceptive methods can be divided into two categories; namely modern methods and
non-modern methods. Modern contraceptive methods are often defined as a techno-
logical advancements that aim to transcend biology in which its enable couples to
have sexual intercourse at any mutually-desired time, with diminished risks of preg-
nancy [1]. Conversely, non-modern methods are defined as a natural contraceptive
methods, which is more to traditional methods. Among the modern methods that are
commonly used by most women are hormone injection, condoms, pills, rhythm and
many more [2, 3], whereas the commonest non-modern methods include traditional
methods such as massaging, the use of herbs, and so on [4, 5].

The choice of contraceptive or family planning method may be caused by certain
characteristics or factors such as socio demographic, economy factor and others.
There are many studies have been done on determinants of contraceptive use among
women in many countries including Zambia, Malaysia, India, USA, and many more
[6–9]. In Malaysia for instance, study by [10] shows that marital status, religion,
number of children and attitude were identified as significant factors of family plan-
ning practice. While, study in Uganda by [11] found out that the education, prior use
of contraceptive and partner communication are the determinants of family planning
among postpartumwomen. Conversely, instead of women, there is also a study on the
factors associated with contraceptive use among married men visiting a healthcare
clinic in Malaysia [12]. Study in determining the determinant use of contracep-
tive is important to assist authorities especially family planning clinic in providing
better family planning services [13, 14]. Therefore, this study aims to identify the
determinants of contraceptive use among married women in Malaysia.
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26.2 Methodology

Themethodology used in this study includes descriptive analysis of the demographic
characteristics of respondents, bivariate correlations and binary logistic regression
analyses [15]. Meanwhile, the data used were secondary data obtained from the
latest wave of Fifth Malaysia Population and Family Survey (MPFS-5), a nationally
representative survey conducted by theNational Population andFamilyDevelopment
Board in 2014.The sample for this surveywas selected by theDepartment of Statistics
Malaysia (DOSM), in which a multi-stage stratified random sampling was adopted
to select the living quarters in the MPFS-5 and all Malaysian ever married women
aged 15–49 years old in the selected household were interviewed. The survey was
conducted through face-to-face interviews by trained interviewers using standardized
questionnaires in all states in Malaysia. Data for a total of 5558 respondents were
extracted from the evermarriedwomen sample of the survey. Then, these respondents
were filtered to include only 2736 women who use contraception, and is the main
focus in this study.

A logistic regression analysis could be used to examine the association of categor-
ical or continuous independent variables that consist of one dichotomous dependent
variable (binary response). Here, the logistic regression model compares the odds of
a prospective attempt in those with and without prior attempts with the ratio of those
odds known as the odds ratio. It does not analyse the odds but a natural logarithmic
transformation of the odds or the log odds [16]. Since it applied the logarithmic trans-
formation of the odds ratio, therefore the interpretation of results from the computer
output needs a transformation back to the original scale by taking the inverse of the
natural log of the regression coefficient. This step known as exponentiation where the
exponentiated regression coefficient could represents the strength of the association
of the independent variable with the response in terms of increase or decrease in risk
of the outcome that is associated with the independent variable. The main advantage
is to avoid confounding effects by analysing the association of all variables together
[17]. Several link functions are available, but the most common link for binary is the
logit link function, defined as in Eq. 26.1.

g(μi ) = logit(μi ) = log

(
μi

1− μi

)
(26.1)

log

(
μi

1− μi

)
= α + β1X1 + β2X2 + · · · + βp X p (26.2)

The logistic regression equation in logit form as shown in Eq. 26.2, where, α is
an intercept parameter, β is a regression coefficient, μi is the probability of an event
occurring and 1− μi is the probability of an event not occurring.

The dependent variable is types of contraceptive method use among women aged
15–49 in Malaysia. In the MPFS5 questionnaire, there are 19 types of contraceptive
methods listedwhich include abstinence, condom, pill, emergency contraceptive pill,
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implant, hormone injection, intra uterine device (IUD), contraceptive cream, contra-
ceptive jelly, hormone patch, vaginal ring, tube ligation, vasectomy, contraceptive
foam, rhythm, withdrawal, breastfeeding, traditional and others. In this study, these
types of contraceptive methods have been categorized into two categories which are
modern method and non-modern method (Yi).

Table 26.1 presents the list of variables and category for this study where the
independent variables (X i) that considered in this study are the socio-demographic

Table 26.1 List of variables and category for the study

No Variables Category

1 Number of client according to types of contraceptive use
2 categories of contraceptive method:
1—modern method
2—Non-modern method

1—Modern method
Abstinence
Condom
Pill
Emergency contraceptive pill
Implant
Injection
Intrauterine device (IUD)
Contraceptive cream
Contraceptive jelly
Hormone patch
Vaginal ring
Tube ligation
Vasectomy
Contraceptive foam
Rhythm
Withdrawal
Breastfeeding
2—Non-modern method
Traditional
Other

2 Stratum Urban
Rural

3 Ethnicity Malay (Bumiputera)
Other Bumiputera
Chinese
Indian

4 Age 15–19
20–29
30–39
40–49

5 Education Level No education
Primary school
Secondary school
Tertiary

6 Income B40: RM4360 and below
M40: RM4361–RM9619
T20: RM9620 and above
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characteristics of ever married womenwho use the contraception which includes five
variables known as stratum, ethnicity, age, education level, and income. The data
analyses on these five characteristics are next analysed to investigate the preference
use of modern and non-modern contraceptive methods in Malaysia.

26.3 Data Analysis and Findings

Table 26.2 shows the percentage of respondents according to socio-demographic
characteristics based on types of contraceptive use for ever married women aged 15–
49 years old who use contraception. According to the stratum, 61.9% respondents
are from urban area, while 38.1% are from rural area. Among these women, 67.5%
use modern contraceptive methods compared to non-modern contraceptive methods.

Furthermore, majority of respondents (63.7%) are Malay women, followed by
other Bumiputera (18.5%), Chinese (11.8%) and Indian (6.0%). Among theseMalay
women, 41.4% use modern contraceptive and 22.3% use non-modern contraceptive.
In addition, most women involve in this study are among women aged 30–39 years

Table 26.2 Distribution of
percentage for respondents
based on socio-demographic
characteristics and types of
contraceptive use

Categories (Percentage)

Variable Modern method Non-modern
method

Total

Stratum Urban (39.9%)
Rural (27.6%)

Urban (22.0%)
Rural (10.5%)

Urban (61.9%)
Rural (38.1%)

Ethnicity Malay (41.4%)
Other
Bumiputera
(14.4%)
Chinese (8.6%)
India (3.1%)

Malay (22.3%)
Other
Bumiputera
(4.1%)
Chinese (3.3%)
India (2.9%)

Malay (63.7%)
Other
Bumiputera
(18.5%)
Chinese
(11.8%)
India (6.0%)

Age 15–19 (0.4%)
20–29 (12.7%)
30–39 (27.6%)
40–49 (26.8%)

15–19 (0.1%)
20–29 (5.1%)
30–39 (13.2%)
40–49 (14.1%)

15–19 (0.5%)
20–29 (17.8%)
30–39 (40.8%)
40–49 (40.9%)

Education No education
(1.6%)
Primary school
(8.0%)
Secondary
school (43.8%)
Tertiary school
(14.2%)

No education
(0.5%)
Primary school
(27.0%)
Secondary
school (19.7%)
Tertiary school
(9.5%)

No education
(2.1%)
Primary school
(10.7%)
Secondary
school (63.5%)
Tertiary school
(23.7%)

Income B40 (24.4%)
M40 (2.4%)
T20 (40.7%)

B40 (13.3%)
M40 (1.8%)
T20 (17.3%)

B40 (37.8%)
M40 (4.2%)
T20 (58.0%)
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Table 26.3 Chi-square test
summary on association
socio-demographic
characteristics and types of
contraceptive use (modern
and non-modern)

Variables Chi-square Significance

(1) Stratum 18.759 0.000*

(2) Ethnicity 50.438 0.000*

(3) Age 6.898 0.075

(4) Education level 26.116 0.000*

(5) Income 14.234 0.001*

*Significance at α = 0.05

old (40.8%) and 40–49 years old (40.9%). In terms of education, majority education
level of the women is from secondary school (63.5%), in which most of them use
modern contraceptive method (43.8%). Meanwhile, in terms of level of income,
women participated in this study was working with household income RM9620 and
above which is category T20 (58.0%), followed by category B40 (37.8%) and M40
(4.2%).

Next, Table 26.3 presents the results of analysis by Chi-square test to determine
whether the independent variables involved are significantly associated to the depen-
dent variable which is whether or not the types of contraceptive method used by
women are associate with the socio-demographic characteristics. Findings show that
the socio-demographic characteristics such as stratum (p > 0.000), ethnicity (p >
0.000), education level (p > 0.000) and income (p > 0.001) have significant asso-
ciation on the types of contraceptive use; modern and non-modern methods among
ever married women aged 15–49 in Malaysia, except for age (p > 0.075). Therefore,
variable age is dropped and will not be analysed in the binary logistic regression.

Next, further analysis on this association are next discussed by using binary
logistic regression to determine the significant determinants of those four charac-
teristics in the model. Table 26.4 shows the results of analysis using Full Model of
Logistic Regression. The findings obtained indicated that several variables insignif-
icant and should be dropped from the full model. The variable which is found not
statistically significant is household income, meanwhile socio demographic charac-
teristics consists of stratum (p > 0.003), ethnicity (p > 0.000) and education level (p
> 0.048) are found to be significantly associated to the contraceptive use and will be
further analyses as a Final Model of Logistic Regression (see Table 26.5).

Thus, results on the best fitted model, we called here as the final model, involving
the important variables are summarised in Table 26.5. It can be seen that three of
four of socio-demographic characteristics which are stratum, ethnicity and education
level have significant association to the contraceptive use; modern or non-modern
methods, among ever married women in Malaysia. Obviously, women from rural
area are said to be 1.319 times more likely to choose modern methods compared to
women from urban area.

Furthermore, Other Bumiputera women are 2.777 times more likely to choose
modern methods, followed by Chinese with 2.486 times, and Malay with 1.627
times, compared to Indian women. While, women with primary school education is
1.034 more likely to use modern contraceptive method compared to women without
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Table 26.4 A full model of
logistic regression of socio
demographic characteristics
for women with contraception

Covariates
category

Significance β Model Standard error
(S.E.)

Intercept 0.024 0.403

Stratum 0.003*

– Urban (RC) – – –

– Rural 0.003* 0.272 0.091

Ethnicity 0.000*

– Malay 0.003 0.491 0.167

– Other
Bumiputera

0.000 1.021 0.193

– Chinese 0.000 0.913 0.202

– India (RC) – – –

Education level 0.048*

– No education
(RC)

– – –

– Primary school 0.968 0.014 0.343

– Secondary
school

0.711 – 0.120 0.323

– Tertiary 0.256 −0.378 0.333

Household income 0.122

– B40 0.663 0.091 0.209

– M40 (RC) – – –

– T20 0.223 0.259 0.212

Notes RC = Reference category
*Significance at α = 0.05

education, and women with secondary and tertiary school education are 0.895 and
0.648 times less likely to use modern methods compared to non-modern methods,
subsequently.

Therefore, the final logistic regression model is as the following,

log

(
μi

1− μi

)
= 0.214+ 0.277(Stratum Rural)+ 0.487(Ethnicity Malay)

+ 1.021(Ethnicity Other Bumiputera)

+ 0.911 (Ethnicity Chinese)

+ 0.034 (Education Primary School)

− 0.111 (Education Secondary School)

− 0.435 (Education Tertiary) (26.3)
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Table 26.5 A final model of logistic regression of socio demographic characteristics for women
with contraception

Covariates category Coefficients Significance B Exp(B) Standard error
(S.E.)

Intercept α 0.214 1.239 0.346

Stratum 0.002*

– Urban (RC) – – –

– Rural β1Rural 0.002* 0.277* 1.319 0.091

Ethnicity 0.000*

– Malay β2Malay 0.004* 0.487* 1.627 0.167

– Other Bumiputera β2Other Bumiputera 0.000* 1.021* 2.777 0.193

– Chinese β2Chinese 0.000* 0.911* 2.486 0.201

– India (RC) – – –

Education level 0.003*

– No education (RC) – – –

– Primary school β3PrimarySchool 0.922 0.034 1.034 0.343

– Secondary school β3SecondarySchool 0.730 −0.111 0.895 0.323

– Tertiary β3T ertiary 0.189 −0.435 0.648 0.331

Notes RC = Reference Category
*Significance at α = 0.05

26.4 Conclusion and Discussion

Women in Malaysia have the option to choose whether they want to use modern or
non-modern contraceptive methods for their family planning, with doctor advice.
Finding of the study show that choosing modern or non-modern contraceptive
methods among ever married women aged 15–49 years old depends on whether
women are either from urban or rural area. Women from rural area are said to be
more likely to usemodernmethod compared to women from urban area.While, other
Bumiputera women are said to be more likely to use modern method followed by
Chinese and Malay compared to Indian women. Furthermore, women with primary
school education is more likely to use modern contraceptive method compared to
women without education, and women with secondary and tertiary school education
less likely to usemodernmethods compared to non-modernmethods. This results are
important and could be used by the authorities or family planning clinic to provide
excellent services towards better family well-being. For instance, the findings of this
study related to the geographical location, ethnicity and levels of education towards
the types of contraception methods either modern or non-modern can be used as
input in improving the services in terms of allocation of resources, training, and
awareness campaigns. However, this study only consider several important socio-
demographics characteristics. Future research may consider other variables such as
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religion, number of children and prior use of contraceptive, so that the study can be
more beneficial.
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Chapter 27
Crude Palm Oil Price Forecasting:
Comparative Study of Hybrid GMDH
Neural Network and ARIMAModel

Huma Basheer and Azme Khamis

Abstract This paper attempts to develop a more appropriate hybrid wavelet modi-
fied GMDH model and its comparative study with statistical ARIMA model for
the Malaysia monthly crude palm oil (CPO) price forecasting. The complex data
of monthly CPO price has decomposed by using discrete wavelet analysis into
different sub series in such a way that error criteria is minimized. The new input
of monthly CPO price data obtained from the wavelet analysis is linked to the modi-
fied GMDH model. The importance of modified GMDH neural network that has
been used different transfer functions simultaneously into GMDH and has given
the best fit for modeling in comparison with conventional GMDH model. Real time
series data of monthly CPO price for the period of 37 years are collected from
Malaysian Palm Oil Board (MPOB). The performance of hybrid GMDH type neural
network, individual GMDH model and statistical ARIMA model are determined by
using mean absolute error (MAE), root mean squared error (RMSE), mean absolute
percentage error (MAPE), correlation coefficient (R) and coefficient of determina-
tion (R2). The result of hybrid GMDH neural network have shown an improvement
over ARIMA model with 25.35%, 19.16% and 22.50% reduction in MAE, RMSE
andMAPE values respectively. The obtained results of the comparison show that the
hybrid wavelet-modified GMDHmodel has performed better result than the ARIMA
model and individual GMDH neural network. The hybrid wavelet modified GMDH
neural network technique is imperative to the field of forecasting as it can be used in
different forecasting applications.
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27.1 Introduction

Palmoil is one of the leading andmost important vegetable oil traded in theworldwide
market [1, 2]. Palmoil is a very productive crop and used in large amount as compared
to any other vegetable oil due to its greater yield at a low cost of production. Global
production and demand for palm oil is increasing rapidly. Malaysia has played and
still considered the world palm oil leader due to the huge amount of production and
export quantity [3–7]. In agriculture sector, Malaysia is gained largest income from
the palm oil products and has played a major role in helping the economic growth
of the country [8, 9]. Being a largest revenue of the agricultural sector in Malaysia,
palm oil has an imperative role in industrial activities [10]. Malaysian government
has taken the advantage to increase the role of palm oil industry in the world global
market to enhance the economic growth of the country. Besides a major source of
income, it provides major employment opportunities to Malaysian people, whose
earning depends on palm oil industry.

Accurate and precise forecasting of palm oil price is important for enhancing
the Malaysia economy [11]. The suitability of the forecasting methods and their
modelling in predicting the palm oil price are becoming an important issue due to
the price fluctuation in the future, which affect the international market all over
the world. Conventionally for palm oil price forecasting different statistical models
based on time series analysis has been used. These statistical models include autore-
gressive (AR), autoregressive moving average (ARMA), autoregressive integrated
moving average (ARIMA), broken line (BL), fractional Gaussian noise (FGN),
transfer function noise (TFN) and autoregressive moving average with exogenous
terms (ARMAX) [12–15]. Since most of the current statistical models have been
restricted to a linear models due to the limited effectiveness to forecast the CPO
price, which is vastly nonlinear and also non-stationary. The most extensive statis-
tical model, which is widely used for and prominent among all the class of linear
model is the Box-Jenkins ARIMAmodel [16–18]. But ARIMAmodel due to limited
effectiveness only taking the linear aspect of given data to forecast.

In the recent years, groupmethod of data handling (GMDH) techniques have been
successfully developed for modeling of non-linear time series forecasting. GMDH
algorithm is used for time series forecasting in a vast range like signal processing,
economy, control systems, medical diagnostics and ecology [19–23]. Parks et al.
[24] and Ikeda et al. [25] have been studied and used the GMDH to find a model
for the British economy and river flow prediction respectively. Similarly for predic-
tion the currency of foreign exchange rate, Robinson and Mort [26] have been used
an optimized GMDH algorithm to forecast the data for time series analysis. Fuzzy
GMDH algorithm has been used by Hayashi et al. [27] to predict the manufacturing
of computers in Japan. However, conventional GMDH model has some limitation
such as it produces complex polynomial for simple experimental data and for high
order nonlinear system it produce complex networkmodel. In order to assist the prob-
lems associated with the conventional GMDH, Kondo et al. [28] suggested transfer
functions like radial basis function, sigmoid function, instead of a single polynomial
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to minimize the prediction error criterion. However, this type of modification is still
in progress for different transfer function using non-stationary data. Currently, there
are several reviews about the hybrid modeling, which suggest that hybrid system
obtained better performance as compared to the traditional or conventional system
[29, 30].

In this study, we proposed a hybrid wavelet modified GMDH model and its
comparative study with ARIMAmodel forMalaysia monthly CPO price forecasting.
Addressing the problems with the conventional GMDH based on quadratic polyno-
mial, we proposed modified GMDH model based on the transfer functions (radial
basis, sigmoid, polynomial and tangent) in order to improve the prediction accuracy
of conventional GMDHmodel. The complex data of monthly CPO price has decom-
posed by using discrete wavelet analysis into different sub series in such a way that
error criteria is minimized. The new input of monthly CPO price data obtained from
the discrete wavelet analysis is linked to themodifiedGMDHmodel. The importance
of modified GMDH neural network that has been used different transfer functions
simultaneously intoGMDHandhas given thebest fit formodeling in comparisonwith
conventional GMDH model. The statistical performance measures such as RMSE,
MAE, R, R2 and MAPE are used to evaluate the hybrid GMDH neural network,
individual GMDH model and statistical ARIMA model for the Malaysia monthly
CPO price forecasting. The proposed hybrid GMDH neural network is expected to
show more effective and efficient way to improve the forecasting accuracy and will
be suitable for practical applications.

27.2 Methodology

For comparative study of hybrid GMDH neural network and ARIMAmodel, first we
briefly discuss individual GMDH, modification of GMDH model, discrete wavelet
transform (DWT) technique and hybridization of discrete wavelet transform with
modified GMDH model. The statistical Box-Jenkins ARIMA (Autoregressive Inte-
grated Moving Average) model is used for comparison purpose for monthly CPO
price forecasting.

27.2.1 Group Method of Data Handling and Its Modification

GMDH is a mathematical modeling method that presents a useful approach to the
recognition of high order non-liner system.GMDH is amultilayer networkwhich has
been successfully developed for modeling of linear and non-linear time series fore-
casting [31].Thedistinguishing feature of groupmethodof data handling is a heuristic
self-organization method which implements an automatic selection of necessary
input variables without using any event in advance of any empirical evidence, often
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Fig. 27.1 GMDH neuron structure

subjectively among the input and output variables [32–34]. Its intention tomake rela-
tion between regularly possible set of inputs and one output. The GMDH network
basically determines the feasible inputs for the relevant system. During the training
of the time series data, the GMDH network is developed layer by layer for the best
possible output. Each individual layer of GMDH network consists of many neurons
and each neuron has two inputs. The output of each neuron is a quadratic function
of its both inputs as shown in Fig. 27.1 and calculated by Ivakhnenko polynomial as
given in Eq. 27.1 [35].

y = b0 + b1xi + b2x j + b3xi x j + b4x
2
i + b5x

2
j (27.1)

Here, y is a response variable, xi and xj are the covariate variables to be regressed.
The Coefficients are {bo, b1, b2, b3, b4, b5}, which are determined by least square
method. The response variable (y) is modelled by all possible combination of two
input variables (xi and xj). It means that two input variables go in a neuron, one result
goes out as an output.

The GMDH network is like neural network, where most of the units interchange
their total inputs by utilizing a scalar to scalar function, which is known as transfer
or activation function. The purpose of these net inputs interchangeability to pick up
the best and correct model to overcome the non-linearity of the data, which clarify
the relationship between the given inputs and proper outputs. By using the same
procedure of GMDH neural network, modified GMDH model based on the transfer
functions (radial basis, sigmoid, polynomial and tangent) in order to improve the
prediction accuracy of conventional GMDH model [36]. The advantages of using
these simultaneous transfer functions are also to overcomemulti-collinearity problem
using integrated regularized least square estimation and produce more precise and
stable prediction for crude palm oil price forecasting as compared to conventional
GMDHnetwork [37]. Themodified GMDHneural network is obtained by using four
transfer functions simultaneously, where each neuron consists of four models and
selects one model of that transfer function, which has the smallest external criteria.
The selected transfer functions, which are used simultaneously as model input are
shown in Table 27.1.
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Table 27.1 Transfer
functions

Transfer function z = f (y) Transformations

Sigmoid function z = 1
1+e−y y = ln

(
z

1−z

)
, z �= 1

Radial basis function z = e−y2 y = √− ln(z)

Tangent function z = tan(y) y = tan−1(z)

Polynomial z = y y = z

27.2.2 Discrete Wavelet Analysis

The main steps and study framework used in the discrete wavelet analysis is shown
in Fig. 27.2. The discrete wavelet transform (DWT) is an application of the wavelet
transform, in which the input time series data of monthly CPO price are decom-
posed into different sub series in such a way that error criteria is minimized. The
original data is divided into two components after the decomposition process known

Fig. 27.2 Discrete wavelet analysis
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as approximate (As) and detail coefficients (Ds). The effective components of the
wavelet are determined using correlation coefficient (R) or coefficient of determi-
nation (R2). The new input is constructed after the summation of most effective
components of wavelet analysis, which are used as a clean and pure data for the
hybrid wavelet modified GMDH model.

27.2.3 Hybrid Wavelet Modified GMDH Model

The main focus of this study is to construct a hybrid wavelet modified GMDHmodel
for the monthly CPO price forecasting. The significant of the proposed hybrid model
is to optimize in terms of computational resource and accuracy in comparison with
individual GMDH and ARIMA model. In the proposed hybrid model, the complex
data of the monthly crude palm oil price are effectively managed by the modifica-
tion of conventional GMDH model and then hybridized with the discrete wavelet
decomposition technique to enhance the forecasting accuracy. Radial basis, sigmoid,
polynomial and tangent functions are selected as transfer functions and simultane-
ously integrated into GMDH for modified GMDH model. The advantages of these
transfer functions are that the output can be easily determined for any given inputs
and pick up the best and correct model to overcome the non-linearity of the data,
which clarify the relationship between the given inputs and a proper output. It is also
helpful to reduce the computational burden and consume less time on forecasting
analysis, which makes it suitable for practical applications as compared to conven-
tional GMDH model. The discrete wavelet transform (DWT) is selected as prepro-
cessed clean and pure data, because using discrete wavelet transform the complex
data of monthly palm oil price are decomposed into different sub series in such a way
that error criteria is minimized. Once the data is trained after the sequential appli-
cation of wavelet analysis, it is preferred to use it as an input to modified GMDH
instead of conventional GMDH. As modified GMDH model is considered to be a
better data trainer due to the advantages of simultaneous use of four transfer function
for non-linear data. The result of the hybrid wavelet modified GMDH model for
preprocessed clean and pure data is more precise than the network, which is trained
for raw signal or noisy data.

The simplified structure of hybrid wavelet-modified GMDH model, in which the
discrete wavelet analysis is linked as an input to the modified GMDHmodel is shown
in Fig. 27.3. In the simplified structure of hybrid wavelet-modified GMDH model,
first the number of input observations of complex data of monthly CPO price are
determined. Then we have decomposed the complex data of monthly palm oil price
using discrete wavelet transform with the help of MATLAB simulation tool. Next
for the efficiency of the developed model, it is important to select the most effective
wavelet components. Themost effectivewavelet components are determinedbyusing
the co-efficient of determination (R2). The sum of the most effective components
(detail (Ds) and approximation (As) coefficients) are constructed as a new input,
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Fig. 27.3 The structure of hybrid wavelet-modified GMDH

which are used as an input to modified GMDH and thus the hybrid wavelet modified
GMDH model has developed.

27.2.4 ARIMA Model

Autoregressive IntegratedMoving Average (ARIMA) is a Box and Jenkins statistical
model used for non-stationary time series, which is required to achieve stationary
with the combination of AR and MA processes [38]. The AR components represent
weighted sum of the past values,MA components for the weighted sum of pass errors
and I stands for integrated [39]. The generalized form of full ARIMA (p, d, q) can
be expressed as follow [40, 41].

xt = δ + ϕ1xt−1 + ϕ2xt−2 + · · · + ϕpxt−p + at + θ1εt−1 + θ2εt−2 + · · · + θqεt−q

(27.2)

where xt and at are the actual (current) value and random error at time period t
respectively, while ϕi (i = 1, 2,…, p) AR parameters of the model and θ j (j = 0,
1, 2,…,q) MA parameters of the model, p and q are integers and often referred to
as orders of the model. The Box-Jenkins technique model has four important steps
[42]: (i) Identification step (ACF and PACF) (ii) parameter estimation (iii) diagnostic
checking to build ARIMA model (iv) forecasting step. For model identification, the
appropriate order of the tentative models is identified through visual inspection of
both ACF and PACF plot. The appropriate order is also supported by the lowest value
of Akaike information criterion (AIC) for model identification step. The Augmented
Dickey Fuller (ADF) test is used to test the stationarity of themonthlyCPOprice. The
summary of the comparative study of hybrid GMDH neural network with individual
and ARIMA model for the monthly CPO price of Malaysia is shown in Fig. 27.4.
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Fig. 27.4 Comparative study of Hybrid GMDHneural network with individual and ARIMAmodel

27.3 Performance Measurement

The following important statistical measures of errors are used to determine the
performance of prediction of eachmodel, which are given by the following formulas.

MAE = 1

N

N∑
t=1

∣∣yt − ŷt
∣∣ (27.3)

RMSE =
√√√√ 1

N

N∑
t=1

(
yt − ŷt

)2
(27.4)

MAPE =
(
1

N

N∑
t=1

∣∣∣∣
yt − ŷt

yt

∣∣∣∣
)

× 100% (27.5)
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Correlation coefficient (R),

R =
1
N

[∑N
t=1

(
yt − μyt

)(
ŷt − μŷt

)]
√

1
N

∑N
t=1

(
yt − μyt

)2√ 1
N

∑N
t=1

(
ŷt − μŷt

)2 (27.6)

Coefficient of determination (R2).

R2 =
[

1
N

[∑N
t=1 (yt−μyt )(ŷt−μŷt )

]
√

1
N

∑N
t=1 (yt−μyt )

2
√

1
N

∑N
t=1 (ŷt−μŷt )

2

]2

7).

Here.
N = Number of data points.
yt = Observed values at the time t.
μyt = mean of the observed values.
ŷt = Forecasted values at the time t.
μŷt = mean of forecasted value.

27.4 Results and Discussion

The results and discussion part shows the fitting of the monthly CPO price data of
Malaysia into four different configurations. In the first part, conventional GMDH is
applied on the monthly CPO price data. In second part, modified GMDH, in which
the transfer functions are employed into GMDH model. In the third part for hybrid
GMDH type neural network, the new input of monthly CPO price data obtained from
the discrete wavelet analysis is linked to themodified GMDHmodel, which is known
as hybrid wavelet modified GMDHmodel. In the fourth and last configuration a stan-
dard Box-Jenkins ARIMA (Autoregressive IntegratedMovingAverage) is employed
on the monthly CPO price data for comparison. The sample data involved of 443
observations of monthly CPO price of Malaysia. The measurement data covered a
duration of 37 years ranging from Jan, 1983 to Nov, 2019 and collected from the
Malaysian Palm Oil Board (MPOB).The time series data of monthly crude palm oil
price are measured in USD/Metric-Ton. The average monthly CPO price is 572.2,
whereas maximum monthly price is 1292.0 and minimum price was 197.0.

Figure 27.5a shows the predicted (fitted) values after using conventional GMDH
model formonthly crude palm oil price. The predicted values of conventional GMDH
model follow the same pattern of the original monthly CPO price of time series data.
The forecasted values of Conventional GMDH model for monthly CPO price of
time series data are given in Table 27.2. Figure 27.5b presents the scatter plot of
the optimal model between observed values (original/actual) and predicted values of
conventional GMDH model. The scatter plot shows a linear relationship with good
correlation coefficient (R) which is 0.9785 and coefficient of determination (R2)
which is 0.9570. The forecasting accuracy measurements of conventional GMDH
for monthly CPO price are determined by using the important statistical measure of
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Fig. 27.5 Conventional GMDH a monthly CPO price versus time and b scatter plot

Table 27.2 Forecasted values of the predicted models for monthly CPO price of Malaysia

Forecast values of monthly CPO price (Jan 1983–Nov 2019)

Point forecast 444 445 446 447 448

Months Dec 2019 Jan 2020 Feb 2020 March 2020 April 2020

Conventional GMDH 670 677 689 771 708

Modified GMDH 705.0094 711.9125 714.5999 715.8732 716.3976

Hybrid wavelet modified GMDH 672.6053 676.9862 674.2843 669.0750 663.2505

ARIMA (7, 1, 7) 745.3897 765.4715 788.9943 808.6615 805.2089

errors such as mean absolute error (MAE), root mean square error (RMSE), MAPE
(mean absolute percentage error) and performancemeasurements such as correlation
coefficient (R) and coefficient of determination (R2). The statisticalmeasures of errors
(accuracy measurements) of conventional GMDHmodel are measured carefully and
given in Table 27.6.

Figure 27.6a shows the predicted (fitted) values after using modified GMDH
model for monthly CPO price. In modified GMDH type neural network, transfer
functions such as sigmoid, radial, tangent and polynomial are employed to improve
the prediction accuracy of conventional GMDH using R programming language
and GMDH package. The predicted values of modified GMDH model are in good
understandingwith the originalmonthlyCPOprice of time series data. The forecasted
values ofmodifiedGMDHmodel formonthly CPO price of time series data are given
in Table 27.2. Figure 27.6b presents the scatter plot of the optimal model between
observed values (original/actual) and predicted values of modified GMDHmodel. A
scatter plot shows a linear relationship with good correlation coefficient (R) which
is 0.9840 and coefficient of determination (R2) which is 0.9682. The forecasting
accuracy measurements of modified GMDH for monthly CPO price are determined
by using the important statistical measures of errors such as mean absolute error
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Fig. 27.6 Modified GMDH a monthly CPO price versus time and b scatter plot

(MAE), root mean square error (RMSE), MAPE (mean absolute percentage error)
and performance measurements such as correlation coefficient (R) and coefficient of
determination (R2). The statistical measures of errors (accuracy measurements) of
modified GMDH model are measured and given in Table 27.6.

In order to enhance the performance of the model, a hybridization of two different
models are made by combining a discrete wavelet transform (DWT) and modified
GMDHmodel. The wavelet analysis has been first applied to decompose the original
monthly CPO price data after the simulation code ofMat-lab programming language
into approximate (As) and details (Ds) components. As the decomposition of data is
a finite step and to obtain acceptable results by using a certain level decomposition
using the formula M= int[log(N)], where N represents length of monthly CPO price
time series data, int represent for integer numbers and M represents level of decom-
position [43]. Thewavelet analysis used in this study based on 3 level decomposition.
Figure 27.7a represents the plot of original monthly CPO price data series, where
Fig. 27.7b–d have shown the details components (D1, D2 & D3) and Fig. 27.7e
has shown the final approximate component (A3) as discussed in the methodology
section. Figure 27.7f represents the summation plot of the most effective compo-
nents (D2 + D3 + A3), which are determined by using correlation coefficient (R)
or coefficient of determination (R2) as shown in Table 27.3. Figure 27.7f has been
constructed as a new model input after the summation of most effective components
of wavelet analysis, which are used as a clean and pure data for the hybrid wavelet
modified GMDH model.

Figure 27.8a shows the predicted (fitted) values after using hybrid wavelet modi-
fied GMDH model of monthly crude palm oil price. The predicted values of hybrid
wavelet modified GMDHmodel are in good understanding with the original monthly
CPO price of time series data. The forecasted values of hybrid wavelet modified
GMDH model for monthly CPO price of time series data are given in Table 27.2.
Figure 27.8b presents the scatter plot of the optimal model between observed values
(original/actual) and predicted values of hybrid wavelet modifiedGMDHmodel. The
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Fig. 27.7 Discrete wavelet decomposition of monthly CPO price into details (Ds) and approximate
(As) components

Table 27.3 The correlation
coefficient between discrete
wavelet component and actual
CPO price (Jan 1983–Nov
2019)

Wavelet components R R2 R2(%)

D1 0.0851 0.0072 0.72

D2 0.1257 0.0158 1.6

D3 0.1350 0.0182 1.8

A3 0.9832 0.9667 96.67
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Fig. 27.8 a Crude palm oil prices versus time of hybrid wavelet-modified GMDHmodel, b scatter
plot of hybrid wavelet-modified GMDH model

scatter plot shows a linear relationship with good correlation coefficient (R) which
is 0.9907 and coefficient of determination (R2) which is 0.9815. The forecasting
accuracy measurements of hybrid wavelet modified GMDHmodel for monthly CPO
price are determined by using the important statistical measures of errors such as
mean absolute error (MAE), root mean square error (RMSE), MAPE (mean abso-
lute percentage error) and performance measurements such as correlation coefficient
(R) and coefficient of determination (R2). The statistical measure of errors of hybrid
wavelet modified GMDH model are measured and given in Table 27.6.

The comparative study of the hybrid wavelet modified GMDH with individual
GMDH models and also with Box-Jenkins ARIMA model have been performed.
The Box-Jenkins ARIMA (p, d, q) model of monthly CPO price data of Malaysia
from January 1983 toNov 2019 shows a non-stationary trendwith time. To handle the
non-stationary issue, the unit root test known as augmented Dickey-Fuller (ADF) test
is used. ADF test is most frequently used to check the stationarity of time series data.
From the ADF results of the monthly CPO price data given in Table 27.4, it has been
clearly shown that the data set of time series obtained stationarity after taking the first
difference, which represents as the alternative hypothesis is accepted, while the null

Table 27.4 Unit root ADF
Test for monthly CPO price
data (Jan 1983–Nov 2019)

Data: Xt = CPO For d = 0

Dickey-fuller =–3.1829 Lag order = 7 p-value = 0.0909

Rejecting alternative hypothesis [(Ha): stationary], accepting
null hypothesis (H0): non-stationary

Data (overall): Xt − Xt−1 = CPO For d = 1 (1st difference
p-value)

Dickey-fuller = −8.508, Lag order = 7 p-value = 0.01

Accepting alternative hypothesis [(Ha): stationary], rejecting
null hypothesis [(H0): non-stationary]
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hypothesis is rejected. Thus, there is no need for further differencing the time series
and we have adopted d = 1 for our ARIMA (p, d, q) model. ARIMA (7, 1, 7) models
are build based on ACF and PACF plots with the lowest Akaike Information Criteria
(AIC) value. Figure 27.9a shows the fitted (predicted) values of statistical ARIMA
(7, 1, 7) model for monthly CPO price of time series data. The forecasted values of
ARIMA (7, 1, 7) model for monthly CPO price of time series data are given in Table
27.2. Figure 27.9b presents the scatter plot of the optimal model between observed
values (original/actual) and predicted values of ARIMA (7, 1, 7) model. The scatter
plot shows a linear relationship with good correlation coefficient (R) which is 0.9859
and coefficient of determination (R2) which is 0.9719. The estimated coefficient
parameters and their standard errors of fitted ARIMA (7, 1, 7) model for the monthly
CPO price are shown in Table 27.5. The table has been shown the selected values of
good estimation coefficient and lowest AIC value for ARIMA (7, 1, 7) model with
(p = 7, d = 1 and q = 7) and therefore the selected model could be most suitable
predictive model for forecasting the future values of monthly CPO price time series
data. The statistical measure of errors (accuracy measurements) of ARIMA (7, 1, 7)
model are measured carefully and given in Table 27.6. The diagnostic test of ARIMA
model for the monthly CPO price is shown in Fig. 27.10. The time series plot of the
standardized residuals indicates that there is no trend in the residuals, while ACF
of the residuals shows no significant autocorrelations which indicates a good result.
Based on the Ljung-Box statistics, the p-value of ARIMA (7, 1, 7) model greater
than 0.05 indicates that there is no autocorrelation in the residuals and the models
are adequate.

Fig. 27.9 a Crude palm oil prices versus time of ARIMA (7, 1, 7) model and b scatter plot of
ARIMA (7, 1, 7) model
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Table 27.6 Comparison of forecasting accuracy (fit) of monthly CPO price of Malaysia

Accuracy (fit) of monthly CPO price data (Jan1983–Nov 2019)

Model MAE RMSE MAPE R R2

Conventional GMDH 33.1849 48.4489 5.9850 0.9785 0.9570

Modified GMDH 28.8580 41.5307 5.2733 0.9840 0.9682

Hybrid wavelet modified GMDH 21.0506 31.5526 3.9860 0.9907 0.9816

ARIMA 28.2005 39.0313 5.1434 0.9859 0.9719

Fig. 27.10 Diagnostic test of ARIMA (7, 1, 7) model for monthly CPO price data (Jan 1983–Nov
2019

27.5 Comparison of Forecasting Accuracy Measurements

The purpose of this study is to expand modeling and forecasting of monthly CPO
price ofMalaysia based on the forecasting accuracy measurements of hybrid GMDH
neural network, individual GMDH and ARIMA models. The forecasted values and
their accuracy measurements of monthly CPO price of Malaysia for hybrid GMDH
neural network, individual GMDH and ARIMA model are given in Tables 27.2 and
27.6 respectively. Table 27.6 presents the comparison of forecasting accuracy of the
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fitted models. The capabilities of hybrid GMDH neural network, individual GMDH
and ARIMA models in modelling and forecasting the monthly CPO price are deter-
mined by using Mean Absolute Error (MAE), Root Mean Squared Error (RMSE),
MAPE, correlation coefficient (R) and coefficient of determination (R2). The results
of hybrid wavelet modified GMDHmodels have shown an improvement over statis-
tical ARIMA model with 25.35%, 19.16% and 22.50% reduction in MAE, RMSE
and MAPE values respectively. The obtained results of the comparison show that
the hybrid wavelet-modified GMDH neural network is more accurate and performed
better than ARIMA model and individual GMDH neural network.

27.6 Conclusion

Modelling and forecasting of monthly CPO price of Malaysia based on the fore-
casting accuracymeasurements of hybrid GMDHneural network, individual GMDH
andARIMAmodels have been investigated. The discrete wavelet transform has been
successfully selected as a pre-processed clean and pure data of model inputs and was
linked with modified GMDH neural network. Modified GMDH model has been
performed a better data trainer due to the advantages of simultaneous use of transfer
functions for non-linear data. The accuracy measurements of hybrid GMDH, indi-
vidual GMDH and ARIMA models have been determined by using MAE, RMSE,
MAPE, R and R2. The results of hybrid GMDH type neural network have shown
an improvement over statistical ARIMA model with 25.35%, 19.16% and 22.50%
reduction in MAE, RMSE and MAPE values respectively. The obtained results of
the comparison show that the hybrid wavelet-modified GMDH neural network has
performed better result than ARIMA model and individual GMDH neural network.
The proposed hybrid wavelet modified GMDH model has been proved more effec-
tive and efficient way to improve the forecasting accuracy and will be suitable for
practical applications.
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Chapter 28
Analyzing of Traffic Accidents in Skudai
City Using Stochastic Models

Teng Mun Jing and Rohayu Mohd Salleh

Abstract This study aims to investigate the pattern of traffic accidents in Skudai,
Johor. Due to the lack of comprehensive public transportation development in Skudai
area, the number of registered vehicles have increased dramatically, also the number
of traffic accidents. The data is provided via Ibu Pejabat Polis Daerah Johor Bahru
(Utara), Skudai from 2015 to 2019. Data scopes were divided into number of daily
accidents, number of daily fatal accidents, and number of daily fatal victims. Data
visualization and descriptive statistics were used to analyse the pattern and summa-
rization of the daily accidents. Thus, estimating accident parameters such as daily
accident rate, daily accident hazard level, daily fatal accident probability, and daily
fatal victim rates are critical for trafficmanagement. Three stochasticmodels are used
to estimate those parameters: the Generalized Poisson (GP) distribution, the Gener-
alized Poisson-Quasi Binomial (GPQB) distribution, and the Generalized Poisson-
Generalized Poisson (GPGP) distribution. The goodness-of-fit test was used to eval-
uate if the models were statistically significant fit to the data. The findings demon-
strate that while the general accident rate and accident hazard level increased gradu-
ally, the likelihood of fatal accidents and the rate of fatal victims dropped in Skudai.
The GP model was only significantly fitted in 2017 and 2019, whereas the GPGP
model was only significant fitted in 2017. The GPQB model resulted that there was
no significantly fitted in all of the years.
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28.1 Introduction

28.1.1 Background of the Study

Nowadays, road transportation plays an essential role in economic development,
logistics, tourism industry, and others [1]. The advantages of this mode of transporta-
tion such as lower investment required and cheaper cost, but the negative impact is
a higher number of road accidents which may lead the problems in socio-economic
and public health. Road accidents may affect by the larger population and higher
registered vehicles [2]. In Johor, there has a higher number of road accidents from
2009 to 2018 [3].

Skudai is part of the developing area in Johor and a suburb in Iskandar Puteri,
Johor Bahru. The lack of railway transportation development such as LRT, MRT,
or Monorail in Skudai forced people to own their vehicles in order to arrive at their
destination. This scenario will cause an increasing number of registered vehicles,
traffic jams, or road accidents in this society. These factors would make the traffic
situation more complicated to determine the pattern of daily road accidents.

It is important to understand the pattern of traffic accident events and subsequently
decrease the number of road accidents. Therefore, this study aims to have a better
understanding of the pattern of unexpected phenomena for daily traffic accidents.
In order to have a more comprehensive understanding of the occurrence of daily
accidents, this study is focused on the accident parameters, which are daily accident
rate, daily accident hazard level, probability of daily fatal accidents, and daily fatal
victim rate by using the method of moments to estimate the parameters. Through
this study, there is vital for the authority in traffic management to be able to take
necessary actions for reducing the quantity and quality of traffic accidents based on
the condition of Skudai [4].

28.2 The Objectives of the Study

In this study, the stochastic models would be applied to determine the behaviour of
the parameters. Using the stochastic models, at least three objectives are expected to
achieve. The first is to explain accurately the accidents parameters, to estimate those
parameters for Skudai city based on actual data, and to measure the accuracy of the
model by conducting a goodness of fit test. The remaining of this study is organized as
follows. Section 28.2 presents the researchmethodology used to perform the analysis
along with the dataset. Section 28.3 presents the results and Sect. 28.4 concludes the
study with some direction for future work.



28 Analyzing of Traffic Accidents in Skudai City … 311

Table 28.1 Description of variables

Group Variables Descriptions

X Year Year for the daily accidents occurred

Number of accidents, X Number of daily accidents occurred in one day per year

Number of days Number of days that occurred the accidents in the
following year

Y Year Year for the daily fatal accidents occurred

Number of fatal accidents, Y Number of daily fatal accidents occurred in the daily
accidents

Number of days with X Number of days that occurred the fatal accidents in the
daily accident

Z Year Year for the daily fatal victims occurred

Number of fatal victims, Z Number of daily fatal victims occurred in the daily
accidents

Number of days with X Number of days that occurred fatal victims in the daily
accident

28.3 Methodology

28.3.1 Data Collection

In this study, Skudai daily accidents data was collected via Ibu Pejabat Polis Daerah
Johor Bahru (Utara), Skudai from 2015 to 2019. The data categorized into three
groups X, Y and Z. Data in group X is the number of daily accidents, data in group
Y is the number of daily fatal accidents, and data in group Z is the number of daily
fatal victims. Table 28.1 shows the description of variables among the three tables.

28.4 Data Visualization

In this study, the data visualization technique is applied to produce the graphical
chart for data in Table X, Table Y, and Table Z. The aim is to visualize the trends,
outliers, and patterns of data from 2015 to 2019. The R software is used to present
the results.

28.4.1 Descriptive Statistics

Descriptive statistics are the procedure to summarize the collection of data describing
what occurred in the observed data [5]. In this study, descriptive statistics are applied
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to produce the graphical charts and tables of summary. Two types of statistical
measures applied in this study are the measures of central tendency and the measures
of dispersion [6].

A measure of central tendency is to describe the data by determining the central
position within a set of data. It may also be classed as summary statistics. The
commonly used for the measure of central tendency are mean, mode, and median.
For the measures of dispersion, there is a statistic that implies the variability, scatter
or spread of the data. In this study, the standard deviation, kurtosis, and skewness
are focused on explaining the pattern of occurrence of road accidents.

28.4.2 Stochastic Modelling

Stochastic modelling is a mathematical model that uses in the forecast, planning,
control, or “understanding” the behaviour of the occurrence event to produce a
specified outcome [7]. It also a quantitative description that reflected the natural
phenomena [8]. Stochastic modelling due to the behaviour of traffic accidents that
follows the stochastic process.

Three stochastic models adopted in this study, Generalized Poisson (GP) distri-
bution, Generalized Poisson-Quasi Binomial (GPQB) distribution, and Generalized
Poisson-Generalized Poisson (GPGP) distribution. Each of the distributions having
different roles in explains the parameter. The GP distribution used for the daily
accident rate and accident hazard level. Meanwhile, the GPQB distribution and the
GPGP distribution for the probability of fatal accidents and daily fatal victim rate.
Then, these three stochastic models tested in the Goodness-of-fit test to calculate the
expected values for the dataset.

28.4.3 Generalized Poisson Model

This study is applied to a different Poisson model called Generalized Poisson Distri-
bution (GPD) defined by [9]. In GPD, it involved a two-parameter family that will
provide a better fit to data. This study is focused on the accident rate and accident
hazards level as the parameters of the distribution. Let assume X is a discrete variable
and denote the number of daily accidents during the interval period. If the study is
focused on the accident rate parameter only, which is equivalent to the assumption
that the occurrence of accidents in a random pattern, then it is an appropriate way to
apply the Poisson process in this study [4]. Let assume that all the possible outcome
of X with the space A = {0, 1, 2 …}. If the two parameters as the accidents rate (θ)
and accident hazard level (λ), X has followed the probability density function. Thus,
the notation can be written as X ~ GP (θ, λ). Hence, the function as follows:
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f (x) = θ(θ + xλ)x−1e−(θ+xλ)

x ! (28.1)

where x is in A and θ > 0 [9]. The mean and variance of X are respectively,

μx = θ(1− λ)−1 and σ 2
x = θ(1− λ)−3 (28.2)

There have some relationships of the hazard level of accident, λwith the different
situations.When λ= 0, then it implies that the phenomenon as “no effort” to be done
as avoiding an accident. Meanwhile, the occurrence of the accident is in a random
pattern. When λ < 0, then it implies that there has an effort from the road users to
reduce an accident occurred. Meanwhile, there has a certain pattern of road users’
behaviour to avoid the occurrence of accidents. When λ > 0, it implies that there is
no effort to reduce an accident from the road users. In other words, if the value of
λ > 0 is larger, then the level of many hazards in increasing the number of traffic
accidents is higher.

28.4.4 Probability of Fatal Accidents

Probability is a chance of the occurrence of events [10]. This study is concerned
with the probability of fatal accidents. This is because the fatal accident is one of
the leading deaths in Malaysia. For the previous illustration of X, let say that the
random variable X is X = x, where x is the number of days with X (number of
accidents), and suppose let Y denote as the number of fatal accidents. The interval of
Y is B = {0, 1, 2, …, x}. It indicated that the number of fatal accidents is based on
daily accidents that occurred. Hence, this section will discuss the probability of fatal
accidents with the distribution of the number of fatal accidents, Y among the number
of daily accidents, X. Let Y i defined as an indicator of random variables associated
with the ith accident as follows:

Yi =
{
Yi = 1, if the i th accident is fatal
Yi = 0, if the i th accident is non−fatal

where if P(Yi = 1) = pandP(Yi = 0) = q = 1 − p. The joint probability density
function � (x, y) by [11] as follows:

φ(x, y) = θ2 pq(θp + yλ)y−1(θq + (x − y)λ)x−y−1 exp(−(θ + xλ))

(x − y)!y! (28.3)

where x in A, y in B, 0 < p < 1, θ > 0 and θ + xλ > 0. Equation 28.3 consists of three
parameters θ, λ, and p and this bivariate distribution of X and Y is called Generalized
Poisson-Quasi Binomial (GPQB) distribution. Thus, this can briefly be written as
GPQB (θ, λ, p). The mean and variance of Y are respectively,
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μY = θp(1− λ)−1 and σ 2
Y = θp(1− λ)−3 (28.4)

28.4.5 Fatal Victim Rate

The fatal victim is from fatal accidents. This study concerned the daily accidents of X
= x in a given interval of time which have been mentioned in the previous subsection
of this study. Let consider Zi denotes as the random variables associated with the
rate of fatal victims in the ith accident where i = 0, 1, 2, …, x which was mentioned
by [12]. In this subsection, Zi of accident hazard level, λ will be assumed to follow
the Poisson model. Thus, the interval of Zi will be A = {0, 1, 2, …} which is the
same as the interval of X. Furthermore, let η represents the rate of fatal victims. So,
Zi can be briefly as Zi~ GP (η, λ). The formula is referred to by [12] as follows:

δ(x, z) = θη(θ + xλ)x−1(xη + zλ)z−1

(x − 1)!z! (28.5)

where x and z in A and θ+ xλ+ xη+ zλ > 0. Therefore, this bivariate distribution X
and Z called Generalized Poisson-Generalized Poisson (GPGP) distribution. Since
the joint distribution has parameters θ, λ, and η, hence, the notation can be briefly
as GPGP (θ, λ, η). The mean and variance of Z are respectively,

μz = θη(1− λ)−2 and σ 2
z = θη(1− λ + η)(1− λ)−2 (28.6)

28.4.6 Parameter Estimation

Parameter estimation is the process of making inferences about the parameters and
estimating the parameters of a selected distribution. In this study, the parameter
estimation would be used to estimate those parameters of daily accident rate (θ),
accident hazard level (λ), daily fatal victim rate (η), and the probability of daily
fatal accident (p). All the mean and variance of Eqs. 28.2, 28.4, and 28.6 are non-
linear functions of those parameters. Since the maximum likelihood method of equa-
tions is more complicated to estimate those parameters, thus, the method of moment
will be used instead of the maximum likelihood estimators. Let X1, X2, · · · , Xm,
Y 1,Y 2, · · · ,Yn and Z1, Z2, · · · , Zk be random samples respectively fromX, Y, and
Z of the sizem, n, and k. Hence, the sample means and sample variance are as follows
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X = 1

m

m∑
i=1

Xi ,Y = 1

n

n∑
i=1

Yi , Z = 1

k

k∑
i=1

Ziand S2X = 1

m − 1

m∑
i=1

(Xi − X)
2

(28.7)

The sample means are unbiased estimators of μX , μY and μZ while the sample
variances are also unbiased estimators of, σ 2

Y and σ 2
Z . In order to apply the method of

moment, the statistics need to construct with the following equations first as follows:

X = θ̂

1− λ̂
, S2X = θ̂(

1− λ̂
)3 ,Y = θ̂ p̂

1− λ̂
, Z = θ̂ η̂(

1− λ̂
)2 (28.8)

Therefore, Eq. 28.8 is obtained from the estimators. The moment estimators are
referred to by [12] as follows:

θ̂ = X
(
1− λ̂

)
, λ̂ = 1−

√
X

sx
, η̂ =

Z
(
1− λ̂

)2

θ̂
, and p̂ = Y

X
(28.9)

28.4.7 Goodness of Fit Test

The goodness-of-fit test is a non-parametric test. The purpose of this test is to figure
out whether the model is significantly fits the observed data. This study used the
Goodness-of-Fit test for the distribution of X, Y, and Z, which are the basic models,
by using the chi-square distribution to carry out the results. The goodness-of-fit test
is examined the GP model which is the distribution of daily accidents, X as the
basic model. The GPQB model is tested which is the distribution of fatal accidents,
Y as the basic model. For the GPGP model, the goodness of fit test is conducted
for the distribution of Z which is the fatal victims as the basic model. The values of
parameters are substituted into the basic model of the equations to obtain the estimate
of the probability values in each year of observed data. The expected values have used
the estimate of probability values multiplied by the number of days in each year. The
test statistics value was calculated by using the observed values and expected values.
The decision will use the p-value to decide whether the null hypothesis is rejected.
If the p-value is greater than 0.05, so it can be concluded that the null hypothesis
cannot be rejected, the model is significantly fitted to the observed data.
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28.5 Results and Discussions

28.5.1 Occurrence of Accidents

For the number of daily accidents, Fig. 28.1 shows the results of the bar chart to
visualize the pattern of the accidents occurred. To support this finding in the bar
chart, the descriptive statistics of the number of daily accidents is presented in Table
28.2.

Based on Fig. 28.1, there have frequently occurred road accidents above 10 days
between 7 and 20 cases per day in 2015, 2016, and 2017. In 2018 and 2019, there
have frequently occurred road accidents between 9 and 26 cases per day, which has

Fig. 28.1 Number of daily accidents from 2015 to 2019 in Skudai

Table 28.2 Descriptive statistics of daily accidents in Skudai

Years Total daily accident Mean Standard deviation Kurtosis Skewness

2015 4781 13.0986 5.3356 0.4616 1.1722

2016 5313 14.5164 5.7561 –0.5687 0.8829

2017 4963 13.5973 5.4601 0.1353 1.1217

2018 6732 18.4438 7.0411 –0.0927 0.8845

2019 6265 17.1644 6.4459 –1.2398 0.5207
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above 10 days among 365 days. It can also visualize that there was a bell shape in
2015, 2017, and 2018, but there was not an asymmetrical shape in 2015 and 2017
while there was more symmetry shape in 2018. It indicated that there have more
frequently occurred road accidents in 2018 in Skudai. In 2016 and 2019, the pattern
of the charts will more flat than in other years.

Moreover, there has an outlier in 2015 and 2016 respectively, which was 38 cases
per day of road accidents in Skudai. In 2019, there has a point far away from all
of the data points, which was located at 42 cases of accidents per day as the most
serious number among these five years.

Among these five years, the highest total number of daily accidents is in 2018,
which is 6732 cases, but the lowest total number of daily accidents is in 2015 with
4781 cases. Since the cases of accidents are decreased in 2019, the total number
of accidents still has a highest record of above 6000 cases. The mean was affected
by the total number of accidents, if there have a higher number of accidents, so the
mean will be affected to be higher values. The largest standard deviation is in 2018 as
7.0411 because the data points are more spread out from the mean. It is also affected
by the higher value of the mean. The standard deviation in 2015 is 5.3356, which is
the lowest. It indicates that the data points are closely clustered to the mean. In 2016
and 2017, the standard deviation is 5.7561 and 5.4601 respectively.

In 2015, the value of kurtosis is 0.4616 as greater than zero, which indicates that
the tail of the distribution is heavy which means that the outliers are presented. Based
on Fig. 28.1, the outlier in 2015 can be determined at 38 cases of daily accidents in
one day. Since the kurtosis value in 2017 is 0.1353 which is closer to zero, it may
assume that is a normal distribution. In 2016, 2018, and 2019 of kurtosis values,
there are less than zero as negative kurtosis. This can be concluded that the tail of
the distribution is light and flatter than a normal curve, which implied that there may
no outlier. Since all the values of skewness from 2015 to 2019 are positive, then the
data are skewed right. In 2015 and 2017, the values of skewness are greater than 1,
so the data are highly skewed to the right. Meanwhile, in 2016, 2018, and 2019, the
values of skewness are between 0.5 and 1. This can be concluded that the data are
moderately skewed to the right in those three years. All of the year is only one day
without any road accident, except in 2019. It revealed that Skudai has occurred road
accidents every day in 2019.

Among 365 days in 2015, the highest number of days that occurred accidents
is 38 days with 13 cases of accidents. This implied that there have 494 cases of
accidents. In 2016, there have 28 days with 11 cases, 12 cases, and 14 cases of
accidents as the highest number of days. Besides, the highest number of days in
2017 is 37 days with 13 accidents. In 2018 and 2019, the highest number of days that
occurred accidents is 29 days at 18 cases of accidents and 25 days that have involved
in 21 cases of accidents per day. Next, the highest number of accidents in one day is
38 cases in 2015 and 2016. In 2017, there have 33 cases of accidents that occurred in
one day. The highest daily accident in 2018 was 39 cases while in 2019, there have
42 cases as the most serious number of accidents in one day. It can be concluded that
an increasing trend of daily accidents from 2015 to 2019.
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For the number of daily fatal accidents, the results of grouped bar chart showed in
Fig. 28.2 to visualize the pattern of the fatal accident that occurred with the number
of days in Skudai. To support the finding in the bar chart, the summary of statistics
for the fatal accidents is presented in Table 28.3.

Table 28.3 shows there have eight cases of fatal accidents from the accidents
in 2015. Besides, the highest total of fatal accidents is 18 cases in 2016. In 2017,
there have 10 cases of total fatal accidents in Skudai area. 12 cases of fatal accidents
happened in 2018. In 2019, there have 9 cases of fatal accidents within 6265 cases of
total daily accidents. The mode and median are zero because most of the days with
daily accidents did not have fatal accidents. Thus, it is obtained a good result for less
cases of fatal accidents in Skudai area. The highest number of days that occurred fatal

Fig. 28.2 Number of daily fatal accidents from 2015 to 2019 in Skudai

Table 28.3 Summary of daily fatal accidents in Skudai

Years Total fatal accidents Mode Median The highest number of days that
occurred fatal accidents

2015 8 0 0 1

2016 18 0 0 4

2017 10 0 0 2

2018 12 0 0 3

2019 9 0 0 4
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accidents in 2016 and 2019 are four days among 366 days and 365 days respectively.
In 2018, there have three days occurred fatal accidents as the highest number of days.
Thus, it can be concluded that the number of fatal accidents from 2016 to 2019 is
reduced. It reflects those fatal accidents in Skudai have a decreasing trend to avoid
fatal accidents for every road user.

The bar charts of legends for Y = 0 implied that is no fatal accident while Y
= 1 implied that has fatal accidents. Figure 28.2 shows that there had fewer fatal
accidents in 2015, but there have higher fatal accidents cases in 2016. The highest
number of fatal accidents was four cases while the second-highest was three cases
in 2016. In 2017, it can visualize that the fatal accidents were decreased. In 2018,
the number of fatal accidents was increased again and the highest number of fatal
accidents was three cases. There were decreased cases of fatal accidents in 2019,
but the highest fatal accidents were four cases from the daily accidents. It can be
indicated that a decreasing trend of fatal accidents in Skudai among these five years.

For the number of daily fatal victims, the results of grouped bar chart showed in
Fig. 28.3 to visualize the pattern of the fatal victims that occurred with the number
of days in Skudai. To support the finding in the bar chart, the summary of statistics
for the fatal victims is presented in Table 28.4. The bar charts of legends for Z = 0
implied that is no fatal victim, Z = 1 implied that has one fatal victim and Z = 2
indicated that has two fatal victims in fatal accidents.

Fig. 28.3 Number of daily fatal victims from 2015 to 2019 in Skudai
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Table 28.4 Summary of daily fatal victims in Skudai

Years Total fatal victims Mode Median The highest number of days that
occurred fatal victims

2015 8 0 0 1

2016 19 0 0 Z = 1(4), Z = 2 (1)

2017 11 0 0 Z = 1(2), Z = 2 (1)

2018 12 0 0 3

2019 9 0 0 4

Figure 28.3 shows that there had a fewer number of fatal victims in 2015, but
there have higher fatal victims who lost their lives in the road accidents in 2016. In
2017, it visualized that the fatal accidents were decreased. Based on Fig. 28.3, there
have two fatal victims in the fatal accidents in 2016 and 2017. However, the fatal
accidents were increased again in 2018 as well as there was decreased in 2019. It
can be obtained that a decreasing trend of fatal victims in Skudai from 2015 to 2019.

Based on Table 28.4, the total number of fatal victims were involved eight people
in 2015. In 2016, there have 19 fatal victimswhich is the highest number of daily fatal
victims among the five years. Besides, the total number of fatal victims in 2017 is 11
people while in 2018 is 12 people. In 2019, there has a decreasing trend for the total
of fatal victims as only nine people. Other than that, the mode and median are zero
from 2015 to 2019. It is because most of the days did not have any fatal accidents,
so there would not have fatal victims caused by road accidents. The highest number
of days that has the fatal victim in 2015 is only one day, which means that there has
only one fatal victim involved in each of the fatal accidents. In 2016 and 2017, there
only one day has two fatal victims from the accidents. Besides, the highest number
of days for daily fatal victims in 2018 is three days while in 2019 is four days. As a
conclusion, this can be concluded that the number of fatal victims was decreased in
Skudai from 2016 to 2019.

28.5.2 Parameter Estimate

According to Eq. 28.9, this study applied the method of moment to estimate
θ̂ , λ̂, η̂and p̂ of parameters. Table 28.5 shows that the four parameters of the
estimation from 2015 to 2019 in Skudai.

For the daily accident rate (θ̂ ), it fluctuated from 2015 to 2019. There is 8.8850
in 2015 to 9.6086 in 2016, which is increased, then in 2017 is 9.1828 as decreased.
Besides, there is increased to 11.2496 in 2018 and decreased to 11.0321 in 2019.
The overall result obtained that the daily accident rate was increased among the five
years, which implied that the daily accidents in Skudai rose. For accident hazard level
(λ̂), the results presented the fluctuated pattern from 2015 to 2019, but the overall
result showed slowly increased in Skudai. Since all the values of accident hazard
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Table 28.5 Parameter estimate θ̂ , λ̂, η̂ and p̂

Estimators Years

2015 2016 2017 2018 2019

θ̂ 8.8850 9.6086 9.1828 11.2496 11.0321

λ̂ 0.3217 0.3381 0.3247 0.3901 0.3573

η̂ 0.0011 0.0024 0.0015 0.0011 0.0009

p̂ 0.0017 0.0034 0.0020 0.0018 0.0014

levels are greater than zero, it indicated that there has no effort done by road users
to reduce the accidents. In 2015, the daily fatal victim rate (η̂) is 0.0011 in 2015.
This rate rose to 0.0024 in 2016 and dropped in 2017, which is 0.0015. After that,
there is decreased to 0.0011 in 2018 and decreased to 0.0009 in 2019. Although
this rate is increased in 2016, there is reduced from 2017 to 2019. It indicated that
was reduced the leading cause of death of road accidents in Skudai. The probability
of daily fatal accidents ( p̂) is increased from 2015 to 2016, which are 0.0017 and
0.0034 respectively. However, this probability dropped from 2017 as 0.0020 to 2018
as 0.0018, then decreased again to 0.0014 in 2019. Since the probability of daily fatal
accidents is decreased followed by years. Thus, this is implied that the road users
have paid attention and responsible when using the vehicles on the roads to avoid
fatal accidents.

28.5.3 Goodness of Fit Test

Three stochasticmodels have applied to investigatewhether themodel is significantly
fit to the observed data. Based on the GP model, the model used the number of daily
accidents as observed. The result shows only 2017 and 2019 are significantly fit to
the GP model. However, the GP model is not appropriate for the observed data in
2015, 2016, and 2018. Hence, this condition did not have strong evidence to obtain
all of the years are fit to the GP model. For the GPQB model, data of the number of
daily fatal accidents are used as the observed data. The results present that all of the
p-values were less than 0.05 as 0.000. The test statistics values of the goodness-of-fit
test are very high because there have many zero data within the years when there are
no fatal accidents frequently happened. There is sufficient evidence to reject the null
hypothesis. Therefore, it concludes that the GPQB model is unsuitable to fit the data
of fatal accidents from 2015 to 2019.

Meanwhile, the GPGP model applied to the number of daily fatal victim datasets
as the observed data. The results showed that there only one year that the GPGP
model is fitted significantly to the data in 2017. Furthermore, the other years of
outcomes failed to fit with the GPGP model. It implied that the GPGP model is not
fitted significantly to the data in 2015, 2016, 2018, and 2019.
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28.6 Conclusion

The aim and the objectives are achieved in this research. The trend and pattern for
daily traffic accidents were visualized and shows some meaningful behaviours. The
findings from this research might help the authority in traffic management to take
the necessary actions for reducing the number of accidents and improve the quality
of the traffic based on the condition at Skudai.

In this study, the overall road accidents are increased from 2015 to 2019 in Skudai.
It also revealed that the highest case in 2019 is 42 cases of accidents in one day. This
finding resulted that the road accidents frequently occurred in Skudai recently. In
contrast, the total number of fatal accidents is dropped to less than ten cases. It
shows a good result for the reduction of the leading death for road accidents in
Skudai from 2015 to 2019. For parameter estimation, the overall accident rate is
increased from 2015 to 2019. It was obtained that the average of daily accidents is
increased in Skudai. The accident-hazard level is slowly increased, which indicated
that the road users no effort to reduce or avoid road accidents in five years as the
accident hazard level values are greater than zero. However, the probability of fatal
accidents and daily fatal victim rates are decreased because of the lower trend of
fatal accidents and only fewer people involved. It also obtained those drivers had
emphasized safety awareness of death when driving on the road. The finding of the
goodness of fit test presented the GPmodel is significantly fitted with 2017 and 2019
of daily accident data while the GPGP model is only fitted with 2017 of daily fatal
victim data. For the GPQB model, the result obtained that all of the variables are not
fitted with the model. This may reflect that the GPQB model is unsuitably applied
in the latest fatal accident data due to the less fatal accidents in Skudai.
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Chapter 29
The FGVH and GDEX Stock Price
Modeling Using ARIMA and Holt’s
Linear Trend Methods

Norhaidah Mohd Asrah , Rabia’tul Adawiyah Sua’aif,
and Nur Hazlina Abdul Wahab

Abstract Nowadays, stockmarket represents a company performance and an essen-
tial asset to promote an investment to the company. It is crucial to any company for the
reflection on the growth and fall of the company. It helps the company to attract more
investors when the stock is growing and can contribute to the growth of an econom-
ical state of a country. The analysis of the stock market price would be essential
to know the fluctuation of the stock market prices. When the company’s capital is
increase, it will be adequate for the growth of the company. Thus, it will attract more
investors to rise the economic trade, growth, and prosperity of the company. To boost
the confidence of investors to invest, it is important to study the stock price market
and find the suitable model so that the direction of the stock price can be determine.
Hence, this study focuses on two different type of industries stock market namely
Felda Global Ventures Holdings (FGVH) and GD Express Carrier Bhd (GDEX).
The plantation industry is represented by the FGVH stock market, while the services
industry is represented by the GDEX. The modeling of both stock price is studied
using the Autoregressive Model Integrated Moving Average Model (ARIMA) and
the model of exponential smoothing, Holt’s linear trend. The results revealed that the
best model for FGVH stock market is ARIMA (0, 1, 2) and for GDEX stock market
is the Holt’s linear trend with smoothing constant.
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29.1 Introduction

29.1.1 Background of the Study

The stock market is a set of markets and exchanges where regular operations such
as buying, selling, and issuance of publicly traded company shares take place [1].
Businesses could use stock trading to raise funds to pay off debt, introduce newgoods,
and expand operations. During rising or bull markets, businesses undertake capital
investments, which may lead to greater consumer spending. Increased consumer
spending may lead to economic growth since consumer spending in stock markets
is an important component of the gross domestic product [2]. Every stock price has
its own behavior and to estimate the stock price behavior that valuable in the market
and contributed to the future, there are a few theories that must understand [3]. For
instance, stockmarket performance is dependent on the fundamentalmacroeconomic
factors and a predictor for the expected performance [4]. Predicting the stock price
is critical since the stock price tends to reflect the state of the stock market, and
the stock market plays a critical role in boosting economic growth. Furthermore,
by correctly predicting the stock price, investors and corporations can invest at the
perfect time and benefit [1]. The use of time series analysis can aid in the prediction
of future occurrences, particularly in the commercial world. One of the major events
that will influence investors and corporations in the future is the time series of stock
price data.

Hence, this study focusses on the stock price of two different type of industries and
companies. The first stock price refers to the performance of the largest company that
produces palm oil as the main production known as Felda Global Venture (FGVH)
Holding Berhad [5]. Being the one of the largest plantations’ companies inMalaysia,
FGVH stock price forecasting is important to present the company market perfor-
mance. The stock price able to help a particular company to predict the financial
market analysis and usually used to determine the value of company stock for
upcoming days [6]. There are three main sectors in the FGVH, known as planta-
tion, sugar, and logistics. These sectors allowed greater convergence and open more
opportunities for collaboration and innovation in the future. Besides being the one
of the crude palm oil producers, the FGVH company also leading the refined sugar
producer in Malaysia with 585 domestic market share and over 2.25 million tons
annual capacity production of refined sugar [7]. Based on this reputation, the FGVH
stock price is important to present the company performance in the plantation sector
market. However, there is non-consistency and declining in the FGVH stock price
starting from 2013 until 2020 due to the several issues [6]. Therefore, it is crucial to
study the FGVH stock price performance to understand the behaviors and the value
of the stock price in the future.

The second company is GD Express Carrier Berhad (GDEX) [8]. This company
is active in the provision of express delivery, transport, rent of electronic devices to
relevant businesses, maintenance of facilities and properties, insurance, and logistics
services. InMalaysia, GDEXhas a large network coverage. GDEXprovides a variety
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of solutions to satisfy the needs of its customers. GDEX made a pre-tax profit of
RM1.1million in 2003, and it is currently preparing to list on theMalaysianExchange
of Securities Dealing and Automated Quotation (MESDAQ). After that, in 2005
GDEX stock was successfully listed on AceMarket of BursaMalaysia [9]. However,
in 2013 the GDEX stock code (0078) was planned to introduce the dividend policy
and seek the overseas development opportunities [10]. Nowadays, the investors are
confident to invest in GDEX stock price because of the high growth trend and the
cooperation with the international companies such as the Chinese giant internet, the
Alibaba Group Holding Ltd [9].

29.1.2 The Objectives of the Study

The objectives of this study are to analyze the FGVH andGDEX stock price by using
theARIMAandHolt’s linear trendmethods.When there is limited information about
the underlying data generation process or when there is no appropriate explanatory
model that ties the prediction variable to other explanatory factors, this modelling
method is highly beneficial [11]. The main discussion for this study is referred to
the studies from [5, 8]. Both studies have been conducted previously and yielded an
interesting result. It took our interest to reviewed and discussed both. The limitation
of this study is the analysis only focus on the FGVH and GDEX stock price only.
Based on these results, perhaps this study can provide more information whether
ARIMA and Holt’s linear trend are suitable to model different type of industries
stock price.

29.2 Methodology

29.2.1 Data Collection

The dataset for both stock price is collected from https://investing.com. The FGVH
stockprice data are collected from2nd January2015until 13th July 2020.Meanwhile,
the GDEX stock price data are collected from 2nd May 2017 until 31st March 2020.

29.2.2 The Box-Jenkins Method

In the preliminary study, the Box-Cox transformation is needed to transform a depen-
dent variable into normal shape and act as a logarithm that helps to stabilize the
time-series variance. The transformation from a non-stationary series to stationary

https://investing.com
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inmean and variance is important in the Box-Jenkinsmethod. The variance is consid-
ered not stable when the value of λ is not equivalent to 1. The value λ is known as
the transformation parameter [12]. Then, the stationarity of time series pattern will
give unpredictable patterns in the long- term period. Therefore, it is important to
ensure the stationarity of the time series pattern [13]. The ACF plot can be useful to
identifying the non-stationary time series. This step is the main step for identification
and parameter selection in time series model.

The unit root test as Augmented Dickey-Fuller (ADF) and Kwiatkowski-Phillips-
Schmidt-Shin (KPSS) can be used to check the stationarity. If the dataset is not
stationary, hence the differencing is required. Differencing is a repeated process until
the stationary time series is present. When there is no differencing is involved, the
abbreviation ARMAwill be used. The autoregressive model or usually called as AR
model inAutoregressive IntegratedMovingAverage (ARIMA) and an autoregressive
model of order p can be written as in (29.1):

yt = c + ∅1yt − 1 + ∅2yt − 2 + · · · + ∅pyt − p + et (29.1)

where yt are the original series, ∅’s called are the autoregressive parameters to be
estimated, c is the average of the changes between consecutive observations and
et refer to white noise. Moving average model used the past forecast errors in a
regression-like model or other words, MA model measure the adaptation of new
forecasts to the prior forecast errors [14]. Thus, the moving average model of order
q can be written as in (29.2):

yt = c + et + θ1et − 1 + θ2et − 2 + · · · + θqet − q (29.2)

InARIMA,model identification is required to choose the value of p, d and qwhere
refer to the autoregressive order, differencing and moving average order respectively
in ARIMA (p, d, q) model. The Autocorrelation Function and Partial Autocorrelation
Function (ACF and PACF) plots are used to estimates the p, d and q values. Using
both plots, the suitable values for order p and q for both models, AR and MA can
be identified adequately. In ARIMA, the term “integrated” refers to the inverse of
differencing. Equation (29.3) can be written as the first model:

y
′
t = c + ∅1y

′
t−1 + · · · + ∅p y

′
t−p + ∅1et−1 + · · · + ∅qet−q + et (29.3)

where y
′
t represent the differenced series and differencing may have been more than

one time. The predictors on the right side include both lagged yt values and lagged
errors. Combining the model may be intricate and challenging, but working using
backshift notation, as illustrated in (29.4), makes it easier:

1 − ∅1B − · · · − ∅p B
p)(1 − B)d yt = c + (1 + ∅1B + · · · + ∅q B

q)et (29.4)
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Table 29.1 The model
identification using ACF and
PACF patterns

Model ACF patterns PACF patterns

MA(q) Cut off after lag q Dies down or
exponentially decaying

AR(p) Dies down or
exponentially decaying

Cut off after lag p

The right-hand side refer to theMA(q)while left-hand side indicates theAR(p) and
d differencing, respectively. The parameter estimation is conducted due to determine
the possible appropriate model by involving the statistical tools such as Autocorrela-
tion Function (ACF) and Partial Autocorrelation Functions (PACF). Table 29.1 show
a guideline to identify the significant model using ACF and PACF patterns.

The most appropriate model is estimate and selected due to the lowest value
of Akaike’s Information Criterion (AIC), corrected Akaike’s Information Criterion
(AICc) and Bayesian Information Criterion (BIC). The complementary approaches
represented the residual analysis from the fitted model and equation of residual can
be written as in (29.5):

Residual = Actual value − Predicted value (29.5)

The residuals value should close to the white noise properties, due to the signif-
icant model and the parameter estimates are close to the actual values. Besides,
autocorrelation plot will be applied to see the further structure of the large correla-
tion value can be found. The small autocorrelation (ACF) and partial autocorrelation
(PACF) plot of residuals, thus the model will be considered as adequate model and
forecasts will be conducted.

29.2.3 The Holt’s Linear Trend Method

Holt’s linear trend method also known as Holt’s trend corrected exponential
smoothing, is one of the methods of exponential smoothing. It is used when the
time series is increasing or decreasing approximately (with a trend) at a fixed rate
[14]. This model involves a forecast equation and two smoothing equations which
are α and β. According to (29.6), it explains that if the parameter β0 and β1 are
slowly changing over time, therefore, regression will be used to future value of yt .

yt = β0 + β1t + εt (29.6)

There are two estimates, the level estimate and trend estimate as in (29.7) and
(29.8):

lt = αyt (1 + α)(lt−1 + bt−1) (29.7)
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bt = β(lt − lt−1) + (1 − β)bt−1t (29.8)

where lt represent an estimate of the level series at time t, α is a smoothing constant
for the level (0 ≤ α ≤ 1), bt denotes an estimate of the trend which is the slope of
the series at time t, followed by β indicates the smoothing constant for the trend (0
≤ β ≤ 1). The level estimate lt−1 is the estimate of the time series constructed in
period t − 1 called as the permanent component. The trend estimate, bt−1 which is
the estimates of the growth rate of the time series constructed in period t − 1, called
as trend component.

y
∧

+p(T ) = (lT + pbT ), (p = 1, 2, 3, . . . ) (29.9)

The point forecast made at time t for yT+p as in (29.9), where p-step-ahead forecast
is corresponding to the last value estimated level plus p times last estimated trend
value. Therefore, the forecast values for the next period are the linear function of p.

29.3 Results and Discussion

29.3.1 The Time Series Plot

The time series plot of FGVH stock price data is as Fig. 29.1a and the GDEX plot
as in (b). According to Fig. 29.1a, the FGVH stock price showed a downward cyclic
movement. It decreased drastically for the first 500 days, from RM4.00 to RM2.00.
Then, the stock has stable price between RM1.00 to RM2.00 for next 1000 days.
Then, the stock price drops to less than RM1.00. Meanwhile, the time series plot for
GDEX stock price in (b), it also shows a downward trend and seasonality pattern.
The stock price decreased from the beginning and reached the lowest price which is
RM0.205 in March 2020.

The result for normality test of FGVH stock price is not normal since Fig. 29.2a
show the p-value is less than 0.005 Thus, the square root transformation of Box-Cox
transformation was conducted to stabilize the variance. Based on the Fig. 29.2b,
the optimal lambda is equal to 1 which indicate that the data is normal and the
transformation data equivalent to original data. At the same time, the stock price for
GDEX is also not normal as in Fig. 29.2c. After the square root transformation of
Box-Cox, noticed that the optimal lambda is equal to 1 as in Fig. 29.2d and no further
transformation is required.

Next, the stationarity for both stock price is analyzed and need differencing since
both stock price is not stationary. The ACF and PACF plots for both stock price after
differencing can be referred to Fig. 29.3. The autocorrelation function (ACF) and
partial autocorrelation function (PACF) then are used to estimate the parameters of
ARIMA. ACF and PACF plot used to indicate the appropriate value for p and q. The
data may follow an ARIMA (p, d, 0) model or AR model if ACF and PACF plots
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Fig. 29.1 The time series plot of FGVH stock price (a) and GDEX stock price (b)

is exponentially decaying or sinusoidal. There is also a significant spike at lag p but
none beyond the lag p. While for ARIMA (0, d, q) model or MA model if the PACF
plot is showing the exponentially decaying or sinusoidal pattern and there is also a
significant spike at lag q but none beyond lag q.

Figure 29.3a for FGVH stock price shows that there is one small spike in the ACF
plot at lag 2with the value of lagwith 0.061 and then no significance spikes thereafter.
While in the PACF plot in Fig. 29.3b, it showed the sinusoidal pattern where there is
one spike with the lags and another two spikes at lag 20 and 21 and then no significant
spikes thereafter. The spike that located far from the first spike can be ignore in each
plot if it just outside the limits but not in the first lags. After all, the probability of a
spike being significant by chance is about 30 but 32 spikes in each plot were plotting.
The pattern in the second spike is what would expect from ARIMA (0, 1, 2) as the
PACF plot tends to decay exponentially and there is significant at lag 2 in ACF but
not beyond the lag 2. Besides, ARIMA (0, 1, 2) model, ARIMA (0, 1, 3) model and
ARIMA (2, 1, 2) also have probability to be the appropriate model.
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Fig. 29.2 The probability plot and the Box-Cox transformation for FGVH stock price in (a, b) and
GDEX stock price in (c, d)

In Table 29.2, the model ARIMA (0, 1, 2) shown the minimum value of Akaike’s
Information Criterion (AIC), corrected Akaike’s Information Criterion (AICc) and
Bayesian Information Criterion (BIC) if compared to another two models. These
results obtained by using R. Therefore, ARIMA (0, 1, 2) model will be chosen as the
best model to modeling the stock price of FGVH.

For the GDEX stock price in Fig. 29.4c, d, the value of d is 1, because of the
differencing. These leave the value of p and q to be represented as either the value
of 3 or 5. Therefore this stock price has two different model which are (5, 1, 5)
and (3, 1, 3). The results of each model for GDEX stock price are obtained by using
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Fig. 29.2 (continued)

Minitab 18, which includes the final estimates of parameters, residual sumof squares,
modified Box-Pierce (Ljung-Box) Chi-square statistic and the ACF and PACF plot
of the residuals for the dataset.

Based on Table 29.3, the final estimates of parameters for the (5, 1, 5) model,
both autoregressive term and moving average term, has p-value of 0.000 and 0.001
and smaller than the significance level of 0.05. Therefore, the autoregressive term
coefficient is statistically significant, and it should be retained in the model. Next, the
(3, 1, 3) model has a p-value of 0.0000 for both autoregressive and moving average
terms. Therefore, the autoregressive term coefficient is statistically significant, and
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Fig. 29.3 The ACF and PACF plot for FGVH stock price as in (a, b)

Table 29.2 The ARIMA models for FGVH stock price

Model Akaike’s information
criterion (AIC)

Corrected Akaike’s
information criterion
(AICc)

Bayesian information
criterion (BIC)

ARIMA (0, 1, 2) −9049.76 −9049.75 −9033.18

ARIMA (0, 1, 3) −9048.41 −9048.39 −9026.3

ARIMA (2, 1, 2) −9046.94 −9046.91 −9019.3

it should be retained in the model. Then models are compared by using the residual
sums of squares. The smaller values of the sums of squares and the mean square
indicate a better fitting model. Both models of (5, 1, 5) and (3, 1, 3) have a mean
square of 0.0000156 and 0.0000158 respectively. Therefore, the (5, 1, 5)model shows
the lowest value and it will be chosen as the best model as well. The comparison by
the Ljung-box Chi-square statistics used p-value to be compared to the significance
level of 0.05. If the p-value of a model is higher than the level of significance, then
the residuals of the model are independent. The (5, 1, 5) model is the most suitable
model to be chosen as the best model among the other models.

Meanwhile, the appropriate smoothing parameter for Holt’s linear trend model
is as Table 29.4. The level indicated by alpha for FGVH stock price is 0.975 while
the trend that indicated by beta is 1.000, with the initial state of the level was equal
to 2.472 and −0.1282 for the initial trend. As for GDEX stock price, the smoothing
parameter for alpha is 0.9 and beta is 0.
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Fig. 29.4 The ACF and PACF plot for GDEX stock price as in (a, b)

29.4 Conclusions and Recommendations

This study applied the ARIMA and Holt’s linear trend methods to analyse the time
series dataset for FGVH and GDEX stock price in Malaysia. The FGVH stock price
represent the plantation company while the GDEX stock price represent the courier
service company. Both stock price is modeled by using both methods approach. Both
stock price has downward trend with cyclic movement for FGVH stock price and
seasonality for GDEX stock price. Both stock prices are not normal at the beginning
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Table 29.3 The ARIMA
models for GDEX stock price

Model Final estimates
of parameter
(p-value)

Mean of square Ljung-Box
Chi-square
(p-value)

ARIMA (5,1,5) AR (0.0000) 0.0000156

Lag 12 MA (0.0010) 0.441

Lag 24 0.975

Lag 36 0.944

Lag 48 0.766

ARIMA (3,1,3) AR (0.0000) 0.0000158

Lag 12 MA (0.0000) 0.1

Lag 24 0.697

Lag 36 0.654

Lag 48 0.556

Table 29.4 The Holt’s linear
trend model

Stock price Smoothing parameters

Alpha Beta

FGVH 0.975 1

GDEX 0.9 0

and need to transform using the square root transformation. Then, both stocks are
check for the stationarity and need differencing.

Based on the results, the best model for FGVH stock price is ARIMA (0, 1, 2)
and the Holt’s linear trend with alpha 0.9 and beta 0, is the best model for GDEX
stock price. Although both stocks are analyse using ARIMA and Holt’s linear trend,
it shows that ARIMA is more suitable for FGVH stock price and Holt’s linear trend
is more appropriate for GDEX stock price. For GDEX stock price, the modeling is
relatively more effective because it does not have after-effect. However, there are
many factors such as regional and global economic condition, socio-political condi-
tions, poor-corporate governance, varying policies of government and psychological
factors of investors that will affect the fluctuation of stock price in real situation.

It is recommended that for the future study, more stock on plantations can be
includes such asSimeDarbyPlantationBhd (SIPL),GentingPlantationBhd (GENP),
TH Plantation Bhd (THPB), Hap Seng Plantations Holdings Bhd (HAPP) and BLD
Plantation Bhd (BLDN). At the same time, more stock in carrier services such as Pos
Malaysia & Services Holding Bhd (PSHL) and Nationwide Express Holdings Bhd
(NEXP) can be includes too. Perhaps that the reason why ARIMA model is suitable
for FGVH, and Holt’s linear trend is more appropriate for GDEX can be answered.
Other than that, the range time of each set data can be improved by using the same
range of time.
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Chapter 30
Deep Learning Approach for Football
Match Classification of English Premier
League (EPL) Based on Full-Time
Results

Muhaimin Muszaidi, Aida Binti Mustapha, Shuhaida Ismail,
and Nazim Razali

Abstract The trend of modeling the football match classification has become
increasingly popular in the last few years, thus many classification models have
been proposed with the point of evaluating the attributes that lead a football team
to win, draw or lose a certain match. There are two types of approaches has been
considered for classification of football matches results, which include the statistical
approaches and deep learning approaches. This paper proposes a Multilayer Percep-
tron (MLP) and Dense Neural Network (DNN) to evaluate the performance of the
classification football matches results in the terms of home win (H), away win (A),
and draw (D) for games under the English Premier League (EPL). The experiment
revealed that MLP produced better classification accuracy rate of 78.42% as com-
pared to 67.63% by the standard DNN. Nonetheless, the performance of DNN can
be further improved by means of hyperparameter tuning, whereby DNN achieved
the highest accuracy of 70.53% when modeled in a three-dense layers with the size
of 16 nodes and trained with 200 epochs.

30.1 Introduction

Football matches results has always been an interesting matter to be discuss or analy-
ses for both data scientist and the general public. By implementing machine learning
algorithm on collected data, football matches outcome can be predicted using mod-
ern data analysis techniques, combined with powerful computing resources. To date,
traditional approaches for predicting the results of professional football matches use
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the number of goals scored by each team as a baseline for measuring a team’s per-
formance and predicting possible outcome. Professional football seems to be the
sport of choice in this type of study because to its worldwide appeal and the massive
annual turnover of the betting markets linked with it [1]. As a result, educational
contributions to this field are appealing to a large number of people and can have a
considerable influence on a multibillion-dollar sector.

The approaches for anticipating match results in professional football are still
very undeveloped in the academic literature, despite the significant research on the
subject. Past study in this sector such as by [2] studied match outcome prediction
from the aspect of betting odds system. However, hardly any of the statistical mod-
els in the literature have been able to consistently beat markets [1]. Over the years,
several strategies for predicting a football match have been offered. In order to antic-
ipate football matches, some approaches apply just quantitative data, others use just
qualitative data, while yet others apply a combination of both mixed method data.
A quantitative dataset contains statistical information such as head-to-head results,
current accomplishments, or shots on target, but a qualitative dataset contains expert
information about team and player effectiveness, player accessibility, or public crit-
icism. Even though these approaches all suggest one technique to predict the future
of a football match, comparing the many approaches that may be used to do so is a
less preferred response to football match prediction of past research papers.

There are three primary challenges to developing highly accurate match outcome
predictionmodels in sports analytics, especially in forecastingmatchoutcomeswhich
are data availability and quality, model assumptions and testing different models and
parameters. Data availability and quality is a finding of public database of football
data with the necessary statistical depth to create predicted objectives metrics is a
key component of the project. However, the main football data suppliers do not make
their information freely available. There is a need to examine different public football
databases to locate one that is acceptable for us to use. If a suitable database is not
available, web scraping techniques might be used to collect data and form a dataset.

The key goal of this study is to classify the match outcome result based on the
full time match result. This study will be located in the scope of English Premier
League (football). The data for this study was obtained from the website http://www.
football-data.co.uk/, which contains a wide range of information; however, in order
to keep the focus narrow, only information regarding EPL football was chosen. This
dataset contains data from the English Premier League’s previous ten seasons, as
well as the current season, as well as statistics such as final and half-time scores,
corners, yellow or red cards. As such, this paper attempt to classify full-time results
data based on two function-based classification algorithms in WEKA, which are
the Multilayer Perceptron (MLP) and Dense Neural Network (DNN). Finally, the
results will be compared based on their accuracy, precision, recall, and F-measure
along with additional comparative experiments for hyperparameter tuning.

The remainder of this paper is organized as follows. A summary of previous
work on football predictions by using machine learning or deep learning is presented
in Sect. 30.2. In Sect. 30.3, the experiments including the dataset, the Multilayer

http://www.football-data.co.uk/
http://www.football-data.co.uk/
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Perceptron (MLP) and Dense Neural Network (DNN) are detailed out. Section 30.4
present the analysis of the comparative results and finally Sect. 30.5 concludes the
paper.

30.2 Related Work

In general, football match outcomes can be described in terms of results, goals
scored, goal differential, or chance of winning [3]. Statistical tools can thus be used
to identify determinants and forecast football results. In some cases, the outcome
variable of interest is ball possession [4]. Other studies usemultivariate analysis, such
as principle components analysis and clustering, to summarize many game-related
variables in order to separate the best clubs [5] or to assess the players’ market worth
in order to discover how much a team’s reputation or individual abilities influence
market values [6].

Deep learning, a contemporarymachine learningmethodology, improves learning
in hierarchical structures by utilizing deep classification architectures. Deep learning
model’s human intellect for processing natural signals, attracting the attention of
numerous academics. Deep learning is also utilized in a variety of industries to
handle massive amounts of data such as Apple, Google, and Facebook to analyze
massive amounts of data [7]. Google also uses deep learning algorithms to process
large amounts of data fromGoogle Translate, Google Street View, and Google Image
Search [8]. Deep learning works in football prediction includes the work by [9].

Artificial Neural Networks are computer programs that attempt to imitate the
behavior of a biological neural network by containing components that are linked
together that turn a transition of a collection of inputs into a desired outcome [10]
was one of the first to use ANN to forecast the outcome of sporting events. He
gathered data on the number of yards gained, the number of rushing yards gained, the
turnover margin, the length of possession, and the betting line odds from the National
Sports League’s initial eight rounds (NFL). Purucker’s work was later followed by
[11] where he introduced new elements including rushing yards and overall yardage
difference,Away team indication, turnovermargin, and home team indication, among
others. The problem was broken down into two categories: the result of the away
team and the result of the home team which was (−1 for a loss, +1 for a victory).
He used the data from 208 matches and eventually obtained a 75% accuracy rate. As
a result, the outcomes were compared to eight ESPN sportscasters’ forecasts. The
domain experts accurately predicted 63% of the matches on average.

Work by [12] used data from 110 English Premier League matches from the 2014
to 2015 seasons as a source of information for an ANN system. Theymade advantage
of the following features: Home and Away goals (GHA), Home and Away shots
(HAS), Home and Away corners (HAC), Home and Away Odds (HAOD), Home
and Away attack strength (HAAT), Home and Away Players’ performance index
(HAPPI),HomeandAwayManagers’ performance index (HAMPI),HomeandAway
streak (HASTK), Home and Away managers’ win (HAMW). They used 20 matches
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from the tenth and eleventh week of the 2014/15 English Premier League season
to make their predictions. Using Logistic Regression and weighting to optimize
characteristics, the outcome has an 85% accuracy.

Rotshtein et al. [13] developed a football fuzzy model that used a fusion of evo-
lutionary pattern recognition and programs to adapt the parameters. They used this
approach to analyze tournament data from Finland’s national championship and
discovered that these model parameter selections adjusting strategies. In summary,
machine learning algorithms such as the Genetic Algorithm [14], Artificial Neural
Networks [15], Support VectorMachine [16], K-Nearest Neighbors [17] or Bayesian
Networks [18–20] have all been instrumental in predicting football match outcomes,
attempting to account for a variety of factors that may influence the match results.

30.3 Experiment

This paper will compare the performance of function-based classification algorithms
under the umbrella of Artificial Neural Networks, which are Multilayer Percep-
tron (MLP) and Dense Neural Networks (DNN). Both implementations of the algo-
rithms are available under the Wekadeeplearning4j package in the Waikato Environ-
ment for Knowledge Analysis (WEKA) (see https://deeplearning.cms.waikato.ac.
nz/). WEKA is an open source software under the General Public License (GNU),
where this software may provide the implementation state-of-the-art data mining,
machine learning and deep learning algorithm [21].

Apart from comparative experiments between the performance of ANN vs. DNN
in football match classification, addition experiments were carried out to explore
hyperparameter tuning in DNN. Different number of hidden layers were experi-
mented alongwith different number of nodes (size of the layers) and different number
of epochs.

30.3.1 Data Description

The dataset used in this study is sourced from a public website http://www.football-
data.co.uk/. The dataset ofEnglishPremierLeague (EPL) as shown in the table covers
the results from the previous ten seasons of EPL. The objective of the experiment is to
classify the outcome of football matches based on the Full Time Result (FTR), where
the values are HomeWin (H), AwayWin (A), and Draw (D). Table 30.1 shows some
of the key factors and values used for football match prediction. In this case study,
the data from season 2018–2019 was selected. This final selected dataset contains
62 attributes and 380 rows total of data.

https://deeplearning.cms.waikato.ac.nz/
https://deeplearning.cms.waikato.ac.nz/
http://www.football-data.co.uk/
http://www.football-data.co.uk/
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Table 30.1 Sample dataset from the English Premier League

Label Attribute Sample values Data type

HomeTeam – Man United –

AwayTeam – Leicester –

FTR Full time result H Nominal

HS Home team shots 8 Numeric

AS Away team shots 13 Numeric

HST Home team shots on target 6 Numeric

AST Away team shots on target 4 Numeric

HF Home team fouls committed 11 Numeric

AF Away team fouls committed 8 Numeric

HC Home team corners taken 2 Numeric

AC Away team corners taken 5 Numeric

HY Home team yellow cards 2 Numeric

AY Away team yellow cards 1 Numeric

HR Home team red cards 0 Numeric

AR Away team red cards 0 Numeric

30.3.2 Classifier Models

Two classifier models used in the experiments are the Multilayer Perceptron (MLP)
and the Dense Neural Networks (DNN). MLP is a Machine Learning algorithm that
attempts to mimic the functionalities of artificial neural systems. It processes data
using a connectionist approach to computing and is made up of a linked collection
of basic processing components or artificial neurons. During the process of learning,
MLP is thought to be an adaptive system that alters its structure in response to
internally or externally information flowing through the networking.

In WEKA, the MLP classifier uses backpropagation to learn a multi-layer per-
ceptron to classify instances. The learning rate and the momentum rate for the back-
propagation algorithm is set to the default 0.3 and 0.2 respectively. The number of
epochs is set to 100 for the comparative purposes. The number of hidden layers cre-
ated for the network is set to ‘a’, which represents attributes and classes in WEKA.
Figure 30.1 shows the excerpt of the network parameters.

The implementation of Dense Neural Networks (DNN) model used in this study
is based on WekaDeeplearning4j deep learning package for the WEKA workbench.
In this package, a DNN refers to one specific deep learning architecture, which is the
DenseLayer. DenseLayer basically connects all units or nodes to its parent layer. The
backend is provided by the Deeplearning4j Java library. DNN are layers in which
all the neurons in a network layer are completely linked (dense). Each neuron in
a layer receives input from every neuron in the layer before it. As a result, they’re
intertwined. To put it simply, the dense layer is a completely linked layer, which
means that all the neurons in one layer are linked to those in the next. The example
of structure of the DNN is shown as Fig. 30.2.
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Fig. 30.1 MLP network configuration in WEKA

Fig. 30.2 The structure of ANN (non-deep feedforward neural networks) versus DNN (deep neural
networks) [22]
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The basic experimental setting for DNN will be using 8-node, single layer with
100 epochs run size. In the subsequent experiments, the layers are then extended
up to two more layers, which are 8 × 8-dense layer and 8 × 8 × 8-dense layer.
Further, 16-node dense layers are investigated in order to see the impact of changing
parameter in DNN. Note that the number of nodes or the size of intermediate layers
follow geometric progression from 8 to 16.

30.3.3 Performance Evaluation

The performance of both MLP and DNN classifiers is the central focus of this paper.
The measurement of Accuracy, Precision, Recall, and F-measure are used for com-
parison. WEKA produces a confusion matrix that will in turn provides the values
for percentage rate for all 4 measurements. There are four possible results from this
classification experiment from the confusion matrix, which are True Positive (TP),
TrueNegative (TN), False Positive (FP) and False Negative (FN). The first evaluation
metric, Accuracy, is calculated as the total number of correct predictions divided by
the total number of valid predictions in the dataset. The highest level of accuracy is
1.0, while the lowest level is 0.0. The formula is shown in Eq. 30.1.

Accuracy = TP + TN

FP + TP + TN + FN
(30.1)

Next, Precision is calculated as the total number of positive prediction divided
by the number of true positive forecasts It is also known as positive predictive value
(PPV). The highest level of precision is 1.0, while the lowest level is 0.0. The formula
is shown in Eq. 30.2.

Precision = TP

TP + FP
(30.2)

Recall is calculated as the total number of positives divided by the number of true
positive forecasts. It is also known as the true positive rate (TPR). The highest level
of sensitivity is 1.0, while the lowest level is 0.0. The formula is shown in Eq. 30.3.

Recall = TP

TP + FN
= REC = TP

P
(30.3)

Finally, F-measure is Accuracy and Recall at a harmonic mean. The formula is
shown in Eq. 30.4.

F-measure = TP

TP+ 1
2 (FP+ FN)

(30.4)
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30.4 Results and Discussion

Table 30.2 shows the comparison of results between the both Multilayer Perceptron
(MLP) andDenseNeural Networks (DNN) classifiers in themulti-class classification
experiments of the football match English Premier League dataset. The performance
evaluation for Home Win (H), Away Win (A), and Draw (D) classes are measured
in terms of Accuracy, Precision, Recall, and F-Measure. In the experiment, 10-fold
cross validation were used to conduct these experiments.

Figures 30.3 and 30.4 show the excerpt of experimental results fromWEKA. From
the table, we can see that the MLP classifier produced higher accuracy as compared
to DNN with accuracy of 78.42%. The results for precision, recall, and F-measure
are also closer to 1 as compared to DNN. DNN only achieved 67.64% accuracy.

To further investigate the performance of DNN, a subsequent comparative exper-
iments were carried out to compare performance of DNN under different parameter
settings. Because this is a multi-class classifier, the size of the output layer for both
MLP and DNN classifiers are fixed to three, to represent H, A, and D. However, the
experiments tested with different number of nodes in the intermediate layers. Mean-
while, the experiments also used two different epoch sizes; 100 and 200. The size of
epoch is a hyperparameter that defines the number of times that both the MLP and
DNN algorithms work through the entire training dataset. One epoch means training
the neural network with all the training data for one cycle. Table 30.3 shows the
complete results for variations of fully-connected network structure between one to
three layers. Each fully connected layers are defined as a dense layers with either 8
or 16 nodes.

From Table 30.3, the 8-dense layers with 100 epochs achieved similar classifica-
tion accuracy in first and third layers, which was 67.63%. The third layer, however,
has a slightly higher precision and F-measure which was 0.678 and 0.677 respec-
tively, as compared to the first layer precision and F-measure which was both 0.676.
This indicates that the third layer for the 8-dense and 100 epochs of theDNNapproach
has the best accuracy performance for its category. Next, for the 8-dense and 200
epochs in DNN showed that the third layer has the highest accuracy among the first
and second layer, which was 70.26%. Thus its precision, F-measure and Recall was
also the highest which was 0.699, 0.701, 0.703 respectively. This indicates that the
third layer for the 8 dense and 200 epochs of the DNN approach has the best accuracy
for its category.

In addition, the category of 16-dense and 100 epochs of DNN, the results showed
that the third layer has the highest accuracy, which was 70.26% compare to the other

Table 30.2 Comparative evaluation for classification performance evaluation of MLP versus DNN

Algorithms Accuracy (%) Precision Recall F-measure

MLP 78.42 0.780 0.784 0.782

DNN 67.63 0.676 0.676 0.676
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Fig. 30.3 WEKA output for MLP algorithm

Fig. 30.4 WEKA output for DNN algorithm

two layers, while its precision, F-measure and recall were 0.706, 0.704, and 0.703
respectively. This indicates that the third layer of the 16-dense and 100 epochs of the
DNN approach has the highest accuracy as compared to the first and second layer.
Finally, 16-dense layers and 200 epochs ofDNN revealed a slightly different outcome
as compared to the others. This is because the highest accuracy came from the second
layer with an accuracy of 70.79%. However, this layer produced low precision and
F-measure, which were both 0.706 as compared to the third layer precision and F-
measure, which were 0.708 and 0.705 respectively. Since, there was only a slightly
difference on the precision and F-measure, the second layer of the 16-dense and 200
epochs of the DNN approach has the highest accuracy as compared to the others
approach.
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Table 30.3 Performance evaluation for DNN classifier under different parameter settings

Dense layers Epochs Accuracy (%) Precision Recall F-measure

8 100 67.63 0.676 0.676 0.676

8 × 8 100 64.74 0.661 0.647 0.654

8 × 8 × 8 100 67.63 0.678 0.676 0.677

8 200 68.16 0.689 0.682 0.685

8 × 8 200 64.47 0.662 0.645 0.652

8 × 8 × 8 200 70.26 0.699 0.703 0.701

16 100 67.89 0.674 0.679 0.676

16 × 16 100 70.00 0.703 0.700 0.701

16 × 16 × 16 100 70.26 0.706 0.703 0.704

16 200 66.84 0.660 0.668 0.664

16 × 16 200 70.79 0.706 0.708 0.706

16 × 16 × 16 200 70.53 0.708 0.705 0.707

Overall, we can see from the results that the accuracy rate slowly increasing as we
add more layers to the DNN. The same effect can also be achieved if we increase the
number of nodes or the size of the intermediate layers or the number of epochs in the
experiments. For example, increasing the geometric progression from 8 to 16 dense
layers produced the same accuracy rate of 70.26% with higher number of epochs
(200 epochs for an 8-dense layers vs. 100 epochs for a 16-dense layers).

30.5 Conclusion

Match classification in football has become a topic of interest in recent years, par-
ticularly when it comes to match outcome prediction. Using data from the English
Premier League, this research demonstrated how the Multilayer Perceptron (MLP)
and the Dense Neural Networks (DNN) were used to classify the outcome of a
football match. The experiment revealed that MLP produced better classification
accuracy rate of 78.42% as compared to 67.63% by the standard DNN. Nonethe-
less, the performance of DNN can be further improved by means of hyperparameter
tuning, whereby DNN achieved the highest accuracy of 70.53% when modeled in a
three-dense layers with the size of 16 nodes and trained with 200 epochs. Although
by increasing the number of nodes and size of epochs is able to increase the accu-
racy rate for football match results classification, this will greatly affect the com-
putational time due to increased complexity of the network. In addition, the big
number of epochs is not necessary unless the input data comes from a large dataset.
The number of epochs is not significant as compared to the validation and training
error. Training should stop as the validation error starts increasing, which means the
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accuracy rate starts decreasing. This is a indication of overfitting. In conclusion,
these results are hoped to serve as a baseline for future study into the classification
of football match outcomes based on deep neural networks architecture.
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Chapter 31
Comparative Analysis of Statistical
and Machine Learning Methods
for Classification of Match Outcomes
in Association Football

Syazira Zulkifli, Aida Binti Mustapha, Shuhaida Ismail, and Nazim Razali

Abstract Association football is one of the most popular sports in the world, having
a large fan base that draws media and entertainment platforms to it. The three major
difficulties to developing highly accurate match result prediction models, especially
in prediction match outcomes, are data availability and quality [1], model assump-
tions [2], and testing various models and parameters [3]. The primary goal of the
study is to identify the best model in predicting football match outcomes. The foot-
ball dataset was obtained from the top 5 leagues in Euro. Exploratory data analysis
had been conducted to better understand the dataset. Models used in predicting the
football match outcomes include Logistic Regression, Artificial Neural Networks,
and XGBoost. The predictive performance of three classification models was com-
pared in terms of accuracy, precision and recall. The results showed that the Artificial
Neural Networks achieved highest accuracy of 0.6788, followed by Logistic Regres-
sion (0.668) and XGBoost (0.654). These results are hoped to be used as benchmark
results for future experiments in the area of football match classification.

31.1 Introduction

Association football is one of the most popular sports, having a large fan base that
drawsmedia and entertainment attention.Match forecasts may give significant infor-
mation to commentators and journalists, as well as vital inputs to sport decision-
makers such as the team management, coaches or even spectators for betting. There-
fore, in-game prediction is beneficial for both entertainment and risk assessment for
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Fig. 31.1 Average number of goals scored per premier league game

players during the match. In addition, results of sports events can be difficult to pre-
dict, and miracles often occur. The ball in particular is an interesting example due
to its strict match length as opposed to racket games like tennis, where the game is
played until the player wins. It also has one type of scoring event, which is the goals.
This is different from a rugby match where different score carries different points,
hence there is an unlimited number of scoring event times in the middle of the game,
and all worth the same amount.

A team’s performance in a football match might result in a victory, a defeat,
or a draw. As a result, predicting the outcome of a game may seem to be rather
simple. Traditional predictive approaches have relied on match results to assess
team performance and create statistical models to forecast future game outcomes.
However, the average number of goals scored per game in theEnglish Premier League
during the last 15 years is rather low (less than 3 goals per game on average) due to
the low-scoring character of games (https://footystats.org/england/premier-league/
average-total-goals-table). As shown in Fig. 31.1, the number of goals scored during
a match has a random element. For example, a team with several scoring chances
may be unfortunate and fail to convert any of them into goals, but a side with a
single scoring chance may score. As a consequence, match results are an imprecise
assessment [4] of a team’s performance and hence an incomplete tool for predicting
future outcomes.

The use of in-game data to go beyond the plainmatch outcomesmay be considered
as a possible solution to this issue. Examples of in-game data collected during a
football games include player performance, the quality of shots, on the ball actions,
dribbles and set pieces. Because in-depth match data have beenmade public in recent
years, researchers have started to explore beyond the match outcome [5]. As a result,
predicted goals measures have been developed, where estimate the amount of goals
a side is calculated to achieve in a game in order to eliminate the random aspect of
goalscoring.

Along with the development in game prediction in sports analytics, Machine
Learning (ML) approaches have also rise to support this trend by improving pre-
diction performance in a variety of classification [6] and regression issues [7]. The

https://footystats.org/england/premier-league/average-total-goals-table
https://footystats.org/england/premier-league/average-total-goals-table
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development of better models for both predicting the result of a match and predicting
the actual score have been facilitated by the study of these distinct methodologies and
algorithms such as Bayesian networks [8], Poisson autoregression with exogenous
covariates PARX model [9], and ML [10].

In sports analytics, particularly in predictingmatch outcomes, there are threemain
challenges to building a highly accuratematch outcome predictionmodels, which are
data availability and quality [1], model assumptions [2] and testing different models
and parameters [3].

• Data availability and quality: Prediction tasks in match outcomes requires deep
mathematical analysis but public databasesmostly providebasic data such asmatch
statistics and individual player rating. Various details of public football matches
must be assessed in order to find the right one for us to use. Lack of centralized
database is also another main issue [11], hence web scraping techniques to source
for the dataset is necessary.

• Research and understanding of the world of speculation: In order to build our
models and test different assumptions, detailed background research on predictive
strategies and improve mathematical understanding of the various machine learn-
ing algorithms are required before the techniques can be used in our predictions.

• Testing different models and parameters: A comprehensive machine learning
pipeline is important to test different models and parameters. This way testing can
be performed in shorter amount of time in effort to obtain the best models.

In building a relatively high accuracy of match outcome prediction model, this
paper is set to explore football data to be used as features in the match outcome
prediction model and apply three classification techniques for the match outcome
prediction model, which are Logistic Regression (LR), Artificial Neural Network
(ANN), and Extreme Gradient Boosting (XGBoost) Algorithm.

The remaining of this paper proceeds as follows. Section 31.2 presents the related
works, Sect. 31.3 presents the research methodology, Sect. 31.4 presents the evalua-
tion results, and finally Sect. 31.5 concludes the paper.

31.2 Related Work

For the prediction of football outcomes [12], utilized a Bayesian hierarchical model.
In recent years, the topic of footballmodelling has grown in popularity, and numerous
different models have been developed to predict the characteristics that cause a team
to lose or win a game, as well as to anticipate a game’s outcome. To achieve these two
goals and to test the Bayesian hierarchical model, data from the 1991–1992 Italian
Series A championship was employed. To tackle the over-reduction issue caused by
the Bayesian hierarchical model, they offer a more sophisticated mix model that fits
the actual data. The 2007–2008 Italian Series A championship served as the basis
for benchmark comparisons.
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Machine learning approaches were employed by [13] to forecast football results.
The main purpose of this study is to put a variety of machine learning approaches to
the test in order to predict the end and result of football matches based on in-game
match activities rather than the number of goals scored by each team. They’ve put
several model architectural ideas to the test and compared the efficiency of their
models to benchmarking tools. Rather than using specific realized objectives, they
developed an “expected objective”metric in this study to help us analyze teamperfor-
mance. To develop a classification model that predicts the results of future matches
and a regression model that predicts future matches, this measure is combined with
the measurement of an offensive and defensive team ranking update throughout the
game. Their models’ efficiency is comparable to that of bookies and corresponds
well with existing popular techniques.

Tax and Joustra [14] developed a machine learning strategy for forecasting the
Dutch football tournament using public data. This article defines a framework for
the Dutch Eredivisie that focuses on public data. The determinants of predictive
usefulness for match outcomes were outlined in a comprehensive literature review.
Characteristics of the candidates have been developed. Modeling preparation was
supplemented by self-made public data collection, which consisted of 13 Dutch Ere-
divisie match data seasons. On public data, a range of modifications in dimensional
reduction methods and classification algorithms have been examined. The greatest
detection precision for the public data feature collection was achieved using a com-
bination of PCA (with a 15% difference) and a Naive Bayes orMultilayer Perceptron
classifier. Models for betting odds have been developed, as well as a hybrid feature
set (common data union and wagering odds characteristics).

Baboota and Kaur [15] used a machine learning methodology to forecast and
model football outcomes for the English Premier League. This research shows their
efforts to create a standard statistical model for English Premier League games.
They created a feature collection utilizing software engineering and an exploratory
data analysis, which assesses the key elements for forecasting football match results
and uses machine learning to create a highly comprehensive prediction framework.
They showed that the success of their concept is predicated on a number of key
criteria. Their best model with gradient boosts achieved a performance of 0.2156 in
the probability (RPS) metric for game weeks 6 to 38 in the EPL aggregated over
two seasons (2014–2015 and 2015–2016), whereas the betting organizations they
consider (Bet365 and Pinnacle Sports) received RPS values of 0.2012 for the same
period. Because the low RPS value indicates a greater predictive accuracy, despite
the positive results, their model did not outperform the bookmaker’s predictions.

Predicting Football Match Results using a Logistic Regression Model was cre-
ated by [16]. They designed it to anticipate match outcomes in the Barclays Premier
League season 2015/2016 for home and away wins, as well as to figure out what
the key factors are in winning matches. Their work differs from others in that they
only employ significant factors derived from study in the same subject, rather than
speculating on what the relevant factors may be. They also included data from the
video game FIFA, since [17] shown that including data from the game may increase
prediction quality. The model was created utilising training data from the 2010/2011
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season through the 2015/2016 season. Logistic regression is a classification approach
that may be used to predict sports outcomes and provide extra information through
regression coefficients. “Home Offense”, “Home Defense”, “Away Offense”, and
“Away Defense” are the variables employed. They experimented by changing the
seasons in which the training data was collected. The constructed model has a pre-
diction accuracy of 69.5 percent.

Rahman [18] used publicly accessible datasets, which are the International Foot-
ball outcomes from 1872 to 2018, FIFA Soccer Ranking, FIFA World Cup 2018
Dataset, and FIFA Soccer Ranking datasets to estimate the outcome of the FIFA
World Cup 2018 matches in 2020. The authors suggested an ANN and LSTM-based
model that could accurately predict the result of the matches by 63.3%. LSTM was
utilized by [19] to predict match results. The writers compiled a dataset from a vari-
ety of sources and classified it based on player statistics and match history. Matches
from several European Leagues were included in the dataset, which spanned the
years 2011–2016 at 52.4% accuracy rate.

Blaikie et al. [20] utilized ANN to forecast football results in the NFL and NCAA.
They looked through the data to find the best predictive statistics to utilize in the
model. TheNFLmodel outperformed theNCAAmodelwhen derivative analysiswas
used.When compared to other prediction experts, the NFLmodel regularly placed in
the top half. Over the course of five seasons [21], employedANNand other prediction
algorithms to forecast the score result ofmatches played in the Spanish La Liga. They
projected the result of home and away matches using the FIFA 18 game database,
which includedmatch history and Team against Teamdatabases, as well as individual
career information. With LR, they were able to obtain an accuracy of 71.63%. Their
ANN model has a match history database accuracy of 63.1% and a combination of
the match history database and the Team against Team database accuracy of 69.2%.
Artificial Neural Networks were used by [22] to forecast team standings in the male
professional volleyball league. The data included in the researchwas collected during
a 2-year period (2013–2015). Using a layer 4-neuronmodel with the “logsig” transfer
function, “trainlm” training function, and “learned” adaptive learning function, the
accuracy was 98%.

Chen and Guestrin [23] were the first to develop the XGBoost method, which
improved on the basic gradient boosted decision trees by upgrading the method and
optimizing the system. This approachwas created to increasemodel performance and
execution speed. On classification and regression predictions, the XGBoost method
performs well with structured or tabular information. This method also has a regular-
ized goal for greater generalization and an additive solution for the generic objective
(cost) functions [24]. Using the XGBoost Algorithm [25], developed a machine
learning strategy for football prediction. They provided a model for prediction in
this research that used the XGBoost algorithm as the core method. The method
is compared to a variety of different algorithms to evaluate how well it performs.
The research also claimed that the suggested model could outperform several other
models using just public data.
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31.3 Methodology

This paper proposes a comparative experiments for predicting match outcomes in
Association Football. Figure 31.2 shows the research framework for the implemen-
tation of the experiment.

From the figure, modeling will be performed using three models, which are Arti-
ficial Neural Networks (ANN), XGBoost, and Logistic Regression (LR) coded using
Python libraries in the Jupyter Noteboook. All experiments used the standard param-
eters in each Phyton librarys; ANN,XGBoost and LR. The performance of all models
will be compared based on accuracy, precision, recall, and F-measure.

31.3.1 Dataset

The dataset was obtained from a public United Kingdom based source, from http://
www.football-data.co.uk/website. This dataset contains data for the last 10 seasons of
the German Bundesliga (https://datahub.io/sports-data/german-bundesliga) includ-
ing the current season. The used dataset includes all five leagues but is limited to eight
features: home team, away team, full time home team goals (FTHG), full time away
team goals (FTAG), full time result (FTR), half time home team goals (HTHG), half

Fig. 31.2 Research framework

http://www.football-data.co.uk/website
http://www.football-data.co.uk/website
https://datahub.io/sports-data/german-bundesliga
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Fig. 31.3 Sample of dataset

time away team goals (HTAG), and half time result (HTR). Excerpt of the dataset is
shown in Fig. 31.3.

Data preprocessing is a stage in the machine learning process in which data is
cleaned, filtered, scaled, or encoded so that the algorithm can better understand the
data’s features. In this study, the predictions for football match outcomes dataset
obtained will be cleaned, encoded and standardized before fitting them into different
models. After preprocessing the predictions for football match outcomes dataset,
exploratory data analysis will be conducted to visualize and gain insights of the data
as well as to further comprehend the data’s distribution and characteristics.

The top five leagues are represented in the dataset. Using statistics from the top
five famous leagues during the past ten years, a total of 38 matches are played by 20
teams each, for a total of 380 teams in a single season. As a result, there are a total
of 17,880 matches. Looking at certain datasets, it is obvious that home teams have
an edge in winning since they have a larger issue count. Categorical variables are
divided into three categories: ‘H’,’ ‘A’, and ‘D’. Based on Fig. 31.4, it is shown that
the counts are not equal, hence this dataset is imbalanced.

31.3.2 Statistical and Machine Learning Algorithms

The algorithms used in the experiments come from two categories; statistical (Logis-
tic Regression) and machine learning (Artificial Neural Networks and XGBoost).
Implementations of the algorithms are sourced from Jupyter Notebook using all
standard parameter settings. The following subsections present the theoretical brief
of each algorithm.

Logistic Regression (LR) Algorithm The Logistic Regression (LR) function is
shown in Fig. 31.5.

In LR, the weighted sum of inputs is processed through an activation function that
may translate values between 0 and 1. The sigmoid function is a kind of activation
function, and the curve it produces is known as the sigmoid curve or S-curve. The
equation for logistic regression is shown in Eq. 31.1.
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Fig. 31.4 Full-time result count

Fig. 31.5 Logistic
regression function

log[ y

1− y
] = b0 + b1x1 + b2x2 + b3x3 + · · · + bnxn (31.1)

In summary, any classification model for a binary output variable inherently uses
logistic regression. In fact, the model’s output variable is the log-odds score of the
classification’s good result. With the aid of independent factors, Logistic Regression
(LR) is utilized to predict the categorical dependent variable. Only 0 and 1 may be
the outcome of a Logistic Regression issue. The notion of Maximum Likelihood
estimation underpins logistic regression.

Artificial Neural Network (ANN) Algorithm Artificial neural networks (ANNs)
are a computer methodology based on how the brain solves issues. The human brain
is made up of neurons, which are nerve cells that are linked together by axons.
ANNs are made up of numerous nodes that resemble actual neurons in the brain.
The neurons are linked together by linkages that resemble actual axons, and they
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Fig. 31.6 Neural networks
diagram

interact. Each node receives data from other nodes, conducts a basic operation, and
then transmits the result to the next node. An ANN self-learns and so excels in areas
where a typical programming technique fails to describe the answer. The design of
a neural network with one hidden layer is shown in Fig. 31.6.

Based on the figure, x1, x2, …, xn are input variables and a j is the activation of
unit k in layer j . The relationships between neuron x to neuron a carries the weights
(wnk) of respective inputs. The bias is a sum between the weighted inputs to form
the net inputs. Bias and weights are both adjustable parameters of the neuron but the
output of a neuron can range from negative infinity to positive infinity. Therefore a
mechanism to map the inputs (X ) to outputs f (X) are required, which is through an
activation function.

Extreme Gradient Boosting (XGBoost) Algorithm Extreme Gradient Boosting
is abbreviated as XGBoost. There are minimal frills in the library since it is laser
focused on computing speed and model performance. It does, however, provide a lot
of complexmethods. As it was designed and developed for the primary goal of model
performance and computational speed, XGBoost has proved to push the boundaries
of processing power for boosted trees algorithms. It was specifically designed to
make the most of every byte of memory and hardware resource available for tree
boosting methods.

31.4 Performance Evaluation

The performance of LR, ANN, and XGBoost algorithm is the focus of this research
paper. The measurement of Accuracy (acc), Precision (prec), Recall (rec) and F-
measure are used to analyses the prediction’s accuracy. The following equations are
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used to calculate the estimation. Accuracy (acc) is calculated as the total number of
correct predictions divided by the total number of valid predictions in the dataset.
The highest level of accuracy is 1.0, while the lowest level is 0.0. The formula is
shown in Eq. 31.2 where TP is the true positive rate, TN is the true negative rate, FP
is the false positive rate, and FN is the false negative rate.

acc = TP + TN

FP + TP + TN + FN
= TP + TN

P + N
(31.2)

Precision (prec) is calculated as the total number of positive forecasts divided
by the number of true positive forecasts It’s also known as positive predictive value
(PPV). The highest level of precision is 1.0, while the lowest level is 0.0. The formula
is shown in Eq. 31.3.

prec = TP

TP + FP
(31.3)

Recall (rec) is calculated as the total number of positives divided by the number
of true positive forecasts It’s also sensitivity is 1.0, while the lowest level is 0.0. The
formula is shown in Eq. 31.4.

rec = TP

TP + FN
= TP

P
(31.4)

F-measure is accuracy and recall at a harmonic mean. The formula is shown in
Eq. 31.5. The perfect F1 score is 1 when both recall and precision are also perfect
(score is 1). If the precision or recall is 0, F1 score would be 0.5. This means F1
score provides a single value that weights both precision and recall in a balanced
way especially when working with imbalanced datasets.

F-measure = 2× prec× rec)

(prec+ rec)
(31.5)

31.5 Result and Discussion

This sections report the results for Logistic Regression, Artificial Neural Networks,
XGBoost algorithm and GridSearchCV for the top five leagues of football dataset
in Europe. From Fig. 31.7, the result shows the experiment had been conducted to
evaluate the accuracy performance for Logistic Regression.

From the results, it is showed that the accuracy result for Logistic Regression is
0.668 or 67%with 60% and 40% split of training and testing the model, respectively.
It has the same value for weighted average precision and F1-measure, which is 0.60
(60%) while the value of recall is 0.67 (67%). It can be seen above precision and
recall are good for Home team and Away team wins. Hence, it is good precision and
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Fig. 31.7 Results for logistic regression

Fig. 31.8 Results for artificial neural networks

recall but for Draw the model has low F1-measure. Next, Fig. 31.8 shows the result
for Artificial Neural Networks (ANN). The neural network was run for 10 epochs
i.e. 10 iterations on the dataset used. It can be seen that the loss is getting reduced
a bit and the accuracy of the model is close to previous model had, which is 0.6788
(68%). It is found that ANN does not provide much of an improvement as compared
to the previous models.
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Fig. 31.9 Result for XGBoost algorithm

Finally, the experiment was performed to assess the accuracy performance for
XGBoost algorithm, as shown in Fig. 31.9. Based on the figure, the accuracy result
for XGBoost algorithm is 0.654 (65%)with 60% and 40% split of training and testing
the model respectively for experimental setting. The weighted average for Precision
and F1-measure have the same value of 0.62 (65%), whereas recall has a value of 0.65
(65%). A special case of boosting where errors are minimized by gradient descent
algorithm e.g. the strategy consulting firms leverage by using case interviews toweed
out less qualified candidates.

Figures 31.10 and 31.11 show the GridSearchCV on the XGBoost model for
testing. It is the process of performing hyperparameter tuning in order to determine
the optimal values for a given model. As mentioned above, the performance of a
model significantly depends on the value of hyperparameters. Note that there is no
way to know in advance the best values for hyperparameters so ideally, all possible
values need to test to know the optimal values. The improvement as all the results in
cross validation are not more than 66% which is same as the default results but still
a good method to perform to understand the techniques of Machine Learning.

31.6 Conclusions and Recommendations

This study is motivated by the work of [10] in predicting match outcomes in asso-
ciation football. This study aim to contribute to this area of research by exploring
football data that used as features in thematch outcome predictionmodel. Three clas-
sification techniques were applied for thematch outcome predictionmodel which are
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Fig. 31.10 Results for training set

Fig. 31.11 Results for testing set



364 S. Zulkifli et al.

Logistic Regression (LR), Artificial Neural Network (ANN), and Extreme Gradient
Boosting (XGBoost) Algorithm using the features formulated.

Another purpose for this studywas to evaluate and compare the performance for all
models developed based on their prediction accuracy, precision, and recall. Besides,
data pre-processing has been carried out and relevant features were selected for the
objective. The experiments showed that the Artificial Neural Networks achieved
highest accuracy of 0.6788 (68%), followed by Logistic Regression (0.668) and
XGBoost (0.654). To enhance additional accuracy, the precision and recall of draws
must be improved. Other than that, technique as cross validation and hyper-parameter
tuning were used to improve the accuracy of the models.

For the recommendations, this studymaybe used to build futurework by exploring
and fine-tuning the parameters of XGBoost algorithm so that the effect of different
parameter values can be compared and it might potentially reduce the training time
of themodel too. This can further improve the effectiveness for real-time predictions.
To further gain insights on only the significant variables contributing significantly to
the models, feature importance selection can also be applied in future work. Besides,
further work may consider integrating fuzzy logic or a hybrid to increase the diver-
sity of the tress and flexibility of imperfect data management. The model can be
considered to be embedded into an online portal that could automate and generate
predictive analytic for future project.
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Chapter 32
Pre-assessment of Machine Learning
Approaches for Patient Length of Stay
Prediction
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Abstract Patient length of stay (LOS) in ICU and hospital’s general care unit is one
of the important indicators that is widely measured and benchmarked to improve
the quality and efficiency of patient care. There are many studies both on statistical
testing of the LOS outcome to determine factors associated with it and the outcome
predictivemodelingusingmachine learning algorithms.However, there are still fewer
studies of the LOS outcome predictive modeling using local datasets. Therefore, an
initial study of assessing supervised machine learning approaches for regression and
classification tasks on predicting the LOS outcome has been conducted using an
aggregated Multiparameter Intelligent Monitoring in Intensive Care-III (MIMIC-
III) public dataset to obtain an overview of the prediction framework and to compare
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the predictive performance of the machine learning models. This is as a prepara-
tion for developing an outcome calculator of the LOS outcome and other operative
outcomes in patients based on local data. The LOS was predicted using 10 clas-
sification and 15 regression models assessed using accuracy, precision, recall, and
F1 scores for the classification task and root mean squared error (RMSE) for the
regression task. The results showed that the Extreme Gradient Boosting classifier
and Extreme Gradient Boosting regressor presented the highest validation and good
testing performances for the LOS prediction. Although model overfitting trend was
detected in both models’ learning curves, in this respect, the study may serve as a
useful starting point for an extended work associating with predictive modeling on
the LOS and other operational outcomes.

32.1 Introduction

Patient length of stay (LOS) is one of the important indicators used inmedical services
to assess the efficiency of hospital management and patient quality of care. While,
shorter LOS could reduce the burden of medical fees and increase the bed turnover
rate, decreased LOS has been linked with improvements in treatment outcome and
lower mortality rates, and with decreased infectiousness risk and medication side
effects. Furthermore, the LOS in intensive care units (ICUs) is also a helpful param-
eter summarizing critical bed occupancy to enable optimization of resource allocation
planning in ICUs and improve the performance of ICUs as the care provided by them
is demanding, complex, and associated with high costs [1–4].

Models predicting the LOS outcome could play an important role in examining
the efficiency of care in the hospitals, generally and in the ICUs, specifically. Many
studies have been conducted on developing machine learning models for patient
LOS prediction. According to a paper in [5], Tsai et al. had developed Artificial
Neural Network (ANN) and linear regression models to predict LOS for cardiology
patients at preadmission and predischarge stages and they found that both models
could predict correctly for coronary atherosclerosis patients with high accuracy.
Research conducted by Negassa et al. [6] has shown that a tree-structured prognostic
classification model can be easily applied in predicting LOS among patients with
elective percutaneous coronary intervention (PCI) to aid practitioners early on in their
decision process. Moreover, a study had been conducted to predict ICU LOS from
unplanned ICU admissions using eight regressionmodels and it was found that it was
difficult to predict theLOSof unplanned ICUadmissions using patient characteristics
at admission time only [7]. A study to predict the patient length of stay in ICUs after
cardiac surgery using ANN and Adaptive Neuro-fuzzy System [8] shown result that
the adaptive neuro-fuzzy algorithm could produce amore accuratemodel as it applies
a hybrid algorithm from the neural networks and experts’ knowledge, and it can iden-
tify nonlinear components. Meanwhile, the study using Multiparameter Intelligent
Monitoring in Intensive Care-III (MIMIC-III) public dataset had been conducted by
[9] to classify between short and long LOS for patients using neural networks which
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had given a prediction accuracy of approximately 80% and outperformed a linear fit
model which yielded an accuracy of 57%.

Moreover, discovering and validating a model using recent local data is recom-
mended as healthcare and hospital policies differ between countries and over time
[10]. However, there are relatively few studies of the operative outcome prediction
models had been conducted locally in Malaysia. Thus, in this paper, we presented
an initial study to predict the LOS operative outcome using several commonly used
regression and classification types of supervised machine learning models with an
aggregated MIMIC-III public dataset [11, 12] and to identify the best performance
model for the prediction. The objective of this work is also to get an overview of the
machine learning model construction framework to identify techniques in helping to
achieve better performance of the LOS prediction. We aim to extend the pilot study
using local data to develop an outcome calculator of the LOS outcome and other
operative outcomes in patients.

32.2 Methodology

The pilot study has been conducted to assess supervisedmachine learning approaches
for patient LOS prediction. It was done according to the flow of data science lifecycle
[13] and Fig. 32.1 shows the study design flow with several processes that could be
considered in each step. The study began with data pre-processing which contains
sequential processes of obtaining data, data exploration, data cleaning and feature
engineering. Only then, predictive modeling for the implementation of machine
learningmethods or artificial intelligencewasdone.The studywas conducted through
Python programming on JupyterNotebook from theAnaconda data science platform.

Fig. 32.1 Study design flow
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32.2.1 Data Pre-Processing

In this study, the patient LOShas been predicted through supervisedmachine learning
techniques with the aggregated public dataset of MIMIC-III [11, 12]. MIMIC-III is
a database comprising de-identified health-related data associated with over forty
thousand patients who stayed in critical care units of the Beth Israel Deaconess
Medical Center between 2001 and 2012. The dataset has 58,976 rows with each row
represents one admission and 28 attributes as summarized in Table 32.1.

Generally, before cleaning the data, data exploration needs to be considered to
have a basic overall understanding of the data. Thiswas done by taking a sneak peek at
a few first or random rows of data and inspecting the types of the dataset, identifying
missing values, outliers, and skewness, and conducting a descriptive analysis of the
numerical data. Distribution analysis using histogram charts for numerical data and
bar charts for analysis of categorical variables were also done in the data exploration.

In this study, 19 input attributes have been considered as the input variables which
consist of the demographic data of gender and age, all the aggregated daily average
numbers from several clinical data and the total number of daily interactions between
the patient and the hospital that represents the summary of all the daily average
numbers. Variables of text data with a lot of parameters, variables with missing data
or that are irrelevant for the prediction have not been considered in this study. The
conducted pre-processing techniqueswere one-hot-encoding and data normalization.
The one-hot-encoding was conducted to the categorical-type of input attributes to
convert them into numerical values which gave the final total number of 35 input
attributes. Later, the data normalization was done to the input attributes to improve
the performance of machine learning algorithms because some machine learning
algorithms are sensitive to feature scaling.

Table 32.1 Attributes in the MIMIC-III dataset [11]

Attributes Descriptions

1 ‘hadm_id’, ‘gender’, ‘age’, ‘religion’,
‘marital_status’, ‘ethnicity’

Patient demographics

2 ‘insurance’, ‘admit_type’, ‘admit_location’,
‘AdmitDiagnosis’, ‘AdmitProcedure’,
‘NumCallouts’, ‘NumDiagnosis’,
‘NumProcs’, ‘NumCPTevents’, ‘NumInput’,
‘NumLabs’, ‘NumMicroLabs’, ‘NumNotes’,
‘NumOutput’, ‘NumRx’, ‘NumProcEvents’,
‘NumTransfers’, ‘NumChartEvents’,
‘ExpiredHospital’, ‘TotalNumInteract’

Admit information, daily average numbers of
callouts for consultation, diagnoses,
procedures, Current Procedural Terminology
(CPT) events, input events, labs,
microbiology labs, notes, output events,
medical prescription, procedural events
(insertion of an arterial line), transfers
between care units, chart events, mortality,
the summary of all the daily average numbers

3 ‘LOSdays’, ‘LOSgroupNum’ Patient length of stay in numerical and
categorical data
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32.2.2 Predictive Modeling

This study considered ten classification models known as Logistic regression, K-
Nearest Neighbours, Gaussian Naive Bayes, Support Vector Machine, Decision
Tree, Random Forest, Stochastic Gradient Descent, Gradient Boosting, Extreme
Gradient Boosting and ANN classifiers and 15 regression models; Linear regression,
K-Nearest Neighbours, Ridge, Least Absolute Shrinkage and Selection Operator
(LASSO), Decision Tree, Random Forest, Extra Trees, Gradient Boosting, Extreme
Gradient Boosting, Support Vector Regression (SVR), Linear SVR, ElasticNet,
BayesianRidge, Kernal Ridge andANN regressors [14, 15]. The predictivemodeling
was conducted for both classification and regression tasks to get an overview of the
LOS prediction framework in both tasks using Python packages from Scikit-Learn,
XGBoost and TensorFlow Keras [16–18].

For theANNmodel, it was designed in a fully connected network structurewith 35
input and four outputs for the classification task or one output for the regression task.
One to six hidden layers of 71 hidden nodes were analyzed to obtain the optimum
model design. The recommended number of hidden nodes is according to n/2, n, 2n,
and 2n + 1 where n is the number of input nodes [19], and each input and output
usually consist of one layer and hidden layer could consist of a minimum of one layer
[20]. TheANNmodelswere trained according to a gradient descent algorithm for 100
epochs. Rectified Linear Unit (ReLU) activation function was used in each hidden
layer of the ANN classification and regression models, while softmax activation
function was used in the output layer of the ANN classification model.

The prediction performance of the models in predicting the LOS outcome was
according to RMSE for the regression task and accuracy, precision, recall, and F1
scores for the classification task. Here, the classification task was to classify four
classes of the hospital LOS. 80% and 20% of the total dataset were used for the
training and testing of the models, respectively. All the classification and regression
models (except the ANNmodel) were trained with tenfold cross-validation using the
training dataset and then, the model with the highest performance score in each task
was further analyzed on its learning curves, and for its hyperparameter tuning and
feature importance.

32.3 Results

Table 32.2 shows the summary of average validation performance scores of clas-
sification machine learning models with default parameter values based on tenfold
cross-validation for the classification task in predicting the patient LOS, except for the
ANN model which was based on the validation performance score after 100 epochs
of training.While Table 32.3 presents the averageRMSE score of regressionmachine
learning models for the LOS prediction from the validation datasets of tenfold cross-
validation, except for the ANN model which was based on the RMSE score after
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Table 32.2 Summary of the validation performance scores of ten classification machine learning
models for the LOS prediction

Classification model Accuracy Precision Recall F1-score

Logistic regression 0.737 0.703 0.689 0.685

K-Nearest Neighbours 0.659 0.630 0.621 0.623

Gaussian Naive Bayes 0.44 0.555 0.498 0.455

Support Vector Machine 0.727 0.692 0.668 0.657

Decision Tree 0.867 0.853 0.854 0.853

Random Forest 0.904 0.899 0.885 0.891

Stochastic Gradient Descent 0.658 0.572 0.612 0.571

Gradient Boosting 0.908 0.903 0.891 0.896

Extreme Gradient Boosting 0.936 0.930 0.924 0.927

ANN 0.831 0.827 0.799 0.807

Table 32.3 Summary of the
validation performance scores
of 15 regression machine
learning models for the LOS
prediction

Regression model RMSE

Linear regression 11.74

K-Nearest Neighbours 9.44

Ridge 11.74

LASSO 12.15

Decision Tree 5.37

Random Forest 3.61

Extra Trees 3.59

Gradient Boosting 4.08

Extreme Gradient Boosting 3.47

SVR 10.88

Linear SVR 12.86

ElasticNet 12.06

Bayesian Ridge 11.74

Kernal Ridge 15.53

ANN 6.44

100 epochs of training. Based on the performance scores as shown in Table 32.2 and
Table 32.3, the Extreme Gradient Boosting classifier and Extreme Gradient Boosting
regressor (as marked in black) have given the highest performance. It is worth noting
that ensembles of decision tree which are the Extreme Gradient Boosting, Random
Forest, Gradient Boosting and Extra Trees have outperformed other types of machine
learning models including the ANN in predicting the LOS outcome. While, between
one to six hidden layers of the ANN model designs, the best performance scores of
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the ANN model shown in Tables 32.2 and 32.3 were from the model designs with
two and five hidden layers, respectively.

Besides, hyperparameter tuning of the Extreme Gradient Boosting classifier
and Extreme Gradient Boosting regressor were furthermore conducted in effort
to improve the performance of the models. The hyperparameter tuning was done
according to common parameters for tree base learners which are the maximum
depth per tree, learning rate, the number of trees in the ensemble and the fraction
of columns to be randomly sampled for each tree [16]. Figure 32.2a and b show the
learning curves of the Extreme Gradient Boosting classifier with default parameter
values and after the hyperparameter tuning, while Fig. 32.2c and d show the learning
curves of the Extreme Gradient Boosting regressor with default parameter values
and after the hyperparameter tuning. The learning curves were inspected to analyze
the error produced in training and validation stages by increasing the number of the
training dataset. According to Fig. 32.2a–d, it was found in both models that, through
a constant increase of the training sets size, the training error was already small from
the beginning and approaching zero, but the error was much higher on the validation
set. When the models were trained on more data, the validation error only decreased
slightly which resulted in a quite large gap between the two learning curves in both

Fig. 32.2 The learning curves of the Extreme Gradient Boosting classifier with a default hyper-
parameter values and with b hyperparameter tuning. The learning curves of the Extreme Gradient
Boosting regressor with c default hyperparameter values and with d hyperparameter tuning
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Table 32.4 Summary of the testing performance scores of the Extreme Gradient Boosting classi-
fier and the Extreme Gradient Boosting regressor for the LOS prediction. The numbers between
parentheses are the scores from the models with default hyperparameter values

Testing performance

Machine learning 
model

Accuracy Precision Recall F1-score AUC 
ROC

RMSE

Extreme Gradient 
Boosting Classi-

fier

0.940
(0.939)

0.936
(0.936)

0.930
(0.928)

0.933
(0.932)

0.955
(0.954)

Extreme Gradient 
Boosting regres-

sor
3.244

(3.494)

models. This indicates the trend of overfitting in both models before and after the
hyperparameter tuning. Thus, the models would benefit from more samples, feature
engineering, or regularization of the learning algorithm to overcome the overfitting
effect.

Nevertheless, most of the testing performance scores of the Extreme Gradient
Boosting classifier and Extreme Gradient Boosting regressor as shown in Table 32.4
were slightly better than the validation performance scores in Table 32.2 and Table
32.3, respectively.Moreover, according toTable 32.4, theExtremeGradient Boosting
classifier and Extreme Gradient Boosting regressor with the hyperparameter tuning
have a slightly more improvement in their prediction performance compared to the
models with default hyperparameter values which are shown between parentheses.
The Area Under the Curve of Receiver Characteristic Operator (AUC ROC) score
for the classification prediction is also shown in Table 32.4.

In addition, based on the inspection of the feature importance score from the
Extreme Gradient Boosting classifier and the Extreme Gradient Boosting regressor
as shown in Fig. 32.3a and b, respectively, it was found that the ‘NumTransfers’
which represents the daily average number of transfers between care units has the
highest feature importance score for the prediction using both models. The feature
importance score is based on a mean decrease in node impurity which shows how
useful it is at predicting theLOSoutcome.Here, themeandecrease impurity is defined
as the probability of reaching that node averaged over all trees of the ensemble [16].

32.4 Conclusion

Through this work, an initial study has been conducted on regression and classifica-
tion tasks to predict the patient LOS using the aggregated MIMIC-III public dataset.
As the result, the Extreme Gradient Boosting outperformed other machine learning
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Fig. 32.3 The feature importance scores from a the Extreme Gradient Boosting classifier and b
the Extreme Gradient Boosting regressor. The values shown are the mean decrease impurity more
than 0.001

models in predicting the LOS operative outcome for both regression and classifi-
cation tasks. Moreover, the k-fold validation training, hyperparameter tuning and
learning curves plotting techniques applied during the machine learning modeling
was helpful to achieve better model performance. However, the model overfitting
trend interpreted from the validation and training learning curves of the models
should be addressed carefully by understanding the data. This is to enable to apply
better feature engineering apart from having a sufficient and good quality of data
and regularizing the prediction model. Nonetheless, a comprehensive overview of
the general framework for the LOS outcome prediction has been favorably obtained
and several useful techniques involve in the prediction modeling have been identi-
fied. Therefore, we believe that this work will serve as a starting point to develop
an outcome calculator of the LOS outcome and other operative outcomes in patients
using a local dataset. This in turn will be able to be one of the applied intelligence
solutions in providing an equitable and high-quality healthcare system in Malaysia.

Acknowledgements This work was a collaborative effort between UTHM, UTM and IJN. An
acknowledgment is dedicated to the Faculty of Electrical and Electronic Engineering and MiNT-
SRC, UTHM, IJN-UTM CEC, UTM, Cardiothoracic Surgery Department, IJN and CRD, IJN for
a huge range of support for the research.



378 F. Mahmud et al.

References

1. H. Baek,M. Cho, S. Kim, H. Hwang,M. Song, S. Yoo, Analysis of length of hospital stay using
electronic health records: A statistical and data mining approach. PloS one 13(4), p.e0195901
(2018)

2. H. Bueno, J.S. Ross, Y. Wang, J. Chen, M.T. Vidán, S.L.T. Normand, J.P. Curtis, E.E. Drye,
J.H. Lichtman, P.S. Keenan, M. Kosiborod, Trends in length of stay and short-term outcomes
amongMedicare patients hospitalized for heart failure, 1993–2006. JAMA 303(21), 2141–2147
(2010)

3. T. Rotter, L. Kinsman, E.L. James, A.Machotta, H. Gothe, J.Willis, P. Snow, J. Kugler, Clinical
pathways: effects on professional practice, patient outcomes, length of stay and hospital costs,
in Cochrane database of systematic reviews (3) (2010)

4. N. Lapidus, X. Zhou, F. Carrat, B. Riou, Y. Zhao, G. Hejblum, Biased and unbiased estimation
of the average length of stay in intensive care units in the Covid-19 pandemic. Ann. Intensive
Care 10(1), 1–9 (2020)

5. P.F.J. Tsai, P.C. Chen, Y.Y. Chen, H.Y. Song, H.M. Lin, F.M. Lin, Q.P. Huang, Length of
hospital stay prediction at the admission stage for cardiology patients using artificial neural
network. J. Healthc. Eng. (2016)

6. A. Negassa, E.S.Monrad, Prediction of length of stay following elective percutaneous coronary
intervention. Int. Sch. Res. Not. (2011)

7. I.W. Verburg, N.F. de Keizer, E. de Jonge, N. Peek, Comparison of regression methods for
modeling intensive care length of stay. PloS one 9(10), p.e109684 (2014)

8. H. Maharlou, S.R.N. Kalhori, S. Shahbazi, R. Ravangard, Predicting length of stay in intensive
care units after cardiac surgery: comparison of artificial neural networks and adaptive neuro-
fuzzy system. Healthc. Inform. Res. 24(2), 109–117 (2018)

9. T. Gentimis, A.J. Alnaser, A. Durante, K. Cook, R. Steele, Predicting hospital length of stay
using neural networks. Int. J. Big Data Intell. 6(3–4), 297–306 (2019)

10. I.W.M. Verburg, A. Atashi, S. Eslami, R. Holman, A. Abu-Hanna, E. de Jonge, N. Peek, N.F.
de Keizer, Which models can I use to predict adult ICU length of stay? A systematic review.
Crit. Care Med. 45(2), e222–e231 (2017)

11. M.D. Alexander Scarlat, https://www.kaggle.com/drscarlat/mimic3d. Last accessed 15 Feb
2021

12. A.E.W. Johnson, T.J. Pollard, L. Shen, L.H. Lehman, M. Feng, M. Ghassemi, B. Moody, P.
Szolovits, L.A. Celi, R.G. Mark, MIMIC-III, a freely accessible critical care database. Sci.
Data 3(1), 1–9 (2016)

13. C.H. Lau, 5 Steps of a Data Science Project Lifecycle, 2019 Jan 3, https://towardsdatascience.
com/5-steps-of-a-data-science-project-lifecycle-26c50372b492. Last accessed 20 May 2021

14. A.C.Müller, S. Guido, Introduction tomachine learningwith Python: a guide for data scientists,
1st edn. O’ReillyMedia, Inc., 1005Gravenstein HighwayNorth, Sebastopol, CA 95472 (2016)

15. A. Singh, N. Thakur, A. Sharma, A review of supervised machine learning algorithms, in 2016
3rd International conference on computing for sustainable global development (INDIACom)
(IEEE, 2016), pp 1310–1315

16. Pedregosa et al., Scikit-learn: machine learning in python. JMLR 12, 2825–2830 (2011)
17. XGBoost Homepage, https://xgboost.readthedocs.io/en/latest/python/index.html. Last

accessed 8 Oct 2021
18. Keras 2.0.0 Documentation Homepage, https://faroit.com/keras-docs/2.0.0/. Last accessed 8

Oct 2021
19. G. Zhang, B.E. Patuwo, M.Y. Hu, Forecasting with artificial neural networks: the state of the

art. Int. J. Forecast. 14(1), 35–62 (1998)
20. M.H.A. Yazid, M.H. Satria, S. Talib, N. Azman, Artificial neural network parameter tuning

framework for heart disease classification, in 2018 5th international conference on electrical
engineering, computer science and informatics (EECSI) (IEEE, 2018), pp. 674–679

https://www.kaggle.com/drscarlat/mimic3d
https://towardsdatascience.com/5-steps-of-a-data-science-project-lifecycle-26c50372b492
https://xgboost.readthedocs.io/en/latest/python/index.html
https://faroit.com/keras-docs/2.0.0/


Chapter 33
Prediction Model of Mass Rapid Transit
Noise Level Using the Stepwise
Regression Analysis

Nor Baizura Hamid , Mohd Erwan Sanik , Hafsa Mohammad Noor ,
Joewono Prasetijo , Mardiha Mokhtar ,
Mohamad Azim Mohammad Azmi , Mohamad Irwan Yahaya ,
and Mohd Zakwan Ramli

Abstract Nowadays, rail transport is one of the most important transport modes
chosen by Malaysians. However, the noise pollution caused by the railway causes
complaints from residents living near this track. Therefore, the operator needs to order
their workers to conduct monthly observations and measurements of their train noise
level in the selected area. The conventional method requires more time and energy as
the number of areas to monitor is various and the sound level measurement tools used
are also expensive. Thus, a study was carried out to determine the current noise level
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produced by MRT train in the residential areas near to the Pusat Bandar Damansara
station. The noise level measurement was conducted at Lorong Kasah Tepi and
Medan Damansara Carpark, which are located nearby the Sungai Buloh—Kajang
MRT Line. The noise level was measured at each location with three different slope
distances using a sound level meter during operating and non-operating hours. Other
than that, MRT speed and wind speed were measured as predictors to develop the
Mass Rapid Transit Noise prediction model using the stepwise regression analysis.
From the analysis, 88.37% of variation inMass Rapid Transit Noise can be explained
by the regression model.

33.1 Introduction

Noise is one of the causes of the deterioration of human health. Among the most
notable effects of noise are disturbances that cause sleep deprivation [1]. In addition
to sleep disturbances, there are previous studies showing that prolonged exposure to
train noise also activates muscles during disturbed sleep as well as long-term health
deterioration [2–4]. The sound intensity level on humans has been causing hearing
loss particularly the people around train station [5]. Gradual hearing loss occurs due
to continuous noise exposure. Sources of noise at train stations and nearby areas may
be due to train engines, tire friction with rails, loudspeaker noise, and train horns [5].

Noise prediction models, especially those related to land traffic have been the
focus of research in recent decades. It is said to be a useful aid for the purpose
of planning and upgrading systems and infrastructure such as railways. Therefore,
regression analysis models are often used to leverage statistics to predict outcome
values based on relevant variables. In addition, predictive models are also referred
in the evaluation of existing or expected changes in noise conditions [6].

In this paper, the related works of developing prediction model is discussed in the
next section. The objective of this studywas to develop a predictionmodel of theMass
Rapid Transit (MRT) noise level by using several predictors that will be mentioned
in Methodology. Then, the outcome of this study is presented and discussed in the
Result and Discussion section. Lastly, this study will be concluded in the last section
before acknowledgement and references list.

33.2 Related Works

Generally, noise predictionmodels are usually predicted using noise descriptors such
as LEQ, L10, and LMAX. The LEQ also known as the Time-Equivalent Sound Level
takes into account average sound fluctuations during louder and quieter moments,
with more weightage to the louder, representing the equivalent continuous sound
pressure level over a given period of time [7]. The L10 is a statistical descriptor of
the sound level exceeded for 10% of the measurement period time, usually about
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Fig. 33.1 Visual
comparison of sound level
represented by LEQ, L10 and
LMAX (FHWA, 2017)

3 dB(A) greater than the LEQ. The LMAX also known as the Maximum Sound Level
is the most peak sound level measured during a single noise event such as a train
pass by, in which the sound level changes value along the time. The LMAX is imper-
ative in justifying the interference caused by a noise event with ambient sound [7].
Figure 33.1 shows the visual comparison of sound level represented by LEQ, L10

and LMAX. Sometimes, there is an ‘A’ stated in the descriptors such as LA,EQ that
are meant to be referred as sound level for A-weighted measurement. A-weighted
refers to a frequency dependent curve which is applied to sound pressure microphone
measurements to impersonate the effects of human hearing [8].

In general, noise predictionmodels are used to assist noisemeasurement activities.
It ismore suitable for usewhenfieldmeasurements are difficult to carry out. Although
field measurements can be made, it is possible that a certain maximum noise level in
question can rarely be recorded. In addition to the difficulty of access to the receptor
location, ambient noise may interfere with the accuracy of measurements in the
field. Therefore, the noise prediction model becomes an option for the mentioned
conditions [9].

Rail noise prediction models allow for the optimal management of noise preven-
tion and mitigation to be considered by different scenarios [8]. The researcher
introduced an equation that enables computation of LA, MAX for the Tehran-Karaj
commuter train. The algorithm for predicting LA, MAX, Y for this study was based on
50 measurements at various distances from 25 to 65 m from the middle of the track
and at the height of 1.5 m. A linear regression equation was developed, as shown in
Eq. (33.1).

Y = 0.999X + 0.080 (33.1)

For Eq. (33.1), there was 89.8% located points on the regression line and indicates
a reasonable fitness of the developed model for the field measurements [10].

In another study, there were two models developed namely the Railway Rolling
Noise Prediction Software and the Track–Wheel Interaction Noise Software for
predicting the sound pressure levels during a train passage due to several variables
such as wheel/rail roughness, vibration dynamics, contact mechanics and sound
radiation modules [11]. The field validation had been done under the European and
Japanese conditions. However, this study focuses on the best method of reducing
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noise by controlling it at its source. The information acquired from this study was an
increase in railway rolling noise levels as train speed increases. Once the normal load
is increased, the overall effect was a small reduction in the noise level. The effect
of varying the stiffness of the vertical ballast was negligible. However, adjusting the
vertical rail pad stiffness affects the noise radiation significantly. The noise produced
by the rail decreases with an increase in stiffness, as the noise from the sleepers
increases. Besides, increasing the factor of rail cross absorption will increase the
noise produced by the train, thereby increasing the overall noise levels [11].

Another study was conducted in Hamadan city with the ultimate goal of devel-
oping a traffic noise model based on traffic conditions in Iranian cities [12]. A total
of 282 samples were collected to develop a statistical regression model based on an
A-weighted equivalent noise level for Iranian road conditions. The results revealed
that the average LA,EQ in all stations was 69.04 ± 4.25 dB(A), the average speed
of vehicles was 44.57 ± 11.46 km/h, and the average traffic load was 1231.9 ±
910.2 V/h with a high regression coefficient or R-square of 0.901 [12].

A study was conducted in developing a road traffic noise prediction model for
the roads in Sri Lanka [13]. Researchers used the data of vehicle noise, vehicle
class, vehicle speed, and the distance from the traffic flow line, which was obtained
from several Western Province locations. Microsoft.Net® platform was used in the
simulator and GUI development. The model’s predictions were found to be within
± 11 dB(A) precision regarding the actual experimental observations [13].

In summary, the development of the noise prediction model for railway or road
traffic is essential for the assessment of the environmental impact for future devel-
opment. Therefore, noise can be minimized if the infrastructure is to be constructed.
Also, the constant value of noise can be identified using themodel when all predictors
are omitted. This value can be compared with the permissible sound level recom-
mended by the Department of Environment Malaysia, as shown in Table 33.1 [14].
In this study, based on the location of the data collection, the maximum permissible
sound level is 60 dB(A) during day time and 50 dB(A) during night time.

33.3 Methodology

Two locations that are near the Pusat Bandar Damansara Station were selected in this
study. These two locations labelled as A and B located at residential area and nearby
the shophouses, respectively. Both locations from satellite images are as shown in
Fig. 33.2.

The data was collected during normal working days. The total data point of noise
LA, MAX for data collection was 120. Of these, ten measurements of MRT noise for
every slope distance of 35, 40, and 50 m from the edge of the track were recorded.
Different slope distances were chosen to show the pattern of data collected. The
arrangement of the equipment for the measurement of train noise at different slope
distance is illustrated in Fig. 33.3.
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Table 33.1 Maximum permissible sound level (DOE, 2007)

Receiving land use category Day time 7.00 am–10.00 pm
[dB(A)]

Night time 10.00 pm–7.00 am
[dB(A)]

Noise sensitive areas,
low-density residential,
institutional (school,
hospital), worship areas

50 40

Suburban residential
(medium density) areas,
public spaces, parks,
recreational areas

55 45

Urban residential (high
density) areas, designated
mixed development areas
(residential-commercial)

60 50

Commercial business zones 65 55

Designated industrial 70 60

Fig. 33.2 Location A (Lorong Kasah Tepi) and Location B (Medan Damansara Carpark)

The MRT noise values, LA, MAX were measured and used as a dependent variable
or response in the prediction model using stepwise regression analysis. Other data
that were collected as independent variables or predictors are the speed of the MRT
train, wind speed, and slope distance during the off-peak and peak hours. The MRT
speed is estimated using Eq. (33.2).

Speed = Length of MRT train

T ime taken to pass by f rom head to tail at a point
(33.2)
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Fig. 33.3 The schematic diagram for field measurement set-up

A stopwatch is needed to record the time taken from the head of a train to pass by a
point to the end of the train (tail). The total length of the MRT train is 89.56 m. Wind
speed was measured using the Digital Anemometer MS6252A. The train operates
from 7 to 9 am and 5 pm to 7 pm, considered as operating hours, while apart from
both periods is named non-operating hours.

Few precautions were taken in data collection such as the windscreen should
always be used during the measurement. Ambient noise must be low, and the sound
level meter should be held at arm’s length, usually mounted on a tripod, to minimize
disturbance of the sound field due to the operator’s body. The sound level meter
should be at a height between 1.2 and 1.5 m from the ground and should have a
distance of at least 0.5 m away from the body of the observer to avoid reflections,
which can cause an error up to 6 dB(A) [15].

Prediction model was obtained using the stepwise fit regression model in the
MINITAB 19 as the tool. The response or the dependent variable, Y is MRT noise
level (LA, MAX) and predictors or independent variables consist of MRT speed, wind
speed, slope distance, and one categorical variable which is type of hours either non-
operating (NOH) or operating hours (OH). This model fits two-way interactions and
quadratic terms. If the model fits the data well, this developed equation can be used
to predict MRT Noise for specific values of the X variables, or find the settings for
the X variables that correspond to a desired value or range of values for MRT Noise.



33 Prediction Model of Mass Rapid Transit Noise Level … 385

33.4 Result and Discussion

Stepwise Regression analysis was carried out to develop the model. The following
terms or predictors are in the fitted equation that models the relationship between Y
and X variables:

X1: MRT Speed.
X2: Wind Speed.
X3: Slope Distance.
X4: NOH (0)/OH (1) (Categorical data).
X2

2.
X1*X3.
Correlation analysis was carried out before the stepwise regression analysis to

check correlation between Y and X1, X2, X3 and X4 variables. Table 33.2 shows the
Pearson correlation values obtained in the analysis. The description of correlation
was based on the study done by Miyamoto et al. [16].

Referring to Table 33.4, all independent variableswere correlated to the dependent
variable. Therefore, these variables were considered in the stepwise regression anal-
ysis. Categorical variable X4 was not included in the model equation, however, the
model was split into two separate equations representing the non-operating (NOH)
and operating hours (OH) categories, respectively. While variables (e) and (f) were
created due to the two-way interactions and quadratic terms fitted in the model.
Figure 33.4 shows the model building using the stepwise regression analysis.

Referring to Fig. 33.4, the variations that were accordingly done to the model
in order to predict Y were shown. Step P is referring to p-value obtained along the
steps in the fitting of the terms in the model. While Final P is referring to the final
p-value after all steps being completed. The stepwise regression procedure consists
of two steps. Firstly, the variable with highest association to the dependent variable Y
was picked. Next, any variables that can be added and removed in the current model
were beheld to complete the procedure. Table 33.3 shows the details of regression
analysis.

Referring to Table 33.3, in the stepwise process, regression model must adhere
to the hierarchy rules which is if one of the higher-order variables is statistically
significant, all the lower-order variables that create the higher-order variable shall
be included although they are not statistically significant. In this case, since the
interaction term of X1*X3 is statistically significant with p-value that is less than
0.05, both MRT speed, X1 and slope distance, X3 terms must be included in the

Table 33.2 Correlation
Analysis

Variable MRT Noise, Y Description

MRT speed, X1 0.401 Correlated

Wind speed, X2 0.635 Correlated

Slope distance, X3 –0.615 Correlated

NOH/OH, X4 –0.673 Correlated
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Fig. 33.4 Model building sequence

model. Therefore, the inclusion of both variables with p-values of greater than 0.05
were permitted in the model due to the rules of hierarchy.While, the wind speed term
has p-value less than 0.05, thus, it is statistically significant at 95% significance. The
consideration of quadratic terms resulted in the additional significant term of X2

2

with p-value of less than 0.05. In the last line of Table 33.2, represented as ‘1’ in
term’s column, the coefficient for operating hour (OH) estimates that the mean MRT
speed decreases by 5.028 of constant value. While constant value of 51.3 is for the
model during non-operating hours (NOH).
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Table 33.3 Regression analysis result

Term Coefficient Standard error coefficient T-Value p-Value

Constant 51.30 7.65 6.71 0.000

MRT speed, X1 0.218 0.118 1.84 0.231

Wind speed, X2 24.68 4.09 6.03 0.000

Slope distance, X3 0.189 0.177 1.07 0.289

X22 −11.27 1.78 −6.32 0.000

X1*X3 −0.00567 0.00284 −2.00 0.048

NOH/OH, X4

1 −5.028 0.553 −9.10 0.000

Table 33.4 Model Summary S R-square R-square (adjusted) R-square (predicted)

0.78 88.37% 87.75% 86.98%

Table 33.4 shows the model summary in terms of standard error of regression
(S), R-square, adjusted and predicted R-Squares. The model explains approximately
88% of the variation in the response. For these data, the R-square value indicates the
model provides an adequate fit to the data.

The final model consists of two categories which are non-operating and operating
hours as shown in Eqs. (33.3) and (33.4), respectively.

Y = 51.30+ 0.218X1 + 24.68X2 + 0.189X3 − 11.27X2
2 − 0.00567X1X3

(33.3)

Y = 46.27+ 0.218X1 + 24.68X2 + 0.189X3 − 11.27X2
2 − 0.00567X1X3

(33.4)

Referring to Table 33.4, the adjusted R-Square value for both equations is 0.8775,
which shows that 87.75% or 88% of variation in Y can be explained by the regression
model. While, approximately 95% of the data points lie between the regression line
and± 1.56 dBAofMRTnoise level. Referring to Table 33.1 and the obtainedmodels,
the MRT noise is still below the permissible sound level if all predictors are omitted.
The range of independent variables or predictors is as shown in Table 33.5. The final
model can be accurately applied if the values of predictors are in the range.

Table 33.5 Range of values
for independent variables or
predictors in the developed
model

Predictors Range

Train speed, X1 53.7–64.5 km/h

Wind speed, X2 0.8–1.6 m/s

Slope distance, X3 35–50 m
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33.5 Conclusion and Recommendation

In conclusion, the prediction model for the MRT noise was obtained using MRT
speed, wind speed, and slope distance during non-operating and operating hours as
independent variables. The stepwise regression analysis was used in the development
of the model since it has been used in the previous studies and a good percentage
of variation in dependent variables can be explained by the model. The model can
be referred to Eqs. (33.3) and (33.4) in the previous section. The model would be
useful for the MRT operators to monitor the noise level from time to time based on
the predictors’ values. Since 88% variation in MRT noise can be explained by the
model, there is still another 12% that contributed by unknown variables that need
to be studied in the future. Besides that, accuracy of data can be improved by using
proper equipment such as speed laser gun and taking into consideration the presence
of ambient noise in the measurement as well.
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Chapter 34
Engine Monitoring During Tuning
Process for Diesel-Compressed Natural
Gas (CNG) Dual Fuel Engine Using
Statistical Approach

Abd Fathul Hakim Zulkifli , Mas Fawzi Mohd Ali ,
Muammar Mukhsin Ismail, and Shahrul Azmir Osman

Abstract Engine monitoring during tuning process is vital for diesel-Compressed
Natural Gas (CNG) dual fuel (DDF) engine to ensure the dual fuel operation run
without any abnormalities. Knock sensor which is vibro-acoustic sensor based is
commonly used for engine monitoring. However, high variation of vibration signal
due to different background noises can leads to faults detection. The objective of this
paper is to introduce the statistical method to overcome this issue. A diesel engine
converted into DDF system was investigated at different dual fuel ratio, which is
based on CNG substitution rates (0–40%) and engine speed in a range of 1500–
3500 rpm. The DDF engine was monitored using commercial knock sensor, which is
mounted at the outer wall of the engine. The frequency distribution analysis (FDA)
was applied to interpret the high variability of the vibro-acoustic signal. The results
showed high CNG substitution rates can be achieved during intermediate to high
engine speeds, while at low engine speed, maximum CNG substitutions rate is 10%.
In addition, the FDAprovides additional information regard to engine stability, which
is graphically presented using the box-plot. Therefore, the functionality of the knock
sensor can be enhanced despite it is originally used for knock monitoring.
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34.1 Introduction

Faulty diagnosis for enginemonitoringduring the diesel-CNGdual fuel (DDF) tuning
process is crucial to avoid any abnormalities during dual fuels operation and to
ensure their stability. A common method used during engine tuning is using after-
market knock detectors such as Phormula and PLEX tuning, which are based on the
vibro-acoustic knock detection method [1, 2]. Technically, the vibration generated
by structural oscillations emitted by different sources within the engine, such as the
combustion process (in-cylinder pressure oscillations) and the impact of mechanical
components (piston slap, gear and impact of the intake/exhaust valve), as shown in
Fig. 34.1. These vibrations produce noises that could be heard in the frequency area
of human ears (20–20,000 Hz). It shows that engine monitoring faults detection is
not easy due to different background noises from an engine.

Several established engine-monitoring methods have been found in the literature
in the past two decades. For example, in order to improve the knock detection at high
speed, the pattern classification based on cepstrum analysis from vibration input
was proposed [3]. The decomposition of the signal was studied using independent
component analysis (ICA) to break down the diesel engine vibration signal [4].
Klinchaeampresented a statistical analysis of the vibration signal based on an angular
domain in order to determine the impact between valves and tappets and between the
plug and the cylinder head [5]. Devasenapati also used statistical approach in time
domain to detect misfire problems [6].

Delvecchio et al. studied the symmetrized dot pattern (SDP) for visual character-
ization in vibration analysis to diagnosis faulty during engine tested in motor condi-
tion [7, 8]. Other techniques based on time–frequency analysis, such as Short-Time

Fig. 34.1 Noise sources in internal combustion engine
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Fourier Transform (STFT), ContinuousWavelet Transform (CWT) andWigner-Ville
Distribution (WVD), were also used in engine monitoring [9–11].

Antoni proposed cyclostationary approaches to various combustion defects caused
by injection timing, misfire and knocking in vibration analysis [12, 13]. This
technique was subsequently applied to engine cold test monitoring [14].

Thus, this research aims to introduce the statistical approach using frequency
distribution analysis for engine monitoring purposes during tuning process. This
method capable to overcome the unwanted different background noises that came
from an engine. In addition, the engine stability can be established.

34.2 Research Methodology

34.2.1 Fuel Properties

For this research, the fuel resources are obtained from commercial refueling station.
For Malaysia market, the diesel fuel is Euro 2 M standard which contained 7% of
palm methyl ester (PME). This fuel is followed with the Malaysian standard MS
2008. Table 34.1 shows the fuel properties for diesel and CNG.

34.2.2 Experiment Setup

The layout for the experiment setup is shown in Fig. 34.2. ToyotaHilux 2.5L common
rail diesel engine (2KD-FTV) was used as the test engine. The engine has been
converted into diesel-CNG dual fuel systems using aftermarket dual fuel conversion
kits. The conversion method was followed theMalaysian legislation as per discussed
in [16]. The engine specification is shown in Table 34.2. The Dynapack 4WD chassis
dynamometer (Model No: 4022) was used to conduct the steady-state dynamometer
testing, which is followed the SAEJ1349 standard.

The enginewas tested at constant speed for 1500–3500 rpmwith 500 rpm interval.
The dual fuel ratio was set based on CNG substitution rates, which are 0, 10, 20,
30 and 40%. The 0% substitution rate represent the diesel mode condition. The
CNG flow rate was monitored using the ALICAT Scientific Mass Flow Meter (M-
250SLPM), while the diesel flow rate was monitored using the ECU Diagnostics
Bosch KTS 570. The fuel substitution rates were determined based on mass fuel
ratio and followed as per presented in [17].

The commercial knock sensor was used to measure the vibro-acoustic signal from
the test engine. The knock sensor was placed at the outer wall of the engine, which
closed to the first cylinder where the pressure transducer is installed. Then, the vibro-
acoustic signal is amplified using commercial audio amplifier before connected to
data acquisition (cDAQ NI-9188). The DEWETRON encoder instrument (Model:
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Table 34.1 Fuel properties
of diesel and CNG

Properties Diesel CNG

Flash point (PM, °C) 76 –

Kinematic viscosity (40 °C, mm2/s) 3.21 –

Sulfur (mg/kg) 7.5 –

Cetane index 52 –

Density (15 °C, kg/m3) 831 –

Low heating value (MJ/kg) 43.15 –

Gross heating value (MJ/Sm3) 39.20

Specific gravity (compare to air) 0.6042

Flammability limit (%) 5–15

Compressibility 0.9977

Methane (vol.%) 93.07

Ethane (vol.%) 3.70

Propane (vol.%) 0.90

i-Butane (vol.%) 0.29

n-Butane (vol.%) 0.13

i-Pentane (vol.%) 0.07

C6+ (vol.%) 0.07

Nitrogen (vol.%) 0.68

Carbon dioxide (vol.%) 1.10

Reproduced from [15]

Fig. 34.2 Schematic diagram of the experiment setup
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Table 34.2 Specification of
test engine

Engine Specification Descriptions

Engine code 2KD-FTV

Bore × stroke 92.0 × 93.8 mm

Engine displacement 2494 cc

Compression ratio 17.4:1

Fuel injection system Common rail direct injection

Maximum power 80 kW @ 3600 rpm

Maximum torque 325 Nm @ 2000 rpm

CA-RIE 360) was used to generate the TDC and clock signals. The combustion pres-
sure was measured using Kistler pressure transducer (type 6056a) and conditioned
by Kistler charge amplifier (type 5018a).

34.2.3 Establishment of Acoustic Index

The vibro-acoustic signal was recorded in crank angle domain as shown in Fig. 34.3.
Then, the vibro-acoustic signal from knock sensor was analyzed using BRIC signal
processing method to establish the acoustic index. BRIC means band-pass, rectify,
integrate and compare. It is a common method used for knock sensor application
especially for vibro-acoustic signal analysis. Two calibration windows were defined,
which are reference window and acoustic window. Each window was set at 30 CAD.

Fig. 34.3 The calibration window for BRIC signal processing method
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The acoustic window is defined as the window of the signal before and after TDC,
while the reference window is the window where there is a little noise. The draper
acoustic pressure wave formula was used to determine the cut-off frequencies for
band-pass filters as shown in Eq. (34.1) [18]. The in-cylinder temperature was calcu-
lated using ideal gas law equation as shown in Eq. (34.2) where P is the combustion
pressure, V is the combustion chamber volume, m is the trapped mass for burned
fuels (diesel and CNG) and air, and R is the gas constant. Therefore, the acoustic
index before TDC is defined as AI BTDC and the acoustic index after TDC is deter-
mined as AI ATDC. For this research, both conditions before and after TDC were
investigated to evaluate the vibration intensity before and after combustion process
happen. This is required to understand the combustion stability of the diesel-CNG
dual fuel system.

fu,s = ρu,s · a
π · B = ρu,s ·

√
kRTcyl

π · B (34.1)

where;

fu,s Oscillation frequency of in-cylinder gas
ρu,s Vibration mode factor
u The circumferential oscillation mode number
s The radial oscillation mode number
a Velocity of sound (m/s)
B Cylinder Bore (mm)
k Ratio of specific heat
R The gas constant of working gas [J/(kg K)]
Tcyl Absolute temperature of working gas [K] or the in-cylinder temperature

Tcyl = PV

mR
(34.2)

34.2.4 Uncertainty Analysis

The overall uncertainty (Uoverall) for the experimental results is examined by
combining systematic uncertainty (Su) and random uncertainty (Ru) using the root-
sum-square method (RSS) with a 95% confident level of true value [refer Eqs.
(34.3)–(34.5)] [19–21].

Based on Eqs. (34.4) and (34.5), M is the physical parameters dependent on each
variable, Xi. The Si and Ri represent the uncertainty in M and the measuring range
respectively. The overall uncertainty obtained for the experiment is ±0.48%. The
uncertainty for each measurement parameter is summarized in Table 34.3.
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Table 34.3 Accuracy and uncertainty of measured parameters

Equipment/instrument Measured parameter Range Accuracy Uncertainty (%)

Chassis dynamometer Engine torque ±1.84 Nm ±0.2

Engine power ±0.48 kW ±0.05

Gas flow meter CNG flow rate 0–250 splm ±0.2% ±0.08

Pressure transducer In-cylinder pressure ±0.1 MPa ±0.05

Crank angle encoder Crank angle degree 0–360° ±1o ±0.3

Vibration sensor acoustic index ±0.64 ±0.3

Uoverall =
√
S2u + R2

u (34.3)

Su
M

=
[

n∑

i=1

(
1

M

∂M

∂Xi
Si

)2
]1/2

(34.4)

Ru

M
=

[
n∑

i=1

(
1

M

∂M

∂Xi
Ri

)2
]1/2

(34.5)

34.3 Results and Discussions

The vibro-acoustic signal analysis was performed by offlinemodewhere 200 consec-
utive cycles of acoustic index before Top Death Centre (AI BTDC), after Top Death
Centre (AIATDC), and peak combustion pressure (PP)was observed. The coefficient
of variance (COV) of AI BTDC, AI ATDC and PP were calculated and presented in
Fig. 34.4. The result showed high variability of acoustic index where 21.54% and
23.71% COV were recorded for AI BTDC and AI ATDC, respectively. It is contra-
dicted to COV of PP where less than 1% was recorded. High COV means some
of the acoustic index data are categorized as outliers. These outliers came from the
different unwanted background noises, which are contributed to the error. This error
will be more significant when the COV is increased.

The frequency distribution analysis was proposed to overcome this problem,
where the box-plot is utilized to display the acoustic index data via its quartiles.
Figure 34.5 shows the legend for box plot used in this research. The box indicated
the degree of dispersion through interquartile range (IQR) for the data where the
upper line is the first quartiles (Q1), and the lower line is third quartiles (Q3). The
median line indicates the skewness of the data and the mean values shows an average
data for IQR without the outliers.

Figure 34.6 shows the acoustic index range against CNG substitution rates for
1500 rpm. The vibration intensity at BTDC shows approximately stable condition
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Fig. 34.4 Coefficient of variance (COV) for PP, AI BTDC and AI ATDC at 1500 rpm diesel
operation

Fig. 34.5 Legend for the
box-plot

even though running the engine with the dual fuel operation. High vibration inten-
sity was observed at ATDC especially during diesel mode. The CNG addition was
stabilized the engine where the vibration intensity decreases as CNG substitution
rates increases. In addition, the box size for dual fuel mode were comparatively
shorter compared to diesel mode, which indicates better engine stability due to lower
variance of acoustic index.

Figure 34.7 shows the acoustic index range against CNG substitution rates at 2000
rpm. Both BTDC and ATDC conditions shows high CNG substitution increases the
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Fig. 34.6 Acoustic index versus CNG substitution rates for 1500 rpm

Fig. 34.7 Acoustic index versus CNG substitution rates for 2000 rpm
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Fig. 34.8 Acoustic index versus CNG substitution rates for 2500 rpm

vibration intensity, except for 30% CNG substitution, where both conditions show
considerably lower. However, for 2500 rpm, the engine shows stable condition even
with high CNG substitutions rates (see Fig. 34.8). Similar findings were observed
at 3000 rpm and 3500 rpm, as shown in Figs. 34.9 and 34.10, respectively. This
supports by the box sizes where not much different between diesel and dual fuel
mode. Its reveals that the test engine is capable to run dual fuel mode with high CNG
substitution rates during intermediate to high engine speeds.

The frequency distribution analysis through box plot provides useful information
where the vibration intensity from an engine could be further understand. The vari-
ance of acoustic index shows it is capable to measure the stability of the engine and
delivers a good indicator during tuning process.

34.4 Conclusion

The statistical approach for engine monitoring during DDF tuning process was
presented. Several conclusions can be drawn from the results obtained as follows:

1. The vibro-acoustic signal processing through the frequency distribution analysis
was introduced to overcome the high variability acoustic index signal. This
analysis is in offline mode to discard the outliers of the acoustic index that came
from different background noises.
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Fig. 34.9 Acoustic index versus CNG substitution rates for 3000 rpm

Fig. 34.10 Acoustic index versus CNG substitution rates for 3500 rpm
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2. The frequency distribution analysis presents the acoustic index data through its
quartile with box plot. Beside to separate the outliers of the acoustic index data,
it has provided useful information regard to engine stability.

3. The functionality of knock sensor is enhanced despite it originally used as knock
detection.

4. MaximumCNG substitution rate during low engine speeds (<2000 rpm) is 10%.
However, higherCNGsubstitution rates can be achieved for intermediate to high
engine speeds.
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Chapter 35
Impulse Breakdown Characteristics
of CF3I–CO2 at Various Gas Pressure
and CF3I Content

Muhammad Saufi Kamarudin, Noor Mazliza Badrul Sham, A. Haddad,
Md Nor Ramdon Baharom, Mohd Fairouz Mohd Yousof,
and Nordiana Azlin Othman

Abstract Sulphur hexafluoride (SF6) is currently the preferred dielectric gas used
in medium and high voltage power equipment. However, due to the extremely green-
house effect by SF6, the search for alternative gas comprising a fluoro-organic
gas with low environmental concern mixed with a buffer gas (N2, CO2 and O2)
have received considerable attention from the power industry. Trifluoroiodomethane
(CF3I) is identified to have an excellent insulation performance with a very low
GWP can replace SF6. This paper presents the basic lightning impulse performance
of CF3I mixed with CO2 as an alternative to SF6 insulation gas. The 50% breakdown
voltage (U50) under both positive and negative polarities were measured at various
gas pressure and mixing ratio of CF3I–CO2. The results show that U50 of CF3I–CO2

gas mixtures increases linearly with the pressure, and the difference increases with
gap length. Furthermore, an increment of CF3I content in the mixtures increases the
insulation strength. It was also found that U50 with negative polarity is much higher
than that with positive polarity under the needle-plane electrode and vice versa under
the plane-plane configuration. The V-t characteristics for CF3I–CO2 were also anal-
ysed under these two different electric fields. The V-t characteristics for plane-plane
electrode are more distributed along the wavetail of the lightning impulse under both
U50 polarities. As opposed to the V-t waveforms under needle-plane electrode, the
instantaneous breakdowns tend to happen earlier. Overall, the results provide a basis
for considering the application of CF3I–CO2 as an insulating gas in high voltage
apparatus.
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35.1 Introduction

Sulphur hexafluoride (SF6) is widely recognised as the best insulation gas in high
voltage apparatus due to its outstanding insulation strength and arc quenching prop-
erties. But, the longtime excessive usage of SF6 may increase the percentage of its
global warming potential (GWP) and have an extremely long atmospheric lifetime
[1, 2]. For these reasons, limiting the application of SF6, or eventually replaced it by
using alternative gases is necessary for the developed countries such as EU, US and
China [3].

Much research in recent years has focused on gases or mixed gas, especially the
fluorocarbons with halogenated gases or fluorinated compounds, which have similar
or better dielectric strength to that of SF6. Although some perfluorocarbons (PFCs)
and hydrofluorocarbons (HFCs) offer an excellent breakdown strength, their GWP
remains high, typically in the range of 5000–12,000 [4, 5]. Their lifetime is also
relatively higher than SF6, thus limiting them from consideration. One of the most
promising low GWP alternatives is trifluoroiodomethane (CF3I). Its GWP is less
than 5, and the insulation strength of CF3I is 1.2 times higher than that of SF6 [6, 7].

CF3I is colorless, odorless and non-flammable have considered being an envi-
ronmentally friendly insulation gas [8, 9]. Due to the high liquefaction temperature,
CF3I needs to bemixed with buffer gases (N2 or CO2) that have relatively low boiling
point [10, 11]. Thus, the problem of high liquefaction temperature of CF3I can be
avoided and the mixtures could possess identical features like economical cost, good
dielectric performance and provide less environmental concerns.

In this paper, the fundamental lightning impulse withstand of CF3I–CO2 gas
mixtures are measured at a pressure range of 1.0 bar to 2.0 bar. In addition, the effect
of various mixture ratios on the insulation performance of CF3I–CO2 gas mixtures
was also analysed. From this study, as the CF3I content increased, the dielectric
strength is more significant in the plane-plane electrode. Meanwhile, in the needle-
plane electrode, the increment in the dielectric properties is noticed only in the small
gap length.

35.2 Experimental Arrangement and Method

Figure 35.1 shows the complete block diagram of the test setup. The specific details
of the lightning impulse generation, structural of pressure vessel, as well as electrode
geometry are described in this section.
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Fig. 35.1 Block diagram of the test setup

35.2.1 Lightning Impulse Test

The impulse voltages were generated by a four (4) stage Marx impulse generator.
The maximum output voltage level is 400 kV, delivering 100 kV per stage [12]. The
impulse voltage was then measured by a 50 ns rise time capacitive voltage divider
and recorded using a digital oscilloscope. The up-and-down method was used to
obtain the 50% breakdown voltage (U50) with at least 20 impulse shots for each test
condition.

35.2.2 Pressurized Vessel

The cylindrical-shaped pressure vessel was built with a height of 500 mm, having
a radius of 250 mm, and a thickness of 10 mm, giving a volume around 0.0982
m3, or 98.2 L. The main constituent material of the vessel is mild steel, a non-alloy
structural steel that can withstand specific high pressure and high voltage stresses.
Meanwhile, the vessel window is made of polycarbonate, in which able to observe
the experimental phenomena easily.

35.2.3 Electrode Configuration

A needle-plane and plane-plane electrode were used in this study. The diameter of
the needle electrode is 12 mm, having a tip curvature diameter of 1 mm, while the
diameter of the plane electrode is 90 mm, the thickness is 15 mm, and the chamfer
radius is 5mm.All electrodes aremade frombrass. The electrodes surfacewasmirror
finished to ensure no effect from protrusion, compromising the test results.
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35.3 Result and Discussion

This section focuses on both positive and negative lightning impulse breakdown
testing. The effect of various gas pressure and different mixture ratios on the impulse
breakdown characteristics of CF3I–CO2 were briefly discussed.

35.3.1 Breakdown Performance of CF3I–CO2 Mixture Under
Different Pressures

Figure 35.2 shows the impulse breakdown voltage-pressure relationship of
30%CF3I–70%CO2 gas mixture under positive and negative polarity at different
gas pressures and various electrode gap distances. The U50 of CF3I mixture increase
with the increasing pressure range between 1.0 bar and 2.0 bar (abs). It is noted that
the saturation value is approached more gradually at a higher pressure, especially in
5 cm gap under both U50 polarities.

The V-t characteristics in Fig. 35.3 indicate the positive lightning impulse break-
down properties of CF3I–CO2 gas mixtures at the respective pressure range studied.
In the case of positive impulse polarity under a non-uniform (needle-plane electrode)
configuration,most of the breakdowns appeared around thewavefront duration corre-
sponding to the peak value, less than 8 µs. A closer examination of the results in
Fig. 35.3a reveals that the duration of the breakdown voltage at 1 cm gap length under
1.0 bar pressure occurs near the peak value in the region of 1–2 µs. When the gas
pressure is changed to 1.5 bar and 2.0 bar, the breakdown voltages aremore dispersed
throughout the time scale, reach to 6 µs, as shown in Fig. 35.3b, c, respectively. At a
pressure of 2.0 bar, shown in Fig. 35.3c, the V-t plots for a 4 cm gap is almost similar
to that for a 5 cm gap with only 2 kV difference. This behaviour shows the saturation
phenomenon under positive lightning impulse at higher pressure and gap length.

Figure 35.4 shows the corresponding V-t waveforms of CF3I–CO2 mixtures under
negative polarity in needle-plane electrode configuration. As observed in Fig. 35.2,

Fig. 35.2 Effects of CF3I–CO2 pressures on (a) positive, and (b) negative breakdown voltages,
U50
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Fig. 35.3 V-t characteristics for 30%CF3I–70%CO2 under positive impulse at (a) 1.0 bar,
(b) 1.5 bar, and (c) 2.0 bar

Fig. 35.4 V-t characteristics for 30%CF3I–70%CO2 under negative impulse at a 1.0 bar, b 1.5 bar,
and c 2.0 bar
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50% breakdown voltages under negative lightning impulse are significantly higher
than those under positive impulses in an expanded range of pressures. The differences
in U50 increase as the gap increase. Furthermore, the increase rate of U50 is more
significant over the gap distance between electrodes at all pressures. The increasing
trend can be noticed in Fig. 35.4 when compared to Fig. 35.3. A relatively significant
time lag was observed at lower pressure of 1.0 bar in the negative impulse under the
non-uniform field. However, the V-t waveforms at higher pressure are concentrated
near the peak value with a duration of less than 6 µs.

35.3.2 Breakdown Performance of CF3I–CO2 Mixture Under
Different Pressures

Further impulse breakdown tests were carried out for three (3) different mixture
ratios, which are 20%–80%, 30%–70% and 40%–60% of CF3I–CO2 at a pressure
of 1.0 bar. The tests involved two (2) different electrode arrangements, including the
needle-plane and the plane-plane configuration.

Effects of CF3I Content in Needle-Plane Configuration. The breakdown voltage
(U50) at different CF3I–CO2 gas mixing ratios for various gap distance is plotted in
Fig. 35.5. It is noted that the increment of U50 is nearly linear with the increasing
electrode gap under positive impulse voltage and gradually increase for negative
impulse voltage. However, as expected in a needle-plane electrode, U50 under the
negative impulse is probable to be higher than those under positive polarity. This
phenomenon shows that the electron emission from the cathode surface was remark-
able at the higher electric field under a non-uniform configuration. Therefore, U50

would have the maximum value to initiate a complete breakdown.
The growth trend of U50 curves is obvious under negative impulse polarity with

the increase of CF3I content. The comparison can be made between the highest and
the lowest concentration of CF3I in CF3I–CO2 gas mixtures. The U50 of 40%CF3I–
60%CO2 mixture is about 21% higher than that of 20%CF3I–80%CO2 at a 1 cm
gap distance. For the 3 cm and 5 cm gap, U50 of the highest CF3I content is 12 and

Fig. 35.5 Breakdown
voltages at various gap
length for different
CF3I–CO2 mixture ratios in
needle-plane electrode
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Fig. 35.6 V-t characteristics for different CF3I–CO2 mixture ratios under a positive and b negative
U50 in the needle-plane configuration

10% higher. While a slight effect on the positive impulse breakdown voltages can
be seen when changing the proportion of CF3I electronegative gas from 20 to 40%
in CF3I–CO2 mixtures. There is only 11% increase of U50 at 1 cm gap, 6% at 3 cm
gap, and 5% at 5 cm gap distance. From the result, the effect of CF3I content in the
CF3I–CO2 mixtures was noted on smaller gaps under both polarities.

Figure 35.6 shows the V-t plots of CF3I–CO2 under non-uniform field electrode at
1 cm gap for both positive and negative standard lightning impulse. As mentioned in
previous discussion, the breakdown voltages under a positive polarity tend to happen
earlier, near the peak value in the range of 1–2 µs under 1.0 bar gas pressure. This
occurrence can be seen for all CF3I–CO2 mixing ratios shown in Fig. 35.6a, caused
by the developing speed of discharge under a non-uniform electrode configuration.
Under the negative polarity, the duration of the instantaneous voltages is longer and
more scattered along the negative U50 wavetail shown in Fig. 35.6b. Among the three
mixture ratios of CF3I–CO2, the V-t-plot for 40%CF3I–60%CO2 gas mixture is the
highest under both impulse polarities.

Effects of CF3I Content in Plane-Plane Configuration. The effect of CF3I content
in CF3I–CO2 mixtures was further observed under a more uniform electric field,
which represents by the plane-plane electrode configuration. The tests involved gap
lengths between 1 and 3 cm.Based on the data demonstrated in Fig. 35.7, the standard

Fig. 35.7 Breakdown
voltages at various gap
length for different
CF3I–CO2 mixture ratios in
plane-plane electrode
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Fig. 35.8 V-t characteristics for different CF3I–CO2 mixture ratios under a positive and b negative
U50 in the plane-plane configuration

impulse breakdown voltages (U50) under a uniform electrode contrast from those
under a non-uniform electrode, whichmeans the U50 with positive standard lightning
impulse is higher. In all mixtures, U50 values increase linearly with increasing the
gap distance between electrodes.

Furthermore, it is noted that a slight increment in U50 between positive and nega-
tive impulse polarity when CF3I content was increased. Under positive polarity, the
relationship between U50 and the gap length at different mixing ratios of CF3I–CO2

is almost linear. An increase from 20 to 40% of CF3I in the mixture shows signifi-
cantly less changes for the slope of the U50. About 20% increase of U50 at 1 cm gap,
22% at 2 cm gap, and 22% at 3 cm gap distance. A smaller percentage difference
in U50 also can be found under negative polarity while varying the proportion of
CF3I content in the mixture. The U50 of 40%CF3I–60%CO2 mixture is higher than
20%CF3I–80%CO2 about 15% at a 1 cm gap, 12% and 10% at a corresponding 3 cm
and 5 cm gap.

Figure 35.8 shows the V-t waveforms at 1 cm plane-plane electrode gap for both
lightning impulse polarities. In contrast to the non-uniform electrode arrangement,
the instantaneous breakdowns in a more uniform field electrode are more distributed
along the wavetail time duration under both positive and negative polarity. Among
all mixture ratios, the V-t characteristic for CF3I–CO2 at 40%–60% remains highest
similar to the V-t plots in the needle-plane electrode.

35.4 Conclusion

The dielectric strength of CF3I–CO2 mixtures is significant at higher pressures. The
50% breakdown voltages, U50 for both lightning impulse polarities increase over the
pressure range under the plane-plane and the needle-plane electrode arrangement.
When the gap between the electrode is varied, U50 of CF3I–CO2 mixtures shows
the same increment trend as the change in pressure. Furthermore, the increment in
CF3I concentration increase the dielectric strength of CF3I–CO2, obviously in the
plane-plane configuration compared to the needle-plane configuration. On the other
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hand, the V-t characteristics for CF3I–CO2 under uniform electric field (plane-plane
electrode) are more dispersed along the U50 wavetail duration for both impulse polar-
ities. Unlike theV-t waveforms under the non-uniform field (needle-plane electrode),
the instantaneous voltages tend to occur earlier at the peak value of the wavefront
duration. However, in all mixture ratios, V-t-characteristic for CF3I–CO2 at 40%–
60% is the highest under both lightning impulse polarities. Overall, the insulation
performance of CF3I–CO2 gas mixtures has been proved and can be considered a
possible substitute to SF6 as a new insulating medium.
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Chapter 36
Optimal Rain Attenuation Prediction
Models for Earth-Space Communication
at Ku-Band in North Central Nigeria

K. C. Igwe

Abstract Precipitation adversely affects satellite-earth links operating at frequen-
cies ≥ 10 GHz. This paper evaluates five of the best performing rain attenuation
models for earth-space links so as to obtain the optimal models for North Central
Nigeria. The models considered are ITU-R P.618-9, Bryant, Simple attenuation,
Garcia-Lopez and Svjatogor. Also, three elevation angles were considered: 55° (the
look angle of most satellite receivers over the Atlantic Ocean Region (AOR) in
Nigeria), 23° (the look angle of receivers over the Indian Ocean Region (IOR)) and
42.5° (the look angle of Nigeria’s communication satellite (NIGCOMSAT-1R) over
the AOR). 2–4 years of 5-min integration time rainfall data was obtained from the
Centre for atmospheric research (CAR), Anyigba, Nigeria. The cumulative distri-
bution of rain attenuation at Ku-band was predicted for circularly polarised signals
at different percentages of time of the year. Results obtained showed that the ITU-
R P.618, Garcia-Lopez and Bryant models performed optimally in this region with
attenuation values ranging from 6 to 19 dB at exceedance time percentage of 0.01%
in all the stations.

36.1 Introduction

Amongst the debilitating atmospheric effects on satellite-earth links propagating
at higher frequency bands (≥10 GHz), attenuation by rain is most deleterious to
the system’s functionality [1–5]. Therefore, it is important to carefully analyse and
quantify the extent of attenuation by rain at the frequency of interest [6].

During rainfall, radio waves propagating through the atmosphere at these high
frequencies are either absorbed or scattered, thereby resulting to signal reduction
[7]. Scattering may in addition cause interference on the radio paths. In the super
high frequency (SHF) band, where the wavelength of the radio wave is longer in
comparison with the rain drop size, attenuation by absorption will exceed that by
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scattering. Conversely, in the extreme high frequency (EHF) band and beyond where
the wavelength is shorter than the rain drop dimension, attenuation by scattering will
be more pronounced [8].

It is difficult to determine the attenuation of electromagnetic signals due to rain
because of the unstable nature of rain. Thus, since drop sizes vary temporally and
spatially, they do not have a definite arrangement for rainfall rates [9].

Attenuation induced by rain is an important propagation effect that should not
be neglected in satellite system design. For optimal analysis of rain attenuation, it
is imperative that the corresponding rain rate is accurately evaluated [10]. Some
recent works on rain rate attest to this deduction [11–14] Satellite beacon signals and
radiometers are often used to measure rain-induced attenuation but such measure-
ments are done only in very few locations of the world and thus impossible to directly
apply the obtained results to all locations. Consequently, in order to make inputs for
system margin calculations to be available in every region of the world, meteoro-
logical data have been obtained and different rain attenuation models have been
developed [15].

In Nigeria, NIGCOMSAT-1R operates on Ku and Ka bands. It is therefore impor-
tant to know the extent of rain-induced attenuation on satellite-earth links in various
locations so as to guide satellite system designers on enhancing the quality of local
network contents [16].

This paper therefore evaluates the degree of attenuation induced by rain on
satellite-earth communication and further investigates the optimal rain attenuation
predictionmodels inNorth Central Nigeria by using rainfall data of 5-min integration
time as against daily rainfall data used in [16].

36.2 Background

36.2.1 Rainfall Rate Model

Lavergnat-Gole model. The application of this model is given in [17]. It converts
cumulative distribution of rain rate from integration time t1, to the desired integration
time t2. This is done by using a conversion factor given as the ratio of the integration
times:

P2(R2) = C Fa P1(R1) (36.1)

where

C F = t2
t1

(36.2)
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and

R2 = R1/C Fa (36.3)

P1 and P2 are the cumulative probabilities obtained with rain gauges of t1 (min)
and t2 (min) integration times respectively, while R1 (mm/h) and R2 (mm/h) are the
rain rates for P1 and P2 respectively.

Parameter ‘a’ depends on the region of interest. For the temperate region, it is
0.115 [18], while a value of 0.143 was deduced by [19] for the tropical climatic
region. This model was used for the rain rate computation since it has recently been
adjudged the optimal rain rate model for the North Central region of Nigeria [20].

36.2.2 Rain Attenuation Models

For the rain attenuation models, five amongst the best performing models were
selected for rain attenuation estimation in this work. These are the globally accepted
ITU-R P.618-9 [21], Bryant [22], Simple attenuation [23], Garcia-Lopez [24] and
Svjatogor models [25]. The ITU-R P.618-9 model is explained in detail here, while
the other four models are only defined because of space constraint. Their detailed
explanation can be found in [16].

ITU-R P. 618-9 model. Rain rate at 0.01% exceedance is used for rain attenuation
prediction in this model. Then an adjustment factor is applied for prediction at other
percentage exceedances. The parameters required for the procedures are:

R0.01 (mm/h) point rainfall rate at 0.01% of a year.
hS (km) Station height above mean sea level
θ (degrees) Elevation angle
ϕ: (degrees) Latitude of the station
f (GHz) Frequency

The following steps are required for the computation:

Step 1 Compute the rain height, hR from ITU-R P. 839-3 [26]:

h R = ho + 0.36km (36.4)

where ho is 0 °C isotherm height above mean sea level.
Step 2 Determine the slant path length, LS from:

L S = h R − hS

Sinθ
(36.5)

Step 3 Compute the horizontal projection, LG of slant path length using:
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LG = L SCosθ (36.6)

Step 4 Input R0.01 (mm/h).
Step 5 Calculate the specific attenuation, γR0.01 (dB/km) at 0.01% from:

γR0.01 = k Rα
0.01 (36.7)

where k and α are frequency functions determined from ITU-R P.838-3
[27].

Step 6 Compute the horizontal reduction factor, rh0.01 using:

rh0.01 = 1

1 + 0.78
√

(
LG∗γR0.01

f ) − 0.38[1 − exp(−2LG)]
(36.8)

Step 7 Calculate the vertical adjustment factor, v0.01 (km):

L R = LGr0.01
cosθ

, f orρ > θ (36.9)

otherwise,

L R = HR − HS

sinθ
, f orρ ≤ θ (36.10)

where

ρ = tan−1(
HR − HS

LGrh0.01
) (36.11)

therefore,

v0.01 = 1

1 + √
sinθ [31

(
1 − exp

(
− θ

[1+σ]

))√
LGγR0.01
f2 − 0.45]

(36.12)

where σ = 36 − |ϕ|, for |ϕ| < 36◦; for |ϕ| ≥ 36◦, σ = 0
Step 8 The effective path length Lef f (km) is calculated from:

L E = L Rv0.01 (36.13)

Step 9 Compute the predicted rain attenuation at 0.01% of an average year using:

A0.01 = γR0.01L E (36.14)

Step 10 Obtain the attenuation for other percentage exceedances from:
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Ap(d B) = A0.01(
p

0.01
)
−[0.655+0.033ln(p)−0.045ln(A0.01)−zsinθ(1−p)]

(36.15)

where p is the percentage probability of interest. z is obtained from:

z = 0i f p ≥ 1%or |ϕ| ≥ 36◦; (36.16)

z = −0.005(|ϕ| − 36)i f p < 1%and|ϕ| < 36◦ f orθ ≥ 25◦; (36.17)

else

z = −0.005(|ϕ| − 36) + 1.8 − 4.25sinθ, f orθ < 25◦and|ϕ| < 36◦
(36.18)

Bryant Model. The Bryant attenuation model uses the ‘effective rain cell’ and
‘variable rain height’ concept to compute rain attenuation.

Simple Attenuation Model. This model also uses point rainfall rate for prediction.
As an improvement from an earlier version, the effect of wave polarisation is now
incorporated [28]

Garcia-Lopez Model. The Garcia-Lopez attenuation model is an extension of the
one proposed for terrestrial links. In this model, separate coefficient values are
adopted for tropical regions during computation.

SvjatogorModel.This is a type of rain attenuationmodel whose effective rain height
is a function of the rain intensity.

36.3 Methodology

Rainfall at 5-min integration time was collected at the Tropospheric data acquisition
network (TRODAN) located at themini campus of Federal University of Technology,
Minna,Nigeria. This data acquisition stationwas set up by theCentre for atmospheric
research (CAR), Anyigba, Nigeria. Data from four other Universities in the North
Central region where the TRODAN weather stations are also situated were used
in this work. These are Kogi State University, Anyigba, Benue State University,
Makurdi and the Universities of Abuja and Jos. The rainfall data was measured by
the Campbell CR-1000 data logger. Figure 36.1 shows the TRODANweather station.

The Lavergnat andGolemodel outlined in Eqs. (36.1)–(36.3) was used to estimate
the rainfall rate (mm/h), while the ITU-R P.618-9 outlined in Eqs. (36.4)–(36.18),
the Bryant, Garcia-Lopez, Simple attenuation and Svjatogor models were used to
predict the rain attenuation. Circular polarisation was considered and the Ku-band
downlink centre frequency of 12.675 GHz was used in the analysis. Also, three
elevation angles were considered. These are 55° (Look angle of satellite receivers
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Fig. 36.1 a The TRODAN weather station (Campbell data logger and solar panel). b Tipping
bucket rain gauge

over the AOR in Nigeria), 42.5° (Look angle of NIGCOMSAT-1R over the AOR)
and 23° (Look angle of receivers over the IOR).

Table 36.1 lists the input parameters needed for the rain attenuation prediction
models.

Table 36.1 Input parameters for the rain attenuation prediction models

Rain model λ HS θ f k, α RP(p) R0.01

Bryant
√ √ √ √

Garcia-Lopez
√ √ √ √ √

ITU-R P.618-9
√ √ √ √ √ √

SAM
√ √ √ √ √

Svjatogor
√ √ √ √

whereλ: latitude of the station (°), HS: altitude of the station (km), θ: elevation angle (°), f: frequency
(GHz), k and α: frequency and polarisation dependent coefficients [27], p: time percentage of the
year (%), Rp(p): point rainfall rate distribution (mm/h), R0.01: point rainfall rate at 0.01% (mm/h)
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Table 36.2 Computed rainfall rate at 0.01%

Station Lat (oN) Lon (oE) Altitude (m) R0.01(mm/h)

Minna 9.54 6.54 249 75.50

Anyigba 7.25 7.18 420 37.80

Makurdi 7.70 8.50 142 75.50

Abuja 9.00 7.28 334 44.00

Jos 9.58 8.57 1110 75.50

36.4 Results and Discussion

36.4.1 Rainfall Rate Estimation

The station characteristics, including the computed rainfall rate R0.01 for the North
Central region are given in Table 36.2.

36.4.2 Rain Attenuation Prediction

The five predefined models were used to predict rain attenuation at the five stations
and comparison of the results were made based on the ITU-R P.618 model. This is
because the ITU-R P.618 model has been widely accepted as a very accurate method
for estimating rain attenuation on satellite-earth link systems all over the world.
When measured data are not available, developed models are usually compared with
it [29] since it has been shown that the ITU-R P.618 prediction model agrees closely
with measured attenuation values [30–33].

Tables 36.3, 36.4 and 36.5 give values of the relevant input parameters computed
using ITU-R P.618-9 model for the three elevation angles.

Figure 36.2a–e show the cumulative distribution of predicted rain attenuation for
the stations at 55° elevation angle

FromFig. 36.2, it can be seen that predictions byBryant andGarcia-Lopezmodels
are close to that of the ITU-R P.618-9 model, though with little deviations of about

Table 36.3 Computed input parameters at 55° elevation angle

Station hR (km) LS (km) LG (km) LE (km)

Minna 4.79 5.54 3.18 3.61

Anyigba 4.75 5.28 3.03 5.04

Makurdi 4.76 5.64 3.23 3.68

Abuja 4.76 5.40 3.10 4.72

Jos 4.76 4.45 2.55 3.22
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Table 36.4 Computed input parameters at 42.5° elevation angle

Station hR (km) LS (km) LG (km) LE (km)

Minna 4.79 6.72 4.95 3.67

Anyigba 4.75 6.41 4.72 5.25

Makurdi 4.76 6.84 5.04 3.75

Abuja 4.76 6.55 4.83 4.89

Jos 4.76 5.40 3.98 3.30

Table 36.5 Computed input parameters at 23° elevation angle

Station hR (km) LS (km) LG (km) LE (km)

Minna 4.79 11.61 10.69 5.02

Anyigba 4.75 11.08 10.20 7.22

Makurdi 4.76 11.82 10.88 5.14

Abuja 4.76 11.33 10.43 6.70

Jos 4.76 9.33 8.59 4.51

2–5 dB. It can also be observed that stations that recorded the same rainfall rates
at 0.01% have close attenuation values, while the attenuation values are different in
stations with different point rainfall rates. This can be noticed in Minna andMakurdi
that both recorded 75.5 mm/h at 0.01%. The computed attenuation by the ITU-R
P.618-9 model is 13.5 dB for Minna and 13.8 dB for Makurdi. Jos station, with the
same value of rain rate also recorded very close attenuation value of 12.0 dB. This
trend is replicated by the Bryant and Garcia-Lopez models. Stations like Abuja and
Anyigba that recorded lower point rainfall rates had lower rain attenuation computed
by themodels. The Simple attenuation and Svjatogor models underestimated the rain
attenuation as predicted values deviated greatly from those of the other models. The
attenuation values computed by the best performing models are further presented in
Table 36.6 for clearer illustration.

It is clearly shown in Table 36.6 that these three models also predicted closely at
the other time percentage exceedances of 0.001, 0.1 and 1%.

The cumulative distribution of predicted rain attenuation at 42.5° elevation angle
are presented in Fig. 36.3a–e.

From Fig. 36.3, it is observed that predicted rain attenuation values are a bit higher
at 42.5° elevation angle when compared with values obtained at 55°. The deviation in
values between the two elevation angles is about 2–5 dB for the entire distribution.
Again, values predicted by the Bryant and Garcia-Lopez models are close to the
ITU-R P.618, while computed values from SAM and Svjatogor models are low.

Figure 36.4a–e show the cumulative distribution of predicted rain attenuation at
23° elevation angle
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Fig. 36.2 Predicted attenuation at 55° elevation angle

From Fig. 36.4, It is observed that there is an increase in the computed attenuation
values at 23° elevation angle. These higher values are due to the longer path length
of the rain region associated with this lower angle. This implies that satellite-earth
links propagating at this elevation angle will suffer more signal outage than those
propagating at higher elevation angles.
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Table 36.6 Predicted rain attenuation for the three best attenuation models

% Exceedance Stations ITU-R P.618-9 (dB) Bryant (dB) Garcia-Lopez (dB)

0.001 Minna 21.5 19.5 18.0

Abuja 16.0 13.0 11.0

Makurdi 21.5 19.5 18.0

Anyigba 15.0 12.0 9.0

Jos 19.5 16.0 17.0

0.01 Minna 13.5 12.0 11.0

Abuja 10.0 8.0 6.5

Makurdi 13.8 12.0 11.0

Anyigba 9.0 7.0 5.6

Jos 12.0 9.7 10.6

0.1 Minna 6.0 5.0 5.0

Abuja 3.3 3.2 2.6

Makurdi 5.0 5.0 5.0

Anyigba 3.0 3.0 2.3

Jos 4.0 4.0 4.5

1 Minna 1.1 1.0 0.9

Abuja 0.8 0.6 0.5

Makurdi 1.2 1.0 0.9

Anyigba 0.7 0.5 0.4

Jos 1.0 0.8 0.8

36.5 Conclusion

Rain attenuation predictions on satellite-earth links at Ku-band middle frequency
operating at 55°, 42.5° and 23° elevation angles were made using five different
rain attenuation models. For the computed rain attenuation, it has been shown that
higher attenuation was experienced at lower percentage of time exceedance, while
lower attenuationwas experienced at higher percentage of time exceedance. Also, for
the three elevation angles considered, rain attenuation was highest at 23°, followed
by 42.5°, while 55° elevation angle had the lowest computed attenuation (though
with slightly lower values than at 42.5°). This implies that higher attenuation is
experienced at lower elevation angles, while lower attenuation is experienced at
higher elevation angles. In all the stations, attenuation generally ranged from 6 to
14 dB at 55o elevation angle, 6 to 14 dB at 42.5° elevation angle and from 6 to 19 dB
at 23° elevation angle at time percentage exceedance of 0.01% for models with close
predictions.
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Fig. 36.3 Predicted attenuation at 42.5° elevation angle

In addition, results obtained have shown that three of the five models, the ITU-R
P.618, Garcia-Lopez and Bryant were in good agreement, while predictions from the
Simple attenuation and Svjatogor models underestimated the predicted rain attenu-
ation values. Thus, the ITU-R P.618, Garcia-Lopez and Bryant models can be used
to satisfactorily predict rain attenuation in North Central Nigeria.
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Fig. 36.4 Predicted attenuation at 23° elevation angle
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Chapter 37
Investigation on Water Losses
in Reticulation System at UTHMCampus

Sumitha Selami and Sabariah Musa

Abstract Water loss in water distribution systems is a widespread and serious issue
with environmental and economic impacts. There have been reports of high water
rates on campus. The objective of the study is to use the water balance method to
compute the percentage of water losses and to assess the effectiveness of software
created by the American Water Works Association (AWWA) to detect water losses.
Throughout the experiment, which took place across the UTHM campus area, the
volume ofwater delivered and the percentage of losseswere recorded. This studywill
look into the function of a bulk and volumetric meter that was previously installed in
the water delivery system. Water loss is calculated throughout a seven-week assess-
ment period as the difference between the system’s input volume and all customers’
billed consumption, and American Water Works Association (AWWA) software is
used to review the current yearly water consumption value and cost each month. The
proportion of losses as well as the value for Area 1 is 20.85% for 7 weeks, which is
less than 25% by international standards, according to the findings of this study. The
data also revealed significant problems in Area 2, where water loss exceeded 25%
(218.11% for 7 weeks), despite the fact that the causes were mistaken water meters,
damaged meters, restricted regions, and other damaged characteristics, not water
loss. Aside from that, the AWWA programme calculates the percentage of losses and
assesses the American Water Works Association(AWWA) platform’s effectiveness
in the investigation. The software calculated the annual percentage loss and found
that it will be 5.5% in 2020, which is less than 25%. Due to the low percentage
of losses, it is assumed that there is no water shortage on campus, and the water
balancing method can be altered and combined with the water signal and Acoustic
test.
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37.1 Introduction

37.1.1 Water Leakage

Globally, the demand for water is growing, and supplies are decreasing.Water access
is key to life, stability, and all human activities [1]. Water leakage from the pipe
network has always been a bête noire of the operating engineer, a characteristic of
operational management for a long time, including in countries with well-developed
networks and best operating practices [2]. Water losses may occur at certain points
of the water distribution system (WDS) including septic tanks, power stations, water
meters, service reservoirs and billing systems.Water losses are typically themain part
of the so-called Non-Revenue Water (NRW), which is water that does not produce
revenue for the water utility.

A system-wide water audit, known as the water balance worldwide, has provided
quantitative measures of the overall volume of water consumed. The audits provide
a useful examination of the various components of usage and losses that are used to
determine the service’s efficiency, funding, and management of its water supply. In
addition, water audits are necessary for the planning of additional leak management
operations [3].

The investigation’s objective is to calculate the percentage of water losses using
the water balancing method and to assess the use of the American Water Works
Association (AWWA) software for detecting water losses. Universiti Tun Hussein
Onn Malaysia (UTHM) water delivery system was used for this investigation. The
investigation used bulk and volumetric meter to find the volume of water supplied
in the area. This study also provided recommendation to detect the leaks and make
any necessary fixes before the problem gets worse.

37.1.2 Water Balance Method

The apparent losses (AL) components are measured in this procedure, and the quan-
tity of real losses (RL) is calculated by the number of water leaks. The amount
of NRW can be determined using the unit’s input volume and billed consumption
(BC).After subtracting the volume of non-revenuewater from the unbilled authorized
water usage (UAC), the quantity of water loss (WL) is calculated. The apparent losses
(AL) are then calculated and/or assumed by determining and/or assuming their sub-
components, namely meter inaccuracies, error management data, and illegal usage
of unbilled consumption (UC). Water meter inaccuracies can be calculated on the
basis of meter readings at different flow rates, reflecting typical consumer water use
and instruction manuals [4].
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Smart Water Meters

Water meters must be manually interpreted over a set period of time, which can be
a time-consuming and labor-intensive operation. For most Australian households,
meter readings are taken on a quarterly and annual basis. Although this may suffice
for billing reasons, there is no information about human water use habits, pollu-
tion, or seasonal fluctuations [5]. Water supply management needs accurate, timely,
and productive evaluation and control of water consumption activities [6]. Many
countries, including Australia, have recently adopted the Smart Water Metering
(SWM) technology [7].Water systems can use SWMtechnology to readwatermeters
centrally and at varied intensities, as well as in a format that can be used for a variety
of reasons, such as output and usage control, leakage prevention, and water reten-
tion [7, 8]. The ability to record, analyse, and distribute water usage statistics to
water consumers in near real time has the potential to cause significant changes in
water usage trends [5]. Smart water meters are frequently utilised to increase water
consumption input [9]. For more than two decades, Malaysia’s federal and state
governments have made water management a primary concern.

Air Selangor (AIS) is in charge of water purification and distribution for the state
of Selangor and its bordering territories of Kuala Lumpur, Putrajaya, and Cyberjaya,
which total 8.4 million inhabitants. On the Smart Water Integrated Management
System (SWIMS),Air Selangor (AIS) collaboratedwith TelekomMalaysia Research
and Development (TM R&D), SWIMS is a network technology agnostic digital
solution that allows Air Selangor AIS tools to read and store any customer meter data
effectively, allowing them to get the most out of it.

American Water Works Association (AWWA) Softwarey

The AWWA established the Water Audit Program, which was used in the current
study, based on the given water balance of the InternationalWater Association (IWA)
[10]. The software offers a fantastic Microsoft Office suite with a wide range of
worksheets. The application calculates spending, income, and NRW, as well as a
complete water balance, once all of the data is entered. The data was entered into the
software, and the results were generated and shown in an international-style water
balance sheet. The water balance values were calculated using measurements and
evaluations of the water input unit, water intake, and water depletion.

37.2 Methods

This study presents a conceptual model and methods for determining the proportion
of water losses using a water balance form, as well as evaluating the efficiency of
the model using AWWA software for water loss investigation. For this purpose, the
water reticulation map is used to classify the water distribution system and to collect
the total water generated and the total water consumed in Universiti Tun Hussein
Onn Malaysia for each region using a bulk and volumetric meter.
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Fig. 37.1 Map of water reticulations system at Universiti Tun Hussein Onn Malaysia

37.2.1 Finding Water Reticulation Map

The water services map shows the known location of all water, storm-water and
wastewater reticulation networks managed by Universiti Tun Hussein OnnMalaysia
management. The map is intended specifically to identify main pipes and dead end
of the pipe. Figure 37.1 shows the map of water reticulation system for Area 1 and
2 at Universiti Tun Hussein Onn Malaysia.

37.2.2 Determining Flows Based on Metering

Water meters measure the amount of water used by housing units and each buildings
unit delivered with water by the municipal water supply scheme. They are also
used to determine the flow across a specific section of the network. Flows can be
easily detected by using water meters. The volumes are detected by reading the
meter capsule from each meter. Bulk and volumetric water meters measure the flow
rate of the water and record the total volumes that can subsequently be utilized for
invoicing. The water supply network is divided into two areas which are known as
Area 1 and 2. Area 1 is the new metering system where all the meters are located
at the faculty, mosque, library, and G3 areas. Area 2 m are known as old zone and
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old metering system where all the meters are located near blocks A, B, C, D, and E
(Figs. 37.2 and 37.3).

Fig. 37.2 Bulk meter capsule reading

Fig. 37.3 Volumetric meter capsule reading
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37.2.3 Water Balance Method of Calculation

Water balance calculation is the water balance and the water loss indices proposed
by IWA are an important method for measuring and forecasting water losses. The
following Eq. (37.1) is used to measure the percentage of losses.

WL(%) =
(
SI V − BAC − RL

SI V

)
X100% (37.1)

where;

WL Water loss (%)
SIV Water supplied to the network (m3/week)
BAC Water distributed to service pipe (m3/week)
RL Real losses (10%)—fixed value

37.2.4 Analysis of the Water Losses in AWWA Dataset

Awater audit is an analysis of all thewater in thewater system resulting in a quantified
view of the quality and function of the water system. It is the first step in formulating
an economically sustainable strategy to fix water losses. The preliminary audit of
water starts with the following data and quick calculation. The following Eq. (37.2)
is used to measure the current annual real losses.

a. Determine the volume of water to be added to the system by reading bulk and
volumetric meter.

b. Determine the allowed consumption (billed + unbilled).

CARL = SIV − UAC (37.2)

Where;

SIV is the water supplied to the network (m3/year),

UAC is the water used for own needs (m3/year).

Data Load in AWWA Software

AWWAdeveloped theWaterAudit Program,whichwas used in the current study.The
program has been installed in an impressive Microsoft Office with a wide range of
worksheets. When the data entry is complete, the application estimates spending,
income and NRW and a comprehensive water balance [10].The IWA and AWWA
collaborated on a water audit system, which AWWA supports. The IWA / AWWA
Water Audit System provide water utilities with best practice management tools and
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recommendations for properlymanaging resources. The guidance to use the software
are as follows:

a All water system identifying and contact information must be entered on the
“Instructions” page.

b All water volumes must be entered in Million Gallons (MG).
c Carefully read every condition, pick the one that fits the conditions most closely

on the device, and enter the number of that condition in the box.
d Validity scores are heavily weighted on the conditions in the “Water Supplied”

section.
e It is extremely important to check the master meter for accuracy and calibrate

annually.

Tabulation of Data

Tabulating is a method of processing data or information by arranging it in a table.
Values were entered in accordance with the AWWA software’s requirements. The
following are the requirements for entering values into the software:

a. Volume from own sources

– Amount of treated water input into the system from own processing facilities

b. Billed metered consumption

– Both themeter utilization that is paid for and extends to all types of customers,
such as residential, commercial, industrial, or institutional and does NOT
include water sold to nearby services.

c. Length of mains

– Duration of all pipelines (except utility connections) in the system beginning
from the input point of the system (for example at the outlet of the treatment
plant)

d. Number of active AND inactive service connections

– Bulk water sold and conveyed out of the water distribution system. Typically,
this is water sold to a neighboring water utility.

e. Average operating pressure

– When compiling a preliminary water audit, the average pressure can be
approximated.

f. Total annual cost of operating the water system

– Such expenses include those for administration, repairs and any annual costs
accrued for the long-termmaintenance of the scheme, such as the redemption
of capital bonds for infrastructure expansion or development.
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Verification of Data

The water audit gives an initial calculation of the total number of real losses, but
more leakage data and research are needed to allow for the cost-effective reduction
of real losses. All the data is compared to each other in order to determine the most
appropriate remedy for leakage, the utility can complete a section analysis of actual
damage after the discovery and prevention of the water audit has been done.

Percentage of Losses

In order to calculate non-revenuewater as a percentage of operating system spending,
the audit software first calculates the volume of evident losses using the customer
retail unit figure. The audit software then calculates the amount of real damages
and unbilled authorized use using either the variable production cost (default) or the
customer retail unit cost, based on the auditor’s preference of costs.

37.3 Result and Discussions

The water balance in the study area was obtained from week 1 to week 7. Percentage
of losses was calculated on the basis of the equation explained in the methodology.
Values are estimated on the basis of data collected per day for 7 weeks. Real losses
are measured on the basis of the world water assertion and the overall cost of losses
is therefore determined on the basis of water consumption per m3.

37.3.1 Analysis of Water Balance Method

Tables 37.1 and 37.2 show the result of the overall amount of water measured per
day for 7 weeks using water balance method. The total percentage of Area 1 losses

Table 37.1 Result for water
loss in 7 weeks (Area 1)

Week Water loss (%) Water loss (RM) Volume of water
loss (m3)

1 2.34 51,546.00 17,182

2 2.62 58,116.00 19,372

3 3.64 82,086.00 27,362

4 3.56 80,220.00 26,740

5 2.88 64,929.00 21,643

6 2.89 65,451.00 27,362

7 2.92 66,048.00 26,740∑
Total = 20.85

∑
Total

= RM 468,396
156,132 m3
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Table 37.2 Result for water
loss in 7 weeks (Area 2)

Week Water loss (%) Water loss (RM) Volume of water
loss (m3)

1 31.21 472,929.00 157,643

2 31.20 472,740.00 157,580

3 31.18 472,479.00 157,493

4 31.14 471,945.00 157,315

5 31.13 471,933.00 157,311

6 31.13 472,017.00 157,339

7 31.12 471,975.00 157,325∑
Total = 218.11

∑
Total

= RM 3,306,018
1,102,006 m3

is 20.85% and according to the World Bank Group Area 1 water loss is below 25%
for 7 weeks. This notes that there is no shortage of water. The overall percentage of
Area 2 loss in Table 37.2 is 218.11% for 7 weeks, which is more than 25%. This has
arisen because the infrastructure of water supply is inadequate without water meters.
Some of the buildings did not provide an efficient water meter so that the total water
distributed to the network is unidentifiable. Water meters have had too many flaws
which are unidentifiable water meters, damaged meters, restricted area and other
defective features because the meter provided in Area 2 was very old so the meter
was inaccurate and it affects the result. So, this proves that there is no water loss due
to any leakage but because of the damaged meters the volumes of water at certain
places are unidentifiable.

Figures 37.4 and 37.5 show the comparison of the percentage of water losses
collected over 7 weeks. The percentage of losses in Area 1 increased from 2.34 to
3.64% from week 1 to week 3. Then the percentage of losses dropped from 3.65
to 2.88% from week 3 to week 5. From there, the proportion had increased again
from 2.88 to 2.92%, with a slight difference from week 5 to week 7. The percentage
of losses in Area 2 fell slightly from 31.21 to 31.13% from week 1 to week 5 and
then remained level for the following week. Then, the percentage of loss dropped
again from week 6 to week 7 from 31.13 to 31.12%. There might not be a huge
difference between the drop and the rise in the percentage because there is no any
state of leakage has been found. Thus, the efficiency of the meter is good enough for
the proper supply of water at all stations.

Analysis of AWWA Software

The analysis of AWWA software showed total loss of water. Both values have been
obtained from themanagement of UTHM forwater use per year. Thismethodology is
utilised to show that there is another way to effectively discover losses by percentage,
because the computer can classify annual water losses without using any mathemat-
ical methods to prove water losses. However, in order for this strategy to continue
with the result, some understanding of the software and values to identify the length
of main and water pressure would be required. The total volume of water will be
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Fig. 37.4 Percentage of water loss for Area 1

Fig. 37.5 Percentage of water loss for Area 2

converted to amillion gallons (US). The data collected fromTable 37.3 become input
for the AWWA software to find the percentage per annual.

The first valuemost needed for the programme is the amount from its own sources,
which is the total water distributed in the water supply system in Table 37.4. The
total water supply had been recorded by the programme itself.
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Table 37.3 Total water
consumed in year 2020

Month Amount (RM) Volume of water (m3)

January 263,666.82 78,910.00

February 268,291.30 81,311.00

March 241,323.90 72,878.00

April
May

218,407.32
208,554.70

66,195.00
63,209.00

June 179,749.00 54,480.00

July 202,356.11 63,531.00

August 168,851.22 51,178.00

September 193,955.50 58,785.00

October 192,340.62 58,296.00

November 169,550.23 20,167.00

December 171,100.50 24,316.00∑
Total RM 2,478,147.22 693,256 m3

Table 37.4 Water supplied
from own sources

Unit: m3 convert to (MG/year)

Description Answer

Volume from own sources 734,396.00 m3 convert to
(MG/year)
= 161,522,539 (MG/year)∑

Water supplied = 161,522,539 (MG/year)

The Authorized Consumption in Table 37.5 is identified by adding the value of the
billed metered, defined as the total metered volume of water, from the data recorded
each month. Unbilled unmetered was automatically incorporated into the software.

The length of the mains pipe as shown in Table 37.6 was determined from water
reticulation map by calculating the length of the pipe. Then, lengths of the pipe
multiply with the drawing scale and converting the unit to miles. The number of
active and inactive service links is also determined by measuring the total number
of stations on the map.

Table 37.5 Authorized
consumption

Unit: m3 convert to (MG/year)

Description Answer

Billed metered 693,256 m3 convert to (MG/year)
= 152,602,786 (MG/year)

Authorized consumption = 154,621,817.739 (MG/year)
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Table 37.6 System data

Unit: m3 convert to (MG/year)

Description Answer

Length of Mains = 310 cm × 4000 (scale of map)
1240000 cm convert to miles
= 7.7 miles

Number of Active and Inactive service
connections

= 39 connections

Average Length of customer service line(Pipe
length between curb stop and customer meter)

= 12ft
*Referred Water Reticulation Map

Average Operating Pressure = 50psi
*Determined from the main pressure water
meter

*Percentage of loss from AWWA software analysis = 5.5% out of 25% (water loss limit)

37.4 Conclusion

According to the data, the average value of Area 1 water losses on campus is less than
25%, or 20.85% for seven weeks, and the value is lower by international standards.
The findings also explained the key issues that occurred in Area 2, where the water
loss value was greater than 25%, or 218.11% in just 7 weeks, but the causes were
not due to water loss, but rather to unidentified water meters, damaged meters, a
restricted area, and other flaws in the water balance method. Aside from that, the
results showed that both the water balance technique and AWWA software are the
best ways to find the percentage of water loss that is 5.5% less than 25% according
to international standards, and that AWWA software helps to find the losses in such
a way that no additional calculations are required, but that the software requires
annual data for data tabulation. The proportion of water loss was determined using
the water balancing method, and the effectiveness of the 5.5% on AWWA software
for the purpose of water loss research was also examined. The proportion of water
loss should not exceed 25%, according to international standards. As a result, there
is no water shortage on campus. The loss of water is not the reason of high.
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Chapter 38
Short-Term Time-Series Forecasting
by Using Exponential Smoothing
Techniques at Sungai Pahang, Malaysia

Ahmad Murshid Hamidon and Sabariah Musa

Abstract The increasing of river water level usually happens during raining season
and can lead to devastating flash floods. Therefore, forecasting river water level series
using the exponential smoothing method was applied to predict accurate river water
level series. Three exponential smoothing techniques have been investigated to study
their ability in handling extreme river water level time series data, which are Single
Exponential Smoothing Technique, Double exponential smoothing technique and
Holt’s Method. The techniques were performed on river water level data from three
rivers in Pahang, Malaysia. This method of forecasting is evaluated to determine the
ability in the forecasting river water level for short-term forecast with seasonal and
non-seasonal data. Based on the error generated from the analysis, Simple exponen-
tial smoothing technique from case study 1was found to be the best model smoothing
technique as it produced the lowest MAPE error which is 0.09% as it suitable for
short-term forecasting in 6 months ahead. The selection of seasonal data in cases
studies 2 and 3 while non-seasonal data in case study 1 also showed different situa-
tions in the forecasting results. More accurate forecasts can be created by identifying
the appropriate smoothing approach for extreme data. A good prediction will help
the government and the public to reduce the impact from flood catastrophes and to
provide the public information about forthcoming events as an early warning system.
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38.1 Introduction

38.1.1 Background

There is about 90% of water resources in Malaysia are used for industrial, domestic
use and daily life purposes [1, 2]. The main source of water in Malaysia is mainly
river water that comes from rainfall. Though the rainfall is considered abundant,
flood problems often occurred in Malaysia due to the abundant rainfall in rivers in
Malaysia. Natural disasters that often occur inMalaysia are floods and it is considered
a continued hazard for humanity. One of the major causes of floods in Malaysia is
the high and continuous distribution of rainwater from heavy rainfall for days. If this
condition continues it can cause the river water level to rise drastically, this incident
can cause devastating flash floods [3].

Sungai Pahang is one of the areas that received the highest total rainfall throughout
the year. Therefore, the study of the prediction of river water level time series is very
important in order to avoid flood events. Extreme event time series are difficult to
study and even harder to be used for prediction because of their rare characteris-
tics [4]. The exponential smoothing techniques applied on monthly river water level
and identifies that can forecast and analyse Sungai Pahang monthly river water level
time-series data for short-term forecast. Sungai Pahang was selected in this study
because Sungai Pahang was the largest water source in peninsular Malaysia and
flood was very often occurred in Sungai Pahang. For that reason, 3 stations in Sungai
Pahang river were examined in this study. The basin of Sungai Pahang has an annu-
ally precipitation of approximately 2170 mm, much of which takes place between
mid-October and mid-January during the North-East Monsoon [5]. The advantages
of adopting exponential smoothing techniques include their ease of learning and
application, as well as their ability to create accurate forecasts. A forecast for the
next period is generated using the exponential smoothing approach. Forecasts for
longer time periods can then be created using the trend projection technique. Finally,
it lends greater weight to recent observations.

38.1.2 Overview on Exponential Smoothing Techniques

Three smoothing techniques which are Single Exponential Smoothing Technique
(SEST), Double Exponential Smoothing Technique (DEST) and Holt winter are
discussed.

Single Exponential Smoothing Technique

This model is ideal for series in which the pattern or seasonality is not present. The
only parameter for smoothing is level. Single exponential smoothing is equivalent
to an ARIMAModel with zero auto regression orders, one differentiation order, one
average moving order, and no constant order. The Single exponential smoothing is
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often referred to as simple exponential smoothing [1]. This technique is a common
statistical method used for the prediction of time series and can also be used in pre-
processing data [6]. Single exponential smoothing offers a simpler, less expensive,
and easier-to-understand value [7]. In Single exponential smoothing there is only one
smoothing parameter. This smoothing scheme starts by converting S1, to yı with:

In the third time period,

S3 = αyt−1 + (1 − α) S2 (38.1)

where;

S = smoothing observation data, y = actual observation data, t = 1, 2, …, n.
It’s not S1 series is smoothed by the second observation version. For the time

period t, the smoothed value of S, is found in the form (38.2):

S3 = αyt−1 + (1 − α) St−1 0 < α ≤ 1 t ≥ 3 (38.2)

This is the basic formula for exponential smoothing and the fixed formula or
parameter α is known as the smoothing constant. This alternative can also be proved
by substituting yt−1 into the base formula with yt, is a recent observation.

The forecasting formula is the basic equation that is (38.3):

St = αyt + (1 − α) St 0 < α ≤ 1t > 0 (38.3)

It can be written as see (38.4):

St+1 = St, +α
(
ε′
t

)
(38.4)

where; e is the prediction error (actual prediction) in time t. In other words, the most
recent prediction is a value adjusted for errors made in past predictions.

Double Exponential Smoothing

Additionally, referred to as Brown’s method [8]. It is advantageous for time series
with a linear trend. The primary advantage of double exponential smoothing is its
capacity to make multiple-ahead forecasts, yet the value of is notoriously difficult to
quantify α [9].

This scheme can be proved by introducing a second formula with a fixed value, ƴ ,
which should be chosen to be combined with α. Here are two Eqs. (38.5) and (38.6)
presented with Double Exponential Smoothing.

St = αyt + (1 − α) (St−1 + bt−1) 0 ≤ α ≥ 1 (38.5)

b = ƴ (S –S ) +(1- ƴ) b 0<= ƴ =<1 (38.6)
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where is the latest from the series is used to calculate the smoothed value to be
replaced into multiple exponential smoothing.

In the case of SimpleExponential Smoothing, there are various schemes to provide
the initial values of St and bt for Multiple Smoothing. St is the basic preparation for
yt. Here are three types of suggestions for b1 see Eqs. (38.7), (38.8) and (38.9):

b1 = y2 − y1 (38.7)

b = [(
y2 − y1

) + (
y3 − y2

) + (
y4 − y3

)]
/3 (38.8)

b1 = (yn − y1)/(n − I) (38.9)

There is also a forecast formula for a one -period ahead given below:

St+1 = St + bt (38.10)

For the forecast of n-periods-ahead the following formula is given:

St+n = St + nbt (38.11)

Holt’s Winter Model

This method is nearly the same as the simple exponential smoothing method, but
has the advantage of reducing the update period of the trend component. The value
of the data is a smoothed estimate of the value of the data at the end of each period,
and the growth in the data is a smoothed estimate of average growth in the data at
the end of each period [10]. The model is based on three variables which consist of
see eqs. (38.12), (38.13) and (38.14):

The level estimate

Lt = αy1 + (1 − α)Lt = (Lt −1 + Tt −1) (38.12)

The trend estimate

Tt = β(L1 − Lt −1) + (1 − β)Tt−1 (38.13)

Forecast m period into the future

Yt + m = pT t + Lt (38.14)

where; Lt = New smoothed value, α = Smoothing constant for the level, Yt =
Real value of the series in period t (actual value), β = Smoothing constant for trend
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estimation, Tt = Trend Estimate, p = Period to be predicted, Yt + p = Forecast for
period p (estimated values).

The value of α, β and Y is fixed to be estimated in the MAPE which has minimal
error. To start the Holt Winter method requires at least sufficient seasonal data for
the beginning of estimates from seasonal indices I. Sufficient seasonal data indicates
its period, L to estimate the trend factor from one period to the next. To complete it,
it is necessary to use two seasonal data i.e. period, 2L.

38.2 Methods

The methods section, otherwise known as methodology, describes all the necessary
information that is required to obtain the results of the study.

38.2.1 Case Study

The datawere collected and gathered from theDepartment of Irrigation andDrainage
ofMalaysia. The data used for experiment and testing were the historical data of river
water level from January 2010 to February 2021. These datawere collected in Pahang
from three rivers of Sungai Pahang which were Sungai Jelai in Jeram Bungor Kuala
Lipis as case study 1, Sungai Tembeling in Kampung Merting as case study 2 and
Sungai Pahang in Temerloh as case study 3. The total number of time-series monthly
river water level data was obtained from Department of Irrigation and Drainage
Malaysia (DID) selected for experiment and testing is 122 series data.

38.2.2 Result Error

The results were simulated using the Exponential Smoothing Technique. First, the
data is used to determine whether trends, seasonality, or both were included in the
model. The performance evaluation of techniques was evaluated based on error
measurement obtained by using performance metrics.

These measurements are based on the forecast errors, or how different the actual
forecast is compared to the forecast. To test the model’s ability to make accurate
predictions, we utilise the Mean Absolute Percentage Error (MAPE) and Root Mean
Square Error (RMSE). The equations are as follows:

Percentage Error (PE)

PE = y1 − ŷ1

y1
× 100 (38.15)
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Mean Absolute Percentage Error identifies significant relationships between
forecast data and actual monthly water level.

MAPE = 1

n

n∑

t=1

{PE} (38.16)

Root Mean Squared Error is used to measures the differences between fitted value
and actual.

RMSE =
√∑n

t e
2
t

n
(38.17)

MAPE identifies significant relationships between forecast data and actual
monthly water level. Models with a MAPE of around 30% produce reasonable
predictions while MAPEs between 5 and 10% produce very accurate predictions.
Analyzes that produce MAPEs of around 5 to 10% can be considered as accurate
predictions.

To determining the value of the smoothing parameter,α is based on trial and error.
In order to find the best value, the value of, α were tested which begin with 0.1, 0.2
0.3, 0.4, 0.5, 0.6, 0.7, 0.8, and 0.9. The α that gives the smallest error will defined as
the best value.

38.3 Result and Discussions

The results and discussion section presents data and analysis of the study.

38.3.1 Results

The tentative models developed are used to estimate its parameters as scheduled in
Tables 38.1, 38.2 and 38.3 are produced giving SSE (Sum of Squared Errors), MAPE
and RMSE values respectively.

Table 38.1 Result comparison using Sungai Jelai dataset

Model SSE Parameter MAPE (fit) MAPE (forecast) RMSE

SEST 57.00 α= 0.6 0.441 0.280 0.490

DEST 76.90 α= 0.2 0.517 0.227 0.522

Holt winter 41.22 α= 0.6
Ƴ= 0.0

0.557 0.323 0.441
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Table 38.2 Result comparison using Sungai Tembeling dataset

Model SSE Parameter MAPE (fit) MAPE (forecast) RMSE

SEST 44.53 α= 0.93 3.273 2.913 3.115

DEST 142.348 α= 0.8 4.635 0.359 3.428

Holt winter 19.48 α= 0.5
Ƴ= 0.0

2.713 1.304 2.135

Table 38.3 Result comparison using Sungai Temerloh dataset

Model SSE Parameter MAPE (fit) MAPE (forecast) RMSE

SEST 41.259 α= 0.48 3.535 1.643 1.594

DEST 44.732 α= 0.1 3.885 0.838 1.637

Holt winter 38.240 α= 0.5
Ƴ= 0.0

3.116 1.511 1.207

Referring to Table 38.1, the MAPE on the forecast data and fit values data gener-
ated by the SEST model is lower than the other. If seen in Table 38.1, also the RMSE
for adaptation data shows the second lowest is SEST model. SEST model can be
selected as the best model, since the SEST model has the second lowest SSE and
RMSE values. Based on Table 38.2, the MAPE values on the forecast data and fit
values were generated by the Holt winter model is lower than the other. However, all
MAPE values of those models are less than 10%. But between this three model Holt
winter has the lowest value which is 0.3%. Even so, with the RMSE also in Table
38.2 shows Holt winter model gives the lowest. As such, the Holt winter model was
chosen as the best model in this case. Based on Table 38.3, the MAPE values on the
forecast data and fit values were generated by the Holt winter model is lower than the
other. However, all MAPE values of those models are less than 10%. But between
this three model Holt winter has the lowest value which is 0.42%. Even so, with the
RMSE also in Table 38.3 shows Holt winter model gives the lowest which is 1.207.
As such, the Holt winter model was chosen as the best model in this case.

The time series plots in Figs. 38.1, 38.2 and 38.3 compare actual data to smoothed
data using DEST, SEST, and Holt’s method for Sungai Jelai in Jeram Bungor, Sungai
Tembeling in Kampung Merting, and Sungai Pahang in Temerloh, respectively. The
x-axis represents the date, while the y-axis represents the monthly water level data
in meters. According to Fig. 38.1, the values data obtained using SEST were found
to be largely consistent with the actual data. This result demonstrates that SEST
outperformed DEST and Holt’s technique. According to Fig. 38.2, the data derived
from Holt winter was determined to be largely consistent with the actual data. This
result indicates that the Holt winter model outperformed SEST and DEST. This
demonstrates the suitability of the Holt winter models for forecasting. According
to Fig. 38.3, the fit values for data using Holt winter were determined to be largely
consistent with the actual data. This result indicates that the Holt winter model
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Fig. 38.2 Time-series plot for Sungai Tembeling

outperformed SEST and DEST. This demonstrates the suitability of the Holt winter
models for forecasting.

38.3.2 Discussions

Based on Table 38.4, if we look at study case 1, the three models find that theMAPE
produced is lower than studies case 2 and 3. It is likely that the monthly river water
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Table 38.4 The value comparison result of exponential smoothing technique

Case study 1: Sungai Jelai in
JeramBungor

Model SSE MAPE (%) RMSE Parameter

SEST 57.00 0.09 0.490 α= 0.6

DEST 76.90 0.46 0.522 α= 0.2

Holt winter 41.22 0.34 0.441 α= 0.6

Case study 2: Sungai Tembeling in Kg
Merting

SEST 44.53 0.43 3.115 α= 0.93

DEST 142.35 0.76 3.428 α= 0.8

Holt winter 19.48 0.3 2.135 α= 0.5

Case study 3: Sungai Pahang in
Temerloh

SEST 41.30 0.44 1.594 α= 0.48

DEST 44.73 0.64 1.637 α= 0.1

Holt winter 38.24 0.42 3.116 α= 0.5

level time series data of this study case is more uniform and does not contain seasonal
variation components in the time-series. This case model of study 2 and 3 is also a
simplified model with the lowest number of parameters.

Themodels that have been analysed need to be updated after having the latest data.
To produce a good forecast, the model was reconstructed using all-time series data
including new data every six months. This is because the Exponential Smoothing
model forecasting methods are suitable for short-term forecasting with 6-month
forecasting ahead.

Since this study analyses seasonal andnon-seasonal series data, it gives the impres-
sion that the accuracy of the forecast results depends heavily on the appropriateness
and number of time series data available. Similarly, the time data component greatly
influences the shape of the river water level forecast direction.
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38.4 Conclusion

This study has fulfilled the objectives of the study by developing and evaluating the
model of Exponential Smoothing to predict the monthly water level of the river. All
models developed are able to provide good accurate predictions. The simple expo-
nential smoothing technique is the best model with the lowest MAPE value error of
0.09%.However, allmodels formedgaveMAPE the lowest values because it has error
below 5%. This study shows that the ability of the Exponential Smoothing methods
to predict accurately is reasonable. The Exponential Smoothing model shows its
ability to be more accurate for 6 months forecasting. The selection of seasonal data
in cases study 2 and 3 while non-seasonal data in case study 1 also showed different
situations in the forecasting results. The accuracy of the data is an important role in
determining the accuracy of the forecast results. The amount of data must be suffi-
cient and complete to form a good model. By finding the best smoothing technique
for big data, more accurate prediction can be produced.
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Chapter 39
Internet of Things for Hybrid Energy
System Data Monitoring

Saadatul Suhaili, Faridahanim Ahmad , Tsu Yian Lee ,
Nur Izieadiana Abidin, and Mariah Awang

Abstract Internet of things (IoT) refers to the sensors and electronic devices that are
able to collect and share data over the internet. In remote areas where the electricity
supply is limited, hybrid renewable energy systems are often developed to provide
electricity. This paper aims to implement the IoT technology to monitor the energy
efficiency of a Hybrid Energy System. The solar and mini-hydropower plants are
the renewable energy sources of the Hybrid Energy System in this project. The
Hybrid Energy System was developed to supply electricity to a guard house, while
the IoT technology which consists of sensors and software was developed to record
and analyze the electricity supply from the system in real time. By having the IoT-
based system, the staff can properly monitor the pattern of electricity generation in
real-time by using the software’s user interface. This study focuses on the design
of a user interface for the effective monitoring of energy generation data. Besides,
a user acceptance test was implemented to make sure the software can fulfil user
needs. In conclusion, with the aid of IoT technology, the energy generation of the
Hybrid Energy System can be monitored properly in real-time, and the user can
easily communicate with the system using the user interface of the software.
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39.1 Introduction

The IoT is a broad term referring to electronic devices and sensors capable of
collecting information and communication, wired or wireless [1]. Basically, a
complete IoT systemconsists of sensors, network connection, and software to achieve
the designed purpose. Simply put, the targeted data collected by a specific sensor can
be sent to and organized in a platform accessible by a human with internet access.
IoT enables human to manage raw data more effectively. Hence, this technology
has been successfully applied in different industry such as manufacturing industry,
healthcare, and supply chain for different purpose [2].

IoT for Hybrid Energy System is a system that utilizes IoT technology to monitor
the data of energy generation from the Hybrid Energy System remotely in real time
[3, 4]. With the data of energy generation collected by IoT from the Hybrid Energy
System, the total savings by day, month, and year can also be estimated. Hence,
enabling the analysis of the efficiency of the Hybrid Energy System to be conducted.

In this study, the hybrid energy system is the system consisting of a mini hydro
and six solar panels for power generation. The mini hydro was set up in the middle
of the stream to transfer the wave energy to the hybrid power supply, while the
solar panels located by the stream produce solar energy as additional power to the
hybrid system [5]. The main purpose of developing the Hybrid Energy System in
this study is to provide the electricity supply to the guard house nearby. Regardless
of the design of the Hybrid Energy System, this study focuses on solving the issue
of how the energy generation from the system can be recorded and analyzed in real
time. This is because the data of energy generation is significant for inspection of the
system to ensure it works smoothly daily. The use of manual way to record the data
daily, monthly, and yearly on the site by the technician is considered inefficient and
requires a real-time solution. In a conventional method, the technician collects the
data daily andmanually sends the data via email to the staff off-site. To overcome this
problem, an Internet of Things (IoT) system was designed. In order to implement
the IoT technology to monitor the energy efficiency of a Hybrid Energy System,
few objectives were derived, which are to design an IoT-based software to monitor
a Hybrid Energy System and to analyze the effectiveness of the Hybrid Energy
Software.

39.2 Literature Review

39.2.1 Hybrid Energy System

Electricity is significant to support daily human activities such as powering electrical
appliances and machineries. Meanwhile, carbon dioxide (CO2) emission from the
electricity generation industry due to the high dependency on fossil fuel as an energy
source has been addressed [6]. In addition, due to the fluctuation of global economic
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and fossil fuel prices, the use of renewable energy resources such as wind, solar,
hydro, and biofuels for electricity generation is currently a hot topic that is being
investigated extensively to reduce fossil fuel use. Besides being able to solve the
environmental pollution problem, the use of renewable energy is also cost-efficient.

One issue of renewable energy resources is the unpredictable energy generation
because it fully depends on the ever-changing environment condition [7]. In this
case, Hybrid Energy System is an alternate solution. A hybrid energy system is the
power generation system that uses two or more types of energy sources to generate
power [8]. For example, mini-hydropower and solar Photovoltaic are combined to
form a hybrid energy system to generate electricity. When designing the hybrid
energy system, the meteorological and seasonal weather conditions must be taken
into consideration to ensure the continuous supply of the electricity. Therefore, the
energy generation operation of the hybrid system will not only depend on a single
renewable resource.

In this paper, the Hybrid Energy System, which combines mini hydro system
and solar panels, is installed to supply electricity to a guard house at remote area,
nearby to a stream. Both kinetic energy from the mini hydro system and solar energy
from the solar system are converted to electricity. Apart from optimizing the system
design, monitoring the performance of the operation is required to ensure that energy
is generated all the time as expected. To effectively monitor energy generation data,
Internet of Things (IoT) adoption is one suitable solution.

39.2.2 Internet of Things in Hybrid Energy System

Internet of Things (IoT) refers to “the stringent connectedness between digital and
physical world” [1]. IoT system works so that with internet connection, devices
within the IoT infrastructure shares data among them, send data to a centralized
server or cloud-based application, and store data in the database for further data
processing and performing different designed tasks [1]. The user performs tasks in
the cloud-based application with data collected from the IoT system.

IoT has been adopted in various fields, including Hybrid Energy systems. For
example, the role of IoT inmonitoring a campus energy generation byHybrid Energy
System has been discussed in [3]. An android based online web for energy generation
from renewable energy system monitoring was also proposed by Jiju et al. [4]. Both
papers highlighted that monitoring energy generation and cost savings from the
Hybrid Energy System became more efficient when IoT was adopted. However,
the discussions in the papers focus more on the system architecture, elements and
communication protocols of the IoT system, without stressing the importance of
data arrangement in the system user interface. In fact, the design of the user interface
significantly determines the monitoring work effectiveness. Therefore, this study
would like to emphasize the discussion on the user interface design of the software
and the testing to ensure system effectiveness.
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39.3 Methodologies

The methodologies of this study were designed to achieve the two objectives. Firstly,
the user interface of the IoT software was developed. Then, the effectiveness of the
software was investigated based on the user acceptance survey.

39.3.1 Software User Interface Design and Development

The diagram explaining how the Hybrid Energy System is monitored by the IoT
system is as shown in Fig. 39.1. The Bluetooth device installed on the site of the
Hybrid Energy System sends the energy generation data to the software database
hosted in the cloud. Then, the staff or user monitors the data saved in the database of
the data server by accessing the cloud, using a desktop with an internet connection.
The user interface design of the system, which is the display of software on the
desktopmonitor is significant to ensure that it is user friendly and capable of fulfilling
users’ demands. Hence, the software’s user interface was designed based on the user
requirement investigated from the interview session in 3 months.

Since the software is designed for recording the power generation and calcu-
lating the cost savings from the Hybrid Energy System, there are some mathematical
formulations applied in the software. Based on Ohms Law, the power generation can
be calculated by simply multiply the current value and the voltage value as shown in
the equation below:

P = I × V (39.1)

where,

P Power (W)
I Current (A)
V Voltage (V)

For calculating the electricity cost savings, the rate (RM) of Block Tariff, provided
by Tenaga National Berhad (TNB) as shown in Table 39.1 is referred. The rate for
Block Tariff of less than 200 kWh and more than 200 kWh is different.

Table 39.2 shows how cost savings from the Hybrid Energy System can be calcu-
lated using the Tariff rate. Power input from the solar and mini hydro systems are
multiplied with the Tariff rate to estimate the cost that can be saved from paying
to TNB. The value of power input provided in Table 39.2 is only an assumption.
In the developed software, the calculation is performed automatically using the
programming algorithm, without needing manual calculation.
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Fig. 39.1 Diagram of IoT in hybrid energy system

Table 39.1 Rate of block
tariff

Block Tariff (kWh) Prorate factor Rate (RM)

200 31 Day/31 Day = 1.00000 0.435

> 200 31 Day/31 Day = 1.00000 0.509
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Table 39.2 Estimation of cost savings with hybrid energy system implemented

Power generation
source

Power input (kW) Rate (RM) Expected spend if
no hybrid energy
system installed
(RM)

Cost savings from
hybrid energy
system (RM)

TNB 250 200 0.435 0.435 × 200 =
87.00

–

> 200 0.509 0.509 × 50 =
29.50

Solar panel 650 200 0.435 0.435 × 200 =
87.00

316.05

> 200 0.509 0.509 × 450 =
229.05

Mini Hydro 600 200 0.435 0.435 × 200 =
87.00

290.60

> 200 0.509 0.509 × 400 =
203.60

Total 1500 - 723.15 606.65

39.3.2 System Effectiveness Evaluation by User Acceptance
Test

The software’s user interface serves as the interface for the user to communicate with
the IoT system. Besides collecting real-time data of the Hybrid Energy System, the
data is also displayed in an organized way that allows further analysis. Before the
system is launched for use, the system needs to be evaluated by a user acceptance
test. User acceptance test consists of Form-Based Test, User Security Matrix, User
Acceptance Business Process Test Scripts and Report Test Script. The results of the
user acceptance test are then summarized in the Defect Tracking Log.

39.4 Results and Discussion

39.4.1 IoT in Hybrid Energy System Software Design

The first objective is to design the software for IoT in Hybrid Energy. The system’s
user interface or the module design is displayed in Figs. 39.2, 39.3, 39.4, 39.5, 39.6,
39.7 and 39.8. The log in page as shown in Fig. 39.2 is a page for the authorized
person, usually staff, to log in to the system. Only the person allowed by the system
admin can access to the system. All data in the system is controlled by the system
admin. After inserting the username and password in the log-in page, the user will be
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Fig. 39.2 Log in module

Fig. 39.3 Homepage module

led to theHomepagemodule (Fig. 39.3). The overall graph of energy generation from
the Hybrid Energy Systemwill be displayed at the Homepage module for evaluation.

Figure 39.4 shows the registrationmodule, consisting of the sub-modules of Orga-
nization, User Policy, and User System (Fig. 39.5) and Rate module (Fig. 39.6). The
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Fig. 39.4 Registration module

Fig. 39.5 User system module

Fig. 39.6 Rate module

organization can set the organization’s name, organization code, and the classifica-
tion of block tariff using the Organization sub-module. The user system sub-module
is recording the information of the authorized person, such as staff number, name,
and username. Rate sub-module is used to set the Block Tariff name and Block Tariff
description.
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Fig. 39.7 Transaction and power calculator module

Fig. 39.8 Report module

The transaction and power calculator module as shown in Fig. 39.7 is used for the
daily calculation of the system’s power generation. To calculate the power generation,
the current, voltage, date and time are inserted into the power calculator. Then, the
value of power will be automatically generated in the list and displayed in the graph
at the Homepage of the system.

Figure 39.8 shows the daily report of power generation and total savings for
electricity generation calculated, in table forms. The data generated can further be
analyzed on a daily, monthly, and yearly basis to draw a meaningful conclusion.
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Fig. 39.9 The summary of power generation and cost savings report recorded in April

Figure 39.9 is also illustrated to demonstrate the graphical representation of the
daily report in April 2019.

39.4.2 User Acceptance Test

The IoT system effectiveness is verified by conducting a user acceptance test before
launching. All users performed the user acceptance test, with limitation to their works
policy. For example, the system admin tested whether all information is accessible,
and the clerk tested whether the data can be keyed into the system. The user interface
design was corrected until the client was satisfied with the system. Meanwhile, the
method to value the acceptance of the client is by conducting a user acceptance test.
A defect tracking log was used as the instrument to evaluate the user acceptance to
the system as shown in Table 39.3.

Based on Table 39.3, the defects of the system mentioned by the user were high-
lighted with the problem severity and the frequency of repeating problem. “E” refers
to every time; “S” refers to sometimes; “O” occasionally; “1x” refers to happened
once. Thereby, providing hints on how the system could be improved. After the
improvement regarding the defects highlighted has been made, design review, equip-
ment labelling, and visual inspection of the systemwere also implemented at the final
stage of system development.
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Table 39.3 Defect tracking log

Tester ID: Saadatul
Date reported: 21 May 2019

User level tester: system admin
Date report to contractor: 25/5/2019

No. Description Severity (1,2,3,4,5) Repeated (E,S,O,1x)

1 The items case sensitivity. (i.e.,
Do fields allow lower case text if
they should only accept the upper
case?)
• Uppercase and lowercase
should be allowed for
username and password. For
security purpose, the password
should mix upper and lower
case text and number

2 E

2 User Policy Module
• There is nothing shown in this
module

1 E

3 Power Calculation Module
• The user can hardly edit the
data again after key in the data
because the edit button was not
functioning

2 E

4 Report Module
• The report title should be
written as “Hybrid Energy
Report”, but not “Solar Power
Report”

1 E

5 Graph Module
• The graph that appears at the
homepage should only show
data for the latest month, but
not mix with data for the
previous month, which may be
confusing

1 E

39.5 Conclusion and Recommendation

In conclusion, this paper presents software design for IoT in Hybrid Energy System
and the IoT system effectiveness testing. The IoT system is the platform for data
analysis of energy generated from the Hybrid Energy System. The design of the
system user interface was described by displaying few system modules, such as
Registration Module, User System Module, Rate Module. Transaction and Power
Calculator Module, and Report Module. The user interface of this system can be
used by user to organize the renewable energy generation reports daily, monthly, and
yearly, to record the total renewable energy consumption (Watt), and to calculate
the cost of net profit. Furthermore, after correcting the defects recorded during user
acceptance test, the system can be effectively used for energy generation monitoring



464 S. Suhaili et al.

work. This study contributes to the industry by showing how the IoT system can
replace the manual data collection work for Hybrid Energy System. However, there
are some limitations in this study that are recommended for further improvement.
For example, there is currently no selection for graph types presented the homepage,
either by daily, monthly or yearly records. Besides, the daily, monthly, and yearly
savings should also be presented at the homepage module of software.
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