
 

Proceedings of International Conference on Information systems and Emerging 

Technologies, 2022. 

 

 

 

  

Enhancing Salp Swarm Algorithm Based 

on Elite Opposition based Learning and 

Cauchy Mutation Strategies 

 

Mercy Onyioza Salami1, Ishaq Oyebisi Oyefolahan2, Enesi Femi Aminu3* and Solomon 

Adelowo Adepoju4 

1,3,4 Department of Computer Science, School of Information & Communication Technology  

2Department of Information Technology, School of Information & Communication Technology 

1,2,3,4 Federal University of Technology, Minna – Nigeria.  

*Corresponding author 

Abstract.  

The significance of machine learning models for real life scenarios to design prediction 
model is outstanding. However, the nature of datasets available especially in biomedical 
domain calls for optimization strategies for effective and reliable solution. In view of this 
development, so many optimization algorithms are promising but not without limitations. 
For instance, the salp swarm algorithm (SSA), which is a higher level procedure algorithm, 
has demonstrated a lot of capacity to solve optimization challenges for prediction 
models. However, to solve an intricate optimization issues, the SSA is deficient with the 
dawdling convergence pace and a tendency of diminishing into sub-optimal results. 
Therefore, this research aims to enhance the algorithm using Cauchy mutation and elite 
opposition based learning strategies. The objective is achieved by fusing these strategies into 
the existing algorithm; thereby resulting to an enhanced SSA optimization algorithm 
christened EOnCaSSA in this paper. The search agents of 50, 100, and 150 were chosen for 
each bench functions and 300, 600 and 900 numbers of iterations were also chosen for each 
function. It is noteworthy that all the seven benchmark functions for unimodal functions 
have an optimum value of zero. The four evaluation metrics, which include the best, worst, 
average and standard deviation to determine and compare the performance of EOnCaSSA 
presents significant improvement over the tradition SSA. This implies that the enhanced 
algorithm can be employed to solve both simple and difficult optimization issues as it passes 
all the benchmark functions tests. 

Keywords: Cauchy mutation strategy, elite opposition based learning strategy, EOnCaSSA, 

salp swarm algorithm, unimodal functions 

1. Introduction 

Presently, computer algorithmic strategies that learn patterns in data for predictive, 
diagnostic or analytics models have been constantly exploited by researchers across 
different real life scenarios; for example, in biomedical, bioinformatics and agriculture. 
Machine learning algorithms are such significant and promising examples that have been 
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increasingly exploited to this effect. Consequently, an indispensable rate of success have 
been obtained but not without limitations (Malik, 2020; Zhang & Ling, 2018) While on one 
hand, the availability of raw datasets to be trained poses a serious challenge especially the 
biomedical data, on the other hand, the nature of the datasets in most cases naturally 
initiate some data engineering process (Saez, et al., 2021). This implies that for the learning 
algorithms to produce optimal results, some level of features engineering processes have to 
be initiated. Therefore, an effective and efficient machine learning based model is a function 
of how effective and reliable is the optimization strategies adopted or adapted (Faramarzi, 
et al., 2020). This fact forms the motivation of this research. There are several numbers of 
both existing machine learning and optimization algorithms.    

Machine Learning (ML) algorithms as earlier noted have made an important contribution 
to different fields of research, such as disease prediction models. The algorithms predict 
disease based on the inputs or symptoms that are being fed into the models 
(Muthukumarasamy et al., 2021). For example, in order to measure the performance and 
the outcome of the Ebola disease fatality ratio, Forna et al (2021) focused on the scale and 
type of data omission by comparing different ML methods for estimating case fatality ratios. 
There are different types of machine learning algorithms which are; supervised learning, 
unsupervised learning, semi-supervised learning and reinforcement learning (Adamu & 
Awan, 2019). Naive Bayes, Linear Regression (LR), Support Vector Machine (SVM), Random 
Forest (RF), K-Nearest Neighbor (KNN) and Artificial Neural Network (ANN) are just few 
classification algorithms under supervised learning (Ray, 2019; Sharma & Mangat, 2016; 
Mallela et al., (2021). For instance the work of Soni et al. (2021) proposed an artificial 
intelligence approach for forecasting Ebola disease, so as to enhance disease detection via 
efficient data mining algorithms. However, the researchers admitted that the collection of 
more data on the disease is encouraged to further facilitate better results and improved 
accuracy. Consequently, owing to the natures, sizes, and formats of a given dataset, a better 
accuracy is always difficult to obtain; thus the need for features engineering processes.  

Feature engineering processes entails data preprocessing, scaling, balancing and feature 
selection. In order to harp for a better model results, these processes are highly essential 
and inevitable. For instance, there are existing techniques or optimization algorithms that 
can be employed for feature selection.  Salp swarm algorithm, particle swarm algorithm 
(PSO), bat algorithm, cuckoo search algorithm, grew wolf among others typical examples of 
algorithms used to optimally select attributes of a given dataset (Abualigah et al., 2020; Ben-
Chaabane et al., 2021; Hegazy et al., 2020 more citations for others). Among all these 
algorithms, SSA, new efficacious meta-heuristic optimization algorithms is indeed promising 
for a robust predictive modeling especially in areas of biomedical and bioinformatics. It is 
used to select the best features in order to minimize redundancy of the given features, 
which in turn would reduce the complexity of the proposed network (Ben-Chaabane et al., 
2021). However, SSA is limited by its susceptibility to fall into local optimal and slow 
convergence rate (Fan et al., 2020; there are other similar 2021 and even 2022 citations. put 
one or two more).  

Therefore, considering these limitations, this research aims to enhance the SSA using the 
Cauchy Mutation and Elite Opposition Based Learning (EOBL) as framework to predict EBOV. 
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The remaining sections of this paper are organized as follows: section 2 accounts for the 
related works while, the proposed algorithmic methodology is presented by section 3. 
Section 4 acounts for the discussion of the framework based on the methodology; and 
section 5 presents the conclusion of the paper.  

2. Related Work 

This section presents the related literature to the main subject matter, which is the salp 
swarm algorithm. Nonetheless, other related algorithms for optimal selection of features for 
a given dataset are equally considered in this section. As earlier stated, a robust and reliable 
predictive model for any real life domain is always a function of how effective is the feature 
engineering mechanisms deployed. In recent times Salp Swarm algorithm has shown great 
value in feature selection task (Hegazy et al., 2020). In their literature, the researchers aim to 
review the traditional SSA and ISSA (Improved SSA) for better accuracy, reliability and 
convergence speed. Consequently, the improved SSA performed better than the other 
optimizer in terms of speed and accuracy. They therefore recommended that more 
improvement can be done to bring much better accuracy.  

Wu et al. (2019) conducted a research which aims to make equal the local and global 
exploration and to prevent early changes in stagnation and convergence. The result shows 
high level of performance and the ability to withstand local optimum when evaluated with 
the SSA algorithm. It is recommended that it should be further studied and practically 
carried out in solving optimization problem in engineering. Similarly, Abualigah et al. (2020) 
carried out an in depth study of SSA and how the scholars are motivated in several 
applications to implement it in computer science domain. The study classified the SSA into 
theoretical and application aspects. The outcome shows that when the algorithm is stuck in 
local optimal, mechanism should be engineered to reduce the exploitations process and 
convergence rate. Some important tools like the adaptive mechanisms can be used to 
minimize the convergence speed in relative to number of enhancement in iterating the best 
solution. SSA can be applied across different spheres of real life domains and researches.  

Furthermore, Nautiyal et al. (2021) in their attempt to enable closed and informed search 
ability using Gaussian and Cauchy mutations brought large steps to improve the global 
search ability. The results show that by checking several mutations and selecting the best 
SSA, at least 23 benches are used to analyze the problems with dimension of 30 & 100. The 
improved SSA shows a better result which can be utilized to check for optimal machine 
learning models structured and weights. Also, the research of Ben-Chaabane et al. (2021) 
aims to enhance the performance of blind digital modulation detection approach in the 
aspect of multiple-antenna systems of the algorithm using the Feature weight and ML 
model. In comparing to other algorithms, the result shows that the rate of convergence of 
the proposed ISSA is high for a good number of the test functions based on speed and 
precision. For features selection, it is advised that more preprocessing techniques in ML ISSA 
can be used. 

It is evident that several attempts are constantly in place to improve the SSA by equally 
considering other similar algorithms. In view of this development, the research of Gurses et 
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al. (2021) exploited several strategies of these algorithms that leverage on populations; they 
are but not limited to hybrid-slime mold algorithm and simulated annealing algorithm. By 
comparison of the results, it was reported in the literature that the probabilistic approaches 
outperforms the regular optimization algorithms used. In furtherance to improve the SSA, 
Tubishat et al. (2020)  used opposition based learning development with local search 
algorithm of SSA to enhance its exploitation. In order to find solution to selection challenges 
and choose the overall features compactments of wrapper mode. It was deduced that on 
the overall 18 dataset used, the ISSA algorithm out performs the traditional SSA algorithm. 
Also, considering to choose few numbers of features, the level of originality shown by ISSA is 
premised on using LSA and OBL approach. However, the process of choosing additional 
features more than the other optimization algorithms is a major shortcoming in the 
proposed ISSA. The researchers therefore suggested that further check using real world 
challenges and dataset is highly recommended with classifiers. 

More so, Soni et al. (2021) claimed to proposed a more robust hybrid predictive model for 
ebola virus in order to enhance the disease detection and increase the result accuracy of the 
system. Various accuracies were obtained from the various classifiers include the hybrid 
techniques after training the given dataset. The researchers therefore submitted that for a 
more improved results to be obtained, more dataset is consequently required; also 
encouraged interested researchers to hybridize the techniques used in their work. 

In an effort to improve the SSA, the research of Fan et al., (2020) attempted to ameliorate 
the challenge of real time activity and precision of the traditional SSA, a new hybrid 
algorithm known as perturbation weight SSA was introduced. From the results it can be 
deduced that the hybrid algorithm is faster than the regular SSA. Similarly, Ibrahim et al., 
(2019)  proposed the hybridization of Salp Swarm algorithm and Particle Swarm 
Optimization (SSAPSO) so as to verify which of the best features can be used in different UCI 
datasets. Based on the accuracy measures, the ratio of the chosen features to the 
processor‘s time and other metrics used in checking the fitness performance of SSAPSO 
outperforms several other algorithms. It is recommended that the algorithm is applied in 
several other fields like signal processing and image processing.   

3. The Proposed Methodology of the enhancing SSA 

This research proposes the hybrid adoption of both elite opposition based learning and 
Cauchy mutation strategies as method to enhance the tradition SSA. The Elite opposition-
based learning and Cauchy mutation algorithms are employed to produce arbitrary 
preliminary results for every iteration to enhance the multiplicity during the discovery 
process; and enhance the global search ability of the traditional SSA.  

As stated earlier, Salp Swarm Algorithm is a recent higher level heuristic algorithm in 
which the development is inspired by the attributes of swarming salps. It’s commonly 
described by a search method, which is easy and posses some sort of handling parameters. 
Conversely, to solve difficult optimization challenges, the SSA may be deficient with 
dawdling convergence pace and a tendency of resulting into sub-optimal outputs. To solve 
these problems, the Cauchy mutation would be applied to produce huge numbers of 
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mutation to boost the global search potential. On the other hand, the elite opposition-based 
learning would be employed to create arbitrary preliminary solutions; each iteration is 
expected to increase the diversity during the process to discover optimal results. 

The Salp chains are mathematically modelled by segmenting the Salp population as leader 
and followers. The leader guides the swarm during foraging while the follower follows 
(Mirjalili, et al., 2017). In comparison to other swarm-based mechanisms, the location of Salp 
is described in an n-dimensional search space and n is defined as the given number of 
variables for the problem to consider.  

The location of the leader is updated using the equation 1, which is defined as follows 
(Mirjalili, et al., 2017): 

                                                                     (1) 

 
where,  

is the spot of the source of food in the  dimension,  

 shows the major hop (upper bound) of  dimension 

 presents the minor hop (lower bound) of  dimension 

  and  are arbitrary values between 0 and 1.  
 
The coefficient as defined by equation 2, is the most significant factor in SSA in that it 

stabilizes the process of search space (Mirjalili, et al., 2017). 
 

                                                                                                                    (2) 

 

where, 
 stands for present iteration 
 denotes numbers of highest iterations 

 
The position of the followers is equally revised using eq. 3, which is defined as 

(Mirjalili, et al., 2017): 

                                                                    (3)
 

 

Therefore, based on these strategies, Algorithm 1 presents the enhancement based on 
the existing algorithm. 
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Algorithm 1: An Enhanced SSA  

Parameters: The initial population of the Salp (xi); food source (fs); salp population’s upper       

                     and lower bound (ub, lb) the elite opposition members (s s); Elite Opposition         

                     Based Learning function Efxn(ei); Cauchy_Mutation (CauM) function Cfxn (ci);     

                     random draw function (Randfxn)   

Input: xi 

Output: fitness function (Ff) 

Procedure: 

1. Initialize xi  (i = 1, 2, ..., n) considering ub and lb; ss 

2. (if old fs > new fs; update new fs else keep old fs ) 

3.      Compute Ff of each xi  

4.      Ff = the best search agent 

5.      Update   c1 by Eq. (2) 

6.             forEach xi  

7.                    if (i==1) then 

8.                           Update the position of the leading salp by Eq. (1) 

9.                        else  

10.                           Update the position of the follower salp by Eq. (3) 

11.                    end 

12.                   Randfxn (xi)   // the starting point of enhancement 

13.                    if Ff (Efxn (ei)) ≤ Ff (xi) then   

14.                         EOBL(ei)   //replace the salp with elite member  

15.                   end  
16.                   if Ff Cfxn (ci) < Ff (xi) then  

17.                        CauM (ci) // replace the Salp with the mutant agent 

18.                   end  

19.              end  

20.              update xi   // amend the salps based on the bounds 

21. end 

22. return F 
  

 

From the algorithm, parameters which include variables and functions such as salp 
population, random draw and Cauchy mutation functions are defined. 

Steps 1 to 2 initialize the salp population by putting into consideration the major and 
minor hops so as to identify the food source for the salp. Elite members are equally 
initialized. If the condition is satisfied that is, identify the newly found food source. If the old 
food source is better than the new food source, update the new food source else keep the 
old food source. Then the algorithm proceed to compute the fitness function of the entire 
search space agents (the salp, elite members and the mutant agent) as indicate by steps 3 
and 4. Consequently, the coefficient ci, which is the most significant factor of SSA is 
progressively updated as presented by Eq. 2. 
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For each salp, from steps 6 to 11 as long as the salp position is at index 1, the algorithm 
keeps updating the location of the leader using eq. 1; else update the location of the 
follower using Eq. 3. 

The main ingredients of the enhancement starts from steps 12 to 17 by initializing the 
salp agents using the user defined random draw function Randfxn (xi). If the fitness function 
of the elite member is better than the fitness function of the ordinal Sap, then replace the 
Salp with the elite member. Similarly, if the fitness function of the mutant agent is better 
than the fitness function of the ordinal Salp then replace the Salp with the mutant agent. 
Finally, the salp agent is mended based on the upper and lower bounds of variable; and 
return the best salp agent via the fitness function as indicated by step 22.  

More so, for simple illustration and understanding, Figure 1 presents the flowchart of the 
proposed algorithm’s enhancement. The initial population of the Salp and the elite 
opposition members are initialized, and food source is equally identified. Then, the mutant 
agents are also initialized after generated by Cauchy method. 
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Figure 1: Flowchart of the Improved Salp Swarm Optimization Algorithm 

The salp populations are categorized into the leader and followers. The leader and the 
follower’s positions are initialized and then updated to their new positions. A new food 
source named Y1 is found for the updated leader and followers. Furthermore, fitness 
functions are computed, updated for the new food source and compared with the fitness 
function of the old food source. 

In the same vain, the fitness function of the elite members and the mutant agents are 
also  computed and compared with the fitness function of the optimal food source of the 
salp that are not elite or mutant agents. If the elite members and mutant agents are better, 
the salp will be replaced with the elite member and mutant agent. This would enhance 
exploration and exploitation process of the SSA. Then, a new fitness function is computed, 
and the best search agent finds an optimal new food source. 
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4. Discussion  

This section discusses the performances of Salp swarm algorithm, its improved version 
herein dubbed as Elite Opposition, and Cauchy based SSA (EOnCaSSA). More so, the results 
of the benchmark functions for unimodal functions are also discussed.  

The performance of the enhanced SSA (EOnCaSSA) is proposed for fourteen benchmark   
functions however, only seven is able to be presented in this paper as the work is still in 
progress. Standard performance metrics such as the best, worst, standard deviation, and 
average were used to effectively compute the performance of the enhanced algorithm. The 
search agents of 50, 100, and 150 were chosen for each bench functions and 300, 600 and 
900 numbers of iterations were also chosen for each function. It is important to mention 
that all the seven benchmark functions have an optimum value of zero. Therefore, 
performances are measured based on the closeness of the obtained values to zero. 
It is observed from Table 2 that as the numbers of search agents and iterations progresses or 
increases, the performances of the algorithms increase. This implies that as the numbers of 
search agents’ increases, more random, initial solutions are generated resulting from the 
application of the elite opposition-based algorithm to SSA. Furthermore, the application of 
the Cauchy mutation technique to the traditional SSA increases the searching and 
operation’s ability of the existing SSA. Cauchy mutation generates a good number of 
mutations to optimize the global search strength of the existing SSA. Table 2 shows the 
results of the improved algorithm of unimodal test functions. These results were computed 
after thirty individual runs. All the performance metrics, including the worst, best, average, 
and standard deviation of EOnCaSSA, show significant improvement over the standard SSA. 
The worst, best, standard deviation, and average of the EOnCaSSA for all the benchmark 
functions exhibit lower values as compared to SSA. This implies that the improved algorithm 
can be employed to solve simple and difficult optimization issues as it passes all the 
benchmark functions tests. 
 
 
 
 
 
 

Table 1: Results of the Algorithm on Unimodal Test Functions 
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                                                          Original SSA                                                             Modified SSA with Cauchy and EOBL

Function Search-Agent Iteration Best Worst Average STD Best Worst Average STD

50 300 1.05E-02 -0.03679 0.018979 -0.00084 6.34E-130 -1.75E-66 -9.18E-67 5.06E-67

F1 100 600 9.38E-10 -1.05E-05 3.99E-07 5.67E-06 1.57E-244 1.87E-125 9.13E-125 4.34E-125

150 900 2.02E-10 -4.00E-06 -4.92E-07 2.59E-06 0 -2.11E-166 -1.09E-166 0

50 300 0.040627 -0.04063 -0.0040624 0.012847 1.50E-65 -3.65E-67 -1.69E-67 9.52E-68

F2 100 600 2.48E-06 -1.31E-06 -6.77E-08 4.67E-07 5.90E-127 1.40E-129 4.20E-129 1.75E-129

150 900 6.51E-07 -9.87E-08 2.53E-08 1.18E-07 9.26E-183 -1.00E-184 -7.01E-185 0.00E+00

50 300 1.76E-06 -0.00109 2.97E-05 0.000847 2.87E-135 1.65E-71 1.21E-70 7.54E-71

F3 100 600 2.38E-11 -2.87E-06 4.41E-08 2.10E-06 5.98E-240 9.46E-124 5.28E-122 4.51E-122

150 900 1.17E-11 -1.70E-06 -5.49E-08 1.30E-06 0.00E+00 3.23E-167 8.22E-166 0.00E+00

50 300 8.36E-06 -8.36E-06 2.50E-06 5.44E-06 1.44E-68 1.41E-70 1.88E-69 1.25E-69

F4 100 600 3.23E-06 -3.23E-06 1.73E-07 2.21E-06 9.49E-122 1.96E-125 2.71E-124 1.95E-124

150 900 8.63E-07 -8.63E-07 5.74E-08 4.81E-07 1.00E-179 1.84E-181 9.25E-181 0.00E+00

50 300 125.0459 -0.92443 0.73592 1.4781 9.00E+00 1.06E-42 1.21E-41 6.02E-42

F5 100 600 7.0475 0.000527 0.13097 0.21975 9.00E+00 2.11E-92 9.36E-91 6.66E-91

150 900 74.9216 -0.54364 0.83469 1.0029 9.00E+00 3.39E-134 7.78E-133 7.52E-133

50 300 5.68E-11 -0.5 -0.5 2.40E-06 2.50E+00 -7.14E-46 -3.49E-46 2.42E-46

F6 100 600 8.58E-12 -0.5 -0.5 9.73E-07 2.50E+00 7.77E-94 2.48E-93 1.17E-93

150 900 6.51E-12 -0.5 -0.5 6.68E-07 2.50E+00 -2.21E-113 -9.17E-114 6.15E-114

50 300 0.0055919 -0.12042 -0.010465 0.08655 0.0006431 -6.88E-60 -3.88E-60 2.61E-60

F7 100 600 0.0033586 -0.12238 0.014447 0.082234 0.0025307 -2.48E-104 -1.51E-104 8.56E-105

150 900 0.0027178 -0.10754 -0.0091155 0.083963 0.0015741 1.53E-141 1.45E-140 8.62E-141  
 

However, the experiment is still work in progress as more cases beyond seven for 
multimodal test functions are currently considered. Figures 2 and 3 represent the parameter 
spaces and the convergence curves for functions 2 and 5 respectively as samples for 
unimodal test functions. 

 

 

Figure 2: Convergence Curve and Parameter space plot of F2 at 900 iterations 
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Figure 3: Convergence Curve and Parameter space plot of F5 at 900 iterations 

5. Conclusion   

SSA, a higher level heuristic algorithm is indeed promising in solving optimization 
problems for prediction or classification models. However, to solve difficult optimization 
challenges, the SSA lacks the capacity of fast convergence time and equally posses the 
tendency of declining into sub-optimal outputs. To solve the problems, this research aims to 
improve the algorithm using Cauchy mutation and elite opposition based learning strategies. 
This was achieved by embedding these strategies into the existing algorithm; consequently, 
yielding out an extended SSA optimization algorithm. The Cauchy mutation was used to 
create large numbers of mutations to amplify the global search strength, while elite 
opposition-based learning was applied to generate random initial solutions. Thus, the 
generated solutions for iteration improve the diversity during the exploration process. 
Search agents of 50, 100, and 150 were chosen for each bench functions and 300, 600 and 
900 numbers of iterations were also chosen for each function. In the end, the results of the 
enhanced algorithm (EOnCaSSA) outperforms the traditional SSA across the four standard 
metrics for evaluation, which include best, worst, standard deviation, and average. This is 
because the seven benchmark functions for unimodal test functions have an optimum value 
of zero. It has established that performances are measured based on the closeness of the 
obtained values to zero. 

As earlier stated, the experiment for the proposed EOnCaSSA is still in progress because 
more test functions of 8 to 14 would be carried out to create room for multimodal test 
functions. In that way, the robustness of EOnCaSSA would have been ascertained and 
affirmed. Similarly, in the nearest future the researchers hope to further use the algorithm 
to optimise a given set of Ebola virus’s dataset for a more accurate prediction model.   

References 

Abualigah, L., Shehab, M., Alshinwan, M., & Alabool, H. (2020). Salp swarm algorithm: a 
comprehensive survey. Neural Computing and Applications, 32(15), 11195–11215. 

Electronic copy available at: https://ssrn.com/abstract=4332961



 

Proceedings of International Conference on Information systems and Emerging 

Technologies, 2022. 

 

 

 

  

https://doi.org/10.1007/s00521-019-04629-4 
 
Adamu, U., & Awan, I. (2019). Ransomware prediction using supervised learning algorithms. 

Proceedings - 2019 International Conference on Future Internet of Things and Cloud, 
FiCloud 2019, August 2019, 57–63. https://doi.org/10.1109/FiCloud.2019.00016 

 
Ben Chaabane, S., Belazi, A., Kharbech, S., Bouallegue, A., & Clavier, L. (2021). Improved salp 

swarm optimization algorithm: Application in feature weighting for blind modulation 
identification. Electronics (Switzerland), 10(16), 1–14. 
https://doi.org/10.3390/electronics10162002 

Fan, Y., Shao, J., Sun, G., & Shao, X. (2020). A Modified Salp Swarm Algorithm Based on the 
Perturbation Weight for Global Optimization Problems. Complexity, 2020. 
https://doi.org/10.1155/2020/6371085 

Faramarzi, A., Heidarinejad, M., Stephens, B., & Mirjalili, S. (2020). Equilibrium optimizer: A 
novel optimization algorithm. Knowledge-Based Systems, 191, 105190. 

 
Forna, A., Dorigatti, I., Nouvellet, P., & Donnelly, C. A. (2021). Comparison of machine 

learning methods for estimating case fatality ratios: An Ebola outbreak simulation 
study. PLoS ONE, 16(9 September), 1–15. 
https://doi.org/10.1371/journal.pone.0257005 

 
Gurses, D., Bureerat, S., Sait, S. M., & Ylldlz, A. R. (2021). Comparison of the arithmetic 

optimization algorithm, the slime mold optimization algorithm, the marine predators 
algorithm, the salp swarm algorithm for real-world engineering applications. 
Materialpruefung/Materials Testing, 63(5), 448–452. https://doi.org/10.1515/mt-2020-
0076 

 
Hegazy, A. E., Makhlouf, M. A., & El-Tawel, G. S. (2020). Improved salp swarm algorithm for 

feature selection. Journal of King Saud University - Computer and Information Sciences, 
32(3), 335–344. https://doi.org/10.1016/j.jksuci.2018.06.003 

 
Ibrahim, R. A., Ewees, A. A., Oliva, D., Abd Elaziz, M., & Lu, S. (2019). Improved salp swarm 

algorithm based on particle swarm optimization for feature selection. Journal of 
Ambient Intelligence and Humanized Computing, 10(8), 3155–3169. 
https://doi.org/10.1007/s12652-018-1031-9 

Mallela, R. C., Bhavani, R. L., & Ankayarkanni, B. (2021). Disease Prediction Using Machine 
Learning Techniques. Proceedings of the 5th International Conference on Trends in 
Electronics and Informatics, ICOEI 2021, December, 962–966. 
https://doi.org/10.1109/ICOEI51242.2021.9453078 

Malik, M. M. (2020). A hierarchy of limitations in machine learning. arXiv preprint 
arXiv:2002.05193. 
 
Mirjalili, S., Gandomi, A. H., Mirjalili, S. Z., Saremi, S., Faris, H., & Mirjalili, S. M. (2017). Salp 

Electronic copy available at: https://ssrn.com/abstract=4332961



 

Proceedings of International Conference on Information systems and Emerging 

Technologies, 2022. 

 

 

 

  

Swarm Algorithm: A bio-inspired optimizer for engineering design problems. Advances 
in Engineering Software, 114, 163–191. 
https://doi.org/10.1016/j.advengsoft.2017.07.002 

 
Muthukumarasamy, S., Tamilarasan, A. K., Ayeelyan, J., & Adimoolam, M. (2021). Machine 

learning in healthcare diagnosis. Blockchain and Machine Learning for E-Healthcare 
Systems, May, 343–366. https://doi.org/10.1049/pbhe029e_ch14 

Nautiyal, B., Prakash, R., Vimal, V., Liang, G., & Chen, H. (2021). Improved Salp Swarm 
Algorithm with mutation schemes for solving global optimization and engineering 
problems. Engineering with Computers. https://doi.org/10.1007/s00366-020-01252-z 

Nogueira, M. L., & Saavedra, O. R. (1999). Estratégias evolutivas aplicadas à resolução de 
otimização multimodal. In Simpósio Brasileiro de Automação Inteligente. 

Ray, S. (2019). A Quick Review of Machine Learning Algorithms. Proceedings of the 
International Conference on Machine Learning, Big Data, Cloud and Parallel Computing: 
Trends, Prespectives and Prospects, COMITCon 2019, 35–39. 
https://doi.org/10.1109/COMITCon.2019.8862451 

 
Saez, C., Romero, N., Conejero, J. A., & García-Gómez, J. M. (2021). Potential limitations in 

COVID-19 machine learning due to data source variability: A case study in the nCov2019 
dataset. Journal of the American Medical Informatics Association, 28(2), 360-364. 

 
Sharma, S., & Mangat, V. (2016). Relevance vector machine classification for big data on 

Ebola outbreak. Proceedings on 2015 1st International Conference on Next Generation 
Computing Technologies, NGCT 2015, September, 639–643. 
https://doi.org/10.1109/NGCT.2015.7375199 

 
Soni, U., Gupta, N., & Sakshi. (2021). An Artificial Intelligence Approach for Forecasting Ebola 

Disease. Journal of Physics: Conference Series, 1950(1). https://doi.org/10.1088/1742-
6596/1950/1/012038 

 
Tubishat, M., Idris, N., Shuib, L., Abushariah, M. A. M., & Mirjalili, S. (2020). Improved Salp 

Swarm Algorithm based on opposition based learning and novel local search algorithm 
for feature selection. Expert Systems with Applications, 145, 113122. 
https://doi.org/10.1016/j.eswa.2019.113122 

Wu, J., Nan, R., & Chen, L. (2019). Improved salp swarm algorithm based on weight factor 
and adaptive mutation. Journal of Experimental and Theoretical Artificial Intelligence, 
31(3), 493–515. https://doi.org/10.1080/0952813X.2019.1572659 

Zhang, Y., & Ling, C. (2018). A strategy to apply machine learning to small datasets in 
materials science. Npj Computational Materials, 4(1), 1-8. 

 

Electronic copy available at: https://ssrn.com/abstract=4332961


