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AN         QUEUING SYSTEM WITH BERNOULLI SCHEDULE SERVER VACATIONS 
AND RANDOM BREAKDOWNS 

 
NGUTOR NYOR 1*, ZAINAB ONIMISI 2 , USAMOT IDAYAT FOLUKE 3 & ONYEJEFU 

ENOGELA PAUL 4 
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Abstract 
In this work, the batch arrival multiple server queuing system with Bernoulli schedule server 
vacations and random breakdowns was analyzed. In this queuing system, it has been 
assumed that the customers arrive to the system in batches of variable size, but are served 
individually by a multiple server in a first come, first served (FCFS) basis. It has been 
assumed that the service time’s distribution is an Erlang-k service time. After any service 
completion, the server may take a single vacation of random length. On the other hand, it 
has also been assumed that the system is subject to random breakdowns. Whenever the 
system breaks down, the customer whose service is interrupted comes back to the head of 
the queue and the system undergoes a repair process of variable length. Introducing the 
elapsed service time as a supplementary variable enabled us to obtain a set of time-
dependent differential equations. It has been shown how to solve these equations to obtain 
the queue length at an arbitrary point of time. 

 
Keywords: Breakdowns, Customer, Distribution, Queuing systems, Server, Vacation, 

Waiting Time. 
 
Introduction 
Everyone has experienced the annoyance of having to wait in queues (Adan et al., 2001). 
Unfortunately, this phenomenon continues to be common in congested, urbanized societies 
(Adan and Resing, 2001). For example, in the United States, it has been estimated that 

Americans spend            hours per year waiting in queues. If this time could be spent 

productively instead, it would amount to nearly    million person-years of useful work (Adan 
& Wessels, 1996; Ahn & Jeon, 2002). 
 
The customers do not generally like to wait in queues, and the managers of the 
establishment at which we wait also do not like us to wait, since it may cost their business, 
but this is the situation whenever the current demand for a service exceeds the current 
capacity to provide that service. Decision regarding the amount of capacity to provide must 
be made frequently in industry and elsewhere. Alfa (2003) however submitted that, these 
are difficult decisions since it is often impossible to accurately predict when customer will 
arrive requiring a service and/or how much time will be needed to provide the required 
service. Adding more servers in the system is costly; on the other hand, fewer servers would 
cause the waiting queue to become excessively long. Therefore, the goal is to achieve an 
economical balance between the cost and the waiting line length. According to Gross and 
Harris (1998), queuing theory itself does not directly find this balance. However, it does 
contribute vital information required for such decision by predicting various characteristics of 
the waiting queue such as the average waiting time, the average number of customers in 
the queue, for instance, Gupta and Sikdar (2006) and Hillier and Boling (1967) described a 
queuing system as a service center and a population of customers that may enter the 
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service center at various points of time in order to get service. In many cases, the service 
center can only serve a limited number of customers at a time. If a new customer arrives 
and there is no free server, the customers enters a waiting line and wait until the service 
facility becomes available. Figure 1 shows the elements of a simple queuing Model. 
 
 

 

 

 

Figure 1: Elementary Queuing System  

The term customer is used in general sense and doesn’t imply necessarily a human 
customer. For example, a customer could be a ball bearing waiting to be polished, an 
airplane waiting in line to take off or land, or a computer command waiting to be performed 
(Hillier & Lieberman, 2005). 
 
It is not necessary that there actually be a physical waiting line in front of the service 
provider. In other words, the members of the queue may be scattered throughout an area 
waiting for the server to come to them, e.g. machines waiting to be repaired (Maraghi et al., 
2009). 
 
There are many valuable applications of the theory, most of which have been documented 
in the literature of probability, operations research, management science, and industrial 
engineering (Maraghi et al., 2009).  
 
Materials and Methods 
Probabilistic Waiting line Models 
A probabilistic waiting line system will result; however, if either the arrival and/or the service 
time is a random variable. The arrival time and the service time can follow any distribution, 
empirical or analytical. It depends on the case under consideration for study. The service 
rate is an expected value from the poison distribution. The models are based on the 
assumptions of an infinite population, given that the size of the population is large relative 
to the arrival rate. 
 

In this case, individuals leaving the population do not significantly affect the arrival potential 
of the remaining systems. 

 

Assume that both the arrival rate and the service rate are expected values from independent 
poison distributions. This assumption holds when the rates are independents of time, queue 
length, or any other property of waiting line system. The expected number of arrivals per 

period may be express as 
 

 
. The expected number of service completion per period may be 

express as  
 

  
.  Where   and   are the mean time between arrivals and the mean service 

time in the system for the assumed distributions, respectively. If the number of arrival per 
period or the number of services per period have a poison distribution, then the time 

Arriving 
Customers 

Waiting  
Customers 

Customer 
in Service 

Server 
Departing 
Customers 



between arrivals or the service duration will have an exponential distribution. (It is assumed 

that   is greater than  , and that the arrival population is infinite). 

 

The Model Assumptions 

The mathematical model of this study is characterized by the following assumptions: 

a. Customers arrive at the system in batches of variable sizes in a compound poison 
process.  

Let  ,...4,3,2,1idtci
  be the first order probability that a batch of   customers arrives at 

the system during a short interval of time  ,, dttt   where  


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1

1,10
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ii cc , and     is the mean arrival rate of batches. 

b. There is multiple server which provide one by one service to arriving customers on a 
“First Come First Served” basis and the service time follows a general (arbitrary) 

distribution with distribution function  sG  and density function ).(sg Let )(x  be the 

conditional probability density of service completion during the interval  dxxx ,  given 

that the elapse service time is   so that  
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This is the gap this study seeks to fill. 

c. The system breaks down at random and break downs are assumed to occur 
according to a poison stream with mean break down rate        

 
Further we assume 

that once the system breaks down, the customer whose service was interrupted 
comes to the head of the queue. 

d. Once the system breaks down, it enters a repair process immediately. The repair 
time are exponentially distributed with mean repair rate β > 0. 

e. Initially there are no customers in the system before arrival.  
f. As soon as a service is completed, the server may take a vacation with probability   

or may stay in the system providing service with probability            
g. The duration of vacation follows an exponential distribution with rate γ > 0 and 

hence mean vacation time 
 

 
 

h. Various stochastic processes involved in the system are independent 
 

Definition of Variable 

    Mean arrival rate of customers when there are   customers present 

    Mean service rate of the whole system when there are   customers present  

   Server utilization factor     
  ⁄  when the arrival rate is      for all  , and the 

service rate of each server is   

n  Number of customers in the queue. 

  The average number of customers entering the queue system. 

  The average rate of service customers per server. 



  The number of server available for service. 

  A measure of traffic congestion for multiple server system which is defined as  






c
  

)(tpn   Transient state probability of having exactly   customers in the system at time  . 

np  Steady state probability of having exactly   customers in the system. 

)(tN Random variable representing the total number of customers in the system at time    

)(tNq
Random variable representing the total number of customers in the queue at time  . 

)(tNs Random variable representing the total number of customers in service at time  . 

T Random variable representing the time a customer spends in the s 

qT Random variable representing the time a customer spends waiting in the queue prior to 

entering service. 

S Random variable representing the service time with mean service time,    )     . 

L The mean number of customers in the system,        

qL The mean number of customers in the queue,     [  ] 

W The mean waiting time in the system,        

qW The mean waiting time in the queue,     [  ] 

 txpn , Probability that at time  , the servers are providing a service and there are  

are       ) customers in the queue excluding the one being served and the elapsed 

service time for this customer is    
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, dxtxptp nn  Denotes the probability that at time  , the server is providing 

service and there are       ) customers in the queue excluding the one being  served 

irrespective of the value of    

      ) Probability that at time   the server is on vacation with elapsed vacation time   and 
there are       ) customers waiting in the queue for service. 

    )    



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, dxtxVtV nn  Denotes the probability that at time   there are   customers in 

the queue and the server is on vacation irrespective of the value of  . 

    ) Probability that at time  , the system is inactive due to system breakdown and the 

system is under repair with elapsed repair time  . 

    )    



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, dxtxRtR nn
 



Denotes the probability that at time    the system is in-active due to system breakdown and 
the system is under repair irrespective of the value of  , while there       ) in the queue 

waiting for service. 

   )   Probability that at time    there are no customers in the system and the server is idle 

but available for service in the system. 
    ) Probability that there are no customers in the system and the system is inactive.  

 
Equations Governing the System 
According to the assumptions mentioned above, the system has the following set of 
differential-difference equations 
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The above equations are to be solved subject to the following boundary conditions.
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We assume that initially there is no customers in the system and the server is idle. So that 
the initial conditions are: 
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To find the solution, first we define the Probability Generating Functions (Z- Transform) 



   

   

   



















































si
i

i

sn
n

n

q

sn
n

n

q

sn
n

n

q

CZ

pZR

pZV

pZp

zC

txtzx

txtzx

txtzx

)(

,,,

,,,

,,,

       

 (12)  

We take the Laplace transform of equations      using the initial conditions given in    ) 
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Next, to obtain the   transform (probability generating functions) of    ) we multiply    ) 
by    and take summation over   from   to   we get. 
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Adding the result to    ) yields  
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Using the   transform define in equation    ), adjusting limit on the RHS we get. 
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Similarly multiply equation    ) by    and taking the summation over   from   to   adding 
it to    ) and invoking the generating function defined in    ) we get. 
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Again, multiply equation    by     take the summation over   from   to   adding the result 
to equation    invoking the  - transform defined in equation    we get.  
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For the boundary conditions, we multiply equation    by      take summation over   from  

  to   and using the generating functions defined in equation    and adjusting the limit we 
obtain 
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Equation    ) can be rewritten in the form: 
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Utilizing    ) in (  )  we get 
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Simplifying we have 
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Now equation (26) is a first order linear differential equation with constant coefficient. Using 

the method of integrating factor, we integrate between   and   and the boundary condition 
we have. 
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Where  szp
q

,,0~  is given by        
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Again, integrating (27) by part with respect to   between   and   using (20), we obtained  

   

        





































































 





)(

1

exp,,0,
00 0~~

zCs

dttcdttcdttcxzCs

szsz

zz z

qq
pp

 

Rearranging we have 

   
  



















)(

)(
~

1
exp,,0, ~~

zCs

zCsG
szsz pp

qq
            (28) 

Where         











 











0

)(
)(.

~
0 0 xdGzCsG e
z z

dttcdttcxzCs 
  

is the Laplace Stieltjes transforms of the service time. From the result obtained in (28), 

Equation (23) given by  
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Multiply (  ) through by     ) and integrate over   we get. 
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Utilizing equation (  ), Equation (20) can be written as 
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Similarly we utilize (30) in (26) and simplifying we get 
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    We now substitute the expression for  szV q
,

~  and  szRq
,

~  from equation (29) and (31) 

in equation (32) and solve for  szp
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,,0~  we get 
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Substituting (33) in (28), (29) and (31) we obtain: 

  szp
q

,,0~  

             
                   szzszszpszGszzszszszsz

sQszCszGszsz

fffffffff

fff
,,,,

~
,,,,,

~
1)(1,

~
1,,

321134321

132








           (34) 

 

            
                   szzszszpszGszzszszszsz

sQszCszGszsz

sz

fffffffff

ffpf

V q

,,,,
~

,,,,,

~
1)(1,

~
,,

,,0

321134321

121

~











                 (35) 

 

           
                   szzszszpszGszzszszszsz

sQszCszGszz

sz

fffffffff

ff

Rq

,,,,
~

,,,,,

~
1)(1,

~
1,

,,0

321134321

13

~









           (36) 

Let  szW q
,  denote the probability generating function of the queue size irrespective of 

the rate of the system. Then adding (34), (35) and (36) we obtain: 
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 It can be shown that the denominator of the right hand side of (37) has one zero inside the 

unit circle 1z  

Which is sufficient to determine the only unknown  sQ
~

 appearing in the numerator. 

Therefore,  
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The Steady State Results 
To define the steady state probability and the corresponding probability generating function 

we drop the argument   and for that matter, the argument  , wherever it appears in the 
time-dependent analysis up to this point. Then the corresponding steady state results can 
be obtained by the well-known Tauberian property 
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Thus multiplying both sides of (37) by  , taking limit as   approaches zero, applying the 
Tauberian property, and after some simplification we get 
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Performing similar operation to (35) and (36) leads to  
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Now for the steady state by adding (38), (39), and (40) we get   
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According to the normalization condition we have   11 W q
Q  

We see that for         ) is indeterminate of 
 

 
 form. Therefore, we apply L’Hopital’s rule 

on equation (41), where we differentiate both the numerator and denominator with respect 
to   accordingly, we get 
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Where,       IECC  1,11  is the mean batch size of the arriving customers adding    to 

equation (42), equating it to   and solving for   we get 
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After simplification, equation (43) can be written as 
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Equation (44) gives the probability that the server is idle, substituting for   from (44) in 

(41), we have completely and explicitly determine  zW q
, the probability generating 

function of the queue size at a random epoch. 
 
3.10 The Mean Queue Size    and the Mean Waiting Time in the Queue    

To find the mean number of customers in the queuing system, recall that we write  zW q
 

obtained in (41) as  
 zD

zN  where  zN  and  zD  are the numerator and denominator of the 

right hand side of (44) and (45) respectively. Then we use     
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Note that primes and double primes in (46) denote first and second derivatives at      

respectively. Then carrying out the first and second derivative for the expression for  zW q
 

obtained in equation (41) and letting     we get the following: 
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Where   1IIE , is the factorial moment of the batch is size of the arriving customers, and 

Q has been found in (44). Then if we substitute for        1,1,1,1 DDNN   from (47)-(50) 

in equation (46) we obtain Lq
 in a close form. Further, the mean waiting time of a 

customer can be found using Little’s laws discussed in chapter one. Specifically the equation 

WL qq
  can be used to find the mean waiting time, knowing the mean queue size. 

 

  Erlang Service Time 

When customers arrive at the system one by one, then      and      for     

consequently,    )       )     (     ))    

In the case of   Erlang service time, the service time has a k-Erlang distribution, and 
hence 
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And Q and p are given by  
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Further Lq
 can be found from (3.89) and then W q

 is obtained using little’s formula. Thus 
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Result and Discussion of Numerical Illustration 
The systems of differential-difference equations describing the state of the servers was 
solved using the Laplace and the (LST) with the complementary variable technique. For the 
purpose of a numerical illustration, we obtain some tables for the first two particular cases 
with primary data collected from Guarantee Trust Bank, Wuse II, F.C.T Abuja in early July, 
2023. The following values were arrived at: 
 
        Customers/ quarter hr 
       

      )   ,   (     ))       

       
      )           
 
 
All the tables give the computed values of various states of the servers, the proportion of 
idle time (Q), the traffic intensity ( ), the mean queue length  (  ), the mean waiting time 

in the queue (  ), the probability that the server is working  mindless the number of 

customers present in the queue     ), the probability that the server is on vacation 

irrespective of the number of customers in the queue (    ), the probability that the system 

is in repair time due to breakdown irrespective of the number of customers in the queue 
    ), and the probability that the server is not idle     )  



 
Table 1: Queuing characteristics of           Service Time Distribution           
           this table shows the impact of vacation rate and vacation probabilities on 
various queue characteristics.  
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Table 1 shows the impact of server vacation and breakdown on the proportion of idle time, 
mean waiting time, mean length of the queue and the utilization factor. Every customer is 
interested in the duration of time he/she will have to wait before joining any queue. After 
jockeying through the queues, if the customers waiting time increases, he/she reneges from 
the queue. It is observed that, the impact of mean breakdown rate fluctuating through from 
2 to 7 and the mean vacation of the servers on the customers waiting time, length of the 
queue, traffic intensity, proportion of idle time in the system and the probability that the 
servers are not idle when the service time distribution is Erlang-k. 
 
When the breakdown rate increases from 2 to 4 with a corresponding increase in the 
scheduled vacation with probability ranging from 0.5 to 0.75, there is an increase in the 
customers waiting time in the queue more so now that the number of server is just 4, the 
length of the queue (a factor that every arriving customer will want to avoid). It can also be 
seen that the remaining servers increase their intensity (every service provider is interested 
in this parameter). Again, the probability that the servers are not idle decrease with increase 
in the rate of break down. It can also be observed that as the traffic intensity increases with 
an increase in the mean breakdown (the more servers are being utilized the more their 
chances of breaking down) rate and server vacation, there is an increase in the idle time of 
the servers, a factor that every service provider will strive to avoid. In general, as the mean 
breakdown rate and the server vacation increase, it is seen a corresponding increase in the 



length of the queue, waiting time in the queue and the traffic intensity. In contrast it is seen 
a decrease in the idle time of the server. This is so because the remaining available severs 
are being over worked. 
 
Table 2: Queuing characteristics of           Service Time Distribution           
             This table shows the impact of break down rate and repair rate on 
various queue characteristics  
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Table 2 Shows the effect of mean repair rate and the mean vacation rate on both 
customer’s parameter of interest and the service provider parameter of interest. First, it is 
observed from the table that as the number of servers that are being repaired increase in 
number, there is a decrease in the mean waiting time in the queue, the length of the queue. 
Every arriving customer do not like to wait longer than necessary and so he/she will be 
interested in joining a queuing system such as in table 2. On the contrary the service 
provider is not very happy as we observe from the table that the traffic intensity is 
decreasing. Not just this, it is observed an increase in the proportion of idle time of the 
servers and the server’s active moment decreases correspondingly. Customers only can wait 
on this queue if only there is no alternative. It is seen from column 7 of table 2 that as the 
rate at which the server get fixed for service increases, the probability that the servers are 
working irrespective of the number of customer in the queue almost maintain a  constant 
value. It can also be seen that the probability that the system is under repair decrease as 
many more servers are being fixed.  
 
Conclusion 
In general, as the mean breakdown rate and the server vacation period increase, we see a 
corresponding increase in the length of the queue, waiting time in the queue and the 
utilization factor. In contrast we see a decrease in the idle time of the server. This is so 
because the remaining active sever is being over worked.  
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