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PLENARY PAPERS  

Disease Dynamics and Its Impact on Economy with Optimal Control:  

A Mathematical Model 

 

Oluwole Daniel Makinde 
Faculty of Military Science, Stellenbosch University, Private Bag X2, Saldanha 7395, South Africa 

 

Abstract 

Outbreak of infectious diseases are more destructive on the economic growth of nations around the 

world. This economic impact severity was observed during the recent global Covid-19 pandemic, 

leading to the rise in public health expenditure, diminished productivity, loss of life, business closures, 

trade disruption, obliteration of the tourism industry, revenue decline due to the government's inability 

to raise revenue because of quarantine and curfews. Since infectious diseases are not likely to disappear 

in the near future, proactive measures are required in order to save lives and safeguard economic 

prosperity. In this talk, a deterministic mathematical model for Covid-19 transmission dynamics with 

its global economic impact is qualitatively analysed via stability theory of differential equations. 

Positivity and invariant region of solutions together with disease-free and endemic equilibria were 

determined. The model basic reproduction number R0 was obtained and the sensitivity indices of its 

embedded parameters were determined. It is observed that the model exhibits a forward bifurcation; 

this validates the stability of the Covid-19 disease-free equilibrium whenever R0 <1. Using Pontraygin’s 

maximum principle with two variable control strategies (i.e. protective strategy and environmental 

fumigation), the optimal control analysis is implemented and their cost effectiveness determined. 

Numerical results displayed graphical suggest that the use of protective control is the most cost-effective 

strategy to combat the Covid-19 pandemic and boost the economy.  

 

Keywords: Disease dynamics, Economic impact, Basic reproduction number, Sensitivity 

analysis, Bifurcation analysis, Optimal control analysis, Cost-effectiveness analysis  
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COVID-19 PANDEMIC IN NIGERIA: PUBLIC HEALTH RESPONSE TOWARDS 

EPIDEMIC CONTROL 

Adajime T. Paul 

Department of Epidemiology and Community Health, College of Health Sciences, 

Benue State University, Makurdi. 

 

Abstract 

The Coronavirus pandemic of 2019 brought intense fear throughout the world by its devastating 

health consequences on humans while overwhelming the health systems of many counties in 

the world. The first instance of the virus in Nigeria was an imported case from Italy on 27 

February 2020. The incidence of COVID-19 grew steadily in Nigeria, moving from an 

imported case and elitist pattern to community transmission. The United States had the highest 

number of infections and deaths in the world. This was followed by Brazil, India, Mexico, and 

Peru. As of 24 February 2023, there were 10.8 million COVID-19 cases on the world, with 

228,738 deaths, and 9.8 million recoveries (93.8%). In Nigeria, 180,661 have been confirmed 

and 2163 deaths have been recorded in 36 states and the Federal Capital Territory. The Federal 

Government of Nigeria established the Presidential Task Force (PTF) for the Control of 

Coronavirus (COVID-19) disease on 7th March 2020. The PTF is the focal point of 

government’s efforts to tackle the COVID-19 pandemic. Nigerian households faced increased 

economic precarity: unemployed workers migrated back to the low productivity agricultural 

sector, and reports of food insecurity increased substantially. Before COVID-19, about 40 

percent of Nigerians were living below the national poverty line, and millions more were 

vulnerable to falling into poverty. Simulations suggest that the crisis pushed more than 10 

million Nigerians below the poverty line. Food assistance, conditional cash transfers and school 

feeding programme were additional interventions implemented to cushion the effects. The 

Federal Government also responded by setting up treatment sites across the country for the 

diagnosis and treatment of this ailment as well as supported many prevention interventions 

including vaccination programme. These interventions impacted the lives of the people 

positively, however came with challenges that are yet to be completely addressed. 

 

Key Words: COVID-19 virus, pandemic, control, intervention, vaccination.  

 

COVID-19 PANDEMIC IN NIGERIA: PUBLIC HEALTH RESPONSE TOWARDS 

EPIDEMIC CONTROL  

 

INTRODUCTION 

The coronavirus pandemic of 2019 brought intense fear throughout the world by its devastating 

health consequences on humans while overwhelming the health systems of must counties in 

the world.1 The WHO defines an epidemic as “the occurrence in a community or region of 

cases of an illness, specific health-related behavior, or other health-related events clearly in 

excess of normal expectancy. A pandemic is defined by the WHO as “an epidemic occurring 
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worldwide, or over a very wide area, crossing international boundaries and usually affecting a 

large number of people.1 

 

History of Epidemics in Nigeria  

Over the years, epidemics and later pandemics have really shaped the history of health in 

Nigeria, creating superfluous burden of morbidity and mortality in the country and disrupting 

the existing socio-economic, religious and political activities in the country.2  On 31 December 

2019, the World Health Organization (WHO) was notified of a novel coronavirus disease in 

China that was later named COVID-19. This outbreak was declared a pandemic on 11th, March 

2020.  The first instance of the virus in Nigeria was an imported case from Italy on 27 February 

2020. The incidence of COVID-19 grew steadily in Nigeria, moving from an imported case 

and elitist pattern to community transmission. By April 11, 2020, 318 confirmed cases and 10 

deaths from COVID-19 have occurred in Nigeria. 2 

 

Epidemiology  

The “2019 Novel Coronavirus” was first identified in January 2020. Early cases were 

associated with a seafood and live animal market in Wuhan City, China. The first cases were 

reported in December 2019. From December 18, 2019, through December 29, 2019, five 

patients were hospitalized with acute respiratory distress syndrome and one of these patients 

died.3 By January 2, 2020, 41 admitted hospital patients had been identified as having 

laboratory-confirmed COVID-19 infection, less than half of these patients had underlying 

diseases, including diabetes, hypertension, and cardiovascular disease. More than 200 countries 

have been affected with over 700 million cases, and approximately 7 million deaths, and 180 

million recoveries worldwide.4  The World Health Organization reported that at the end of 

2021, the United States had the highest number of infections and deaths in the world. This was 

followed by Brazil, India, Mexico, and Peru. As of 24 February 2023, there were 10.8 million 

COVID-19 cases on the continent, with 228,738 deaths (CFR: 2.1%), and 9.8 million 

recoveries (93.8%). Africa accounted for 1.3% of cases reported globally (757.2 million) and 

1.2% of deaths (6.8 million). Of this total, the WHO African Region (WHO AFR) accounted 

for 82.7% of cases (8.9 million) and 76.2% of deaths (174,191 deaths).5 In Nigeria, 180,661 

have been confirmed, 165,122 cases have been discharged and 2163 deaths have been recorded 

in 36 states and the Federal Capital Territory.4 

 

 

 

NATIONAL STARTEGIC RESPONSE FOR THE CONTROL OF COVID-19 IN 

NIGERIA 

On the 23rd of January 2020, the World Health Organization International Health Regulations 

(IHR) Emergency Committee advised that all countries should be prepared for containment, 

including active surveillance, early detection, isolation and case management, contact tracing 

and prevention of onward spread of 2019-nCoV infection, and to share full data with the WHO. 
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After the pronouncement of this declaration, a nation COVID-19 control team was set by the 

president of Nigeria.  

The Presidential Task force 

The Federal Government of Nigeria established the Presidential Task Force (PTF) for the 

Control of Coronavirus (COVID-19) disease on 7th March 2020. The PTF is the focal point of 

government’s efforts to tackle the COVID-19 pandemic and has an initial mandate of six 

months. The overall goal of the PTF is to stop further transmission of COVID-19 within 

Nigeria, ensure provision of basic treatment to those infected, and reduce the overall social and 

economic impact of the pandemic on the country.6  

The PTF was chaired by Boss Mustapha with minister of health and the chairman of NCDC as 

members. The core mandate was: 

• Provide overall policy 

• Enable delivery of control priorities through; provision of treatment centers, set up of 

emergency operations center, provision of commodities for IPC, sensitization and 

awareness creation, and set up of diagnostic laboratories for COVID-19.  

Other mandates include:  

• Approve recommendations for funding and budget, provide recommendation for 

interventions such as; school closure, social distancing suspension and flight limitations 

• Define targets and monitor the progress for meeting up targets  

• Partnership engagement with states, bilateral and multilateral bodies and other 

countries and agencies.  

• Keep the public informed of emergency development regarding preparedness and 

response. 6 

 

Functional Areas 

• PTF National Pandemic Response Center 

• Epidemiology and Surveillance  

• Risk communication and Community Engagement  

• Laboratory 

• Resource mobilization 

• Security, Logistics and Mass Care 

• Infection, Prevention and Control 

• Research  

• Case Management 

• Finance Monitoring and Compliance 

• Point of Entry 

 

The PTF established the National Pandemic Response Centre (NPRC), the technical 

coordinating structure responsible for providing strategic guidance on the national response, 

estimating MDA resource needs and allocations, and coordinating all response stakeholder 

efforts. Stakeholders included MDAs, donors, development partners, nongovernment 
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organizations, and civil society. The organized private sector established the Coalition Against 

COVID-19 (CACOVID) to coordinate their engagement. The NPRC, led by the PTF national 

coordinator, included Secretariat, led by a chief of secretariat (CoS) and an incident manager, 

who coordinated 9 functional pillars. Each pillar was led by different government MDAs with 

mandate and oversight for their pillar; for example, NCDC oversaw surveillance and laboratory 

and FMOH led case management. Staff from the US Centers for Disease Control and 

Prevention (CDC), US Agency for International Development (USAID), WHO, UNICEF, e-

Health Africa, CREDO, and the Bill and Melinda Gates Foundation supported the NPRC. The 

PTF convened a multidisciplinary advisory group to provide evidence-based briefing papers, 

informing real-time decision making. The group comprised health policy and service experts, 

including epidemiologists, modelers, public health experts, social scientists, foreign and 

domestic academicians, and NPRC staff. 7 

 

The National Pandemic Response Centre (NPRC) 

To provide effective technical guidance and direction, the NPRC developed a comprehensive 

pandemic response plan (PRP), the blueprint for the coordinated national COVID-19 strategy, 

in addition to the NCDC-developed public health incident action plan. The PRP included 

activities beyond health, such as disaster management, humanitarian affairs, information, 

security, finance, trade, and investment. The PRP described complementary response roles of 

national and state governments (Table 2), private sector, and development partners. The PRP 

divided the response into 6 phases based on the national and WHO epidemic response plans, 

with specific tasks for each phase following specific trigger events.8  

 

Phase 1: Preparedness and No Cases  

This phase, focus on monitoring global trends and preparation for surveillance; as well as early 

detection of high-risk passengers for follow-up, isolation of symptomatic passengers, and 

transfer of passengers to designated isolation centers for testing.6 

 

Phase 2: Mitigation & Response to Sporadic Cases 

This phase focused on the activation of health and non-health multi-sectoral structures to 

identify and contain the viral spread through public sensitization on preventive and protective 

measures by providing timely information and provision of consumables for the response.8 

 

Phase 3: Intensified Response to Cluster(s) of Connected Cases 

Activities in this phase were focused on intensified and heightened surveillance towards 

containment; expedited sample collection, testing, and reporting; mass care to alleviate 

containment measures; and prompt isolation and management of suspected/ confirmed cases 

with improved outcomes.6 
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Phase 4: Peak of the Pandemic due to Community transmission 

This phase is activated as a result of increased cases of community transmission in one or more 

states. It calls for a recommendation for the declaration of a national emergency and heightened 

response in both health and non-health sectors.8 

 

Phase 5: Post Peak 

In this phase, there is a decline in new/confirmed cases by at least 10% per week for at least 

two consecutive weeks. The activities involve continuous health activities such as surveillance, 

laboratory testing, case management and infection, prevention, and control measures. 8 

 

Phase 6: Post-Pandemic Recovery 

This involves phasing out pandemic activities, building the preparedness and resilience 

capacity of existing health and non-health institutions/infrastructure. It also focuses on 

rebuilding social welfare and promoting economic growth in the country.8 

 

EFFECTS OF COVID-19 PANDEMIC AND RESPONSES  

 

Work and COVID-19 in Nigeria.  

Findings from a sample of household heads interviewed in successive rounds of the Nigeria 

COVID-19 National Longitudinal Phone Survey (NLPS) indicate that employment contracted 

sharply and job turnover increased. Even though many Nigerians returned to work after the 

easing of strict lockdown measures in the early phase of the COVID-19 crisis, most households 

remain in an economically precarious situation.9 Many households reported lower income. 

Nigerian households faced increased economic precarity: unemployed workers migrated back 

to the low productivity agricultural sector, and reports of food insecurity increased 

substantially. To curb this, some institutions stated offering online and home delivery services 

to reduce contact with people10. Also, NIRSAL microfinance bank covid-19 loan in Nigeria, a 

federal government intervention program through the CBN to curb the consequences of Corona 

virus on households, small and medium scale enterprises and impact positively on the life’s of 

its citizenry. 11 

 

The Effect of COVID-19 on Education and Social life  

In response to the pandemic, the government implemented multiple measures, both at the 

federal and state levels, including the adoption of a Contingency Plan to ensure that the school 

community was protected. The plan aimed to ensure the continuation of education, provide 

safe water and hygiene facilities in schools, and train and sensitize the school community on 

preventive measures.12 During the school closures, Nigeria strived for learning continuity 

despite the abrupt closure, with distance learning reaching approximately 60 percent of school 

children, a strong performance compared to other countries in the region. The use of online 

teaching methods were employed to solve this challenge13. Lockdowns on religious and public 

events where put in place nationwide to curtail the spread as well as other regulatory measures. 
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The Nigerian government implemented bans on international travels from all countries, 

especially high-risk countries.14 

The Tertiary Education Trust Fund (TETFund), NCDC and other stakeholders constituted the 

National COVID-19 Research Consortium, with members drawn from the academia and 

research institutes. The consortium is mandated to undertake research on all aspects of COVID-

19 to ensure effective prevention and control. 15 

 

Effect of COVID-19 Pandemic on health  

Nigeria ranks among the top ten countries heavily affected by COVID-19 in Africa. Nigeria’s 

COVID-19 response focuses on strengthening laboratory systems and enhancing risk 

communication and surveillance. The available indicators—such as the total number of deaths, 

the case fatality rate, and the total number of confirmed cases—show that Nigeria has fared 

reasonably well in responding to the COVID-19 pandemic despite a significant decline in the 

delivery of essential health services. Yet, COVID-19 has had a substantial negative impact on 

service delivery for both disease control programs and essential health care services. The 

federal government funded the construction of molecular laboratories in all the states to ensure 

quick diagnosis of epidemic prone diseases 13.  In addition, the Central Bank of Nigeria (CBN), 

Nigeria's apex regulatory bank, announced a 1.15 trillion naira (approximately 3 billion dollars) 

COVID-19 Pandemic Intervention Fund intended for Healthcare Sector Research and 

Development Intervention Scheme (HSRDIS) aimed at strengthening the public healthcare 

system with strategic funding of research and development of improved or new drugs, 

diagnostics and vaccines for infectious diseases in Nigeria, especially COVID-19.15 

 

Nigeria’s Social Protection System during COVID-19 and beyond.  

Before COVID-19, about 40 percent of Nigerians were living below the national poverty line, 

and millions more were vulnerable to falling into poverty. Simulations suggest that the crisis 

pushed more than 10 million Nigerians below the poverty line. Recognizing the extraordinary 

scope of this challenge, the government has launched important new initiatives through the 

National Social Investment Programs, but critical financing gaps and institutional challenges 

continue to undermine the effectiveness of the social protection system.16 Most safety nets are 

limited in scope, and social-protection programs cover only a small fraction of their target 

populations. While technological innovations can improve the effectiveness of social 

protection programs and enhance their ability to reach poor and vulnerable households, the 

government must establish a fiscally sustainable social protection system that integrates the 

disparate programs implemented at the federal, state, and local levels.13  

Other programs and policies include:  

• Economic Stimulus Bill. The bill was proposed on March 24, 2020, to provide 

socioeconomic relief to Nigerian citizens and businesses due to the negative impact of 

COVID-19 on businesses and livelihoods. The bill was aimed at reducing taxes by 50% 

for businesses registered under the Companies and Allied Matters Act to enable them 

to sustain their businesses and prevent staff layoffs.11 
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• National Conditional Cash Transfer. The federal government announced the plan to 

transfer 20,000 Naira to poor and vulnerable households on the National Social Register 

(NSR). The NSR has about 2.6 million households, which the federal government 

promised to increase to 3.6 million during COVID-19 lockdown (Dixit et al., 2020).11 

• Food Assistance. The Federal Ministry of Humanitarian Affairs, Disaster Management 

and Social Development announced the decision to provide food to vulnerable 

households due to the lockdown that hindered socioeconomic activities and 

incapacitated finances of families.11 

• School Feeding Program. The school feeding program has been in existence before the 

onset of COVID-19 in Nigeria. Students in Nigerian public schools were given free 

daily meals provided by federal school-funded school feeding programs. This program 

targeted 24 million school children.11 

 

 

MANAGEMENT OF COVID-19 PANDEMIC 

One of the cardinal steps in the response to an epidemic is case identification. Cases are 

identified through screening of individuals who have symptoms and signs that are related to 

the disease been investigated. 

Symptoms associated with COVID-19  

Presenting signs and symptoms of COVID-19 vary. Most persons experience fever (83–99%), 

cough (59–82%), fatigue (44–70%), anorexia (40–84%), shortness of breath (31–40%), 

myalgias (11–35%). Other non-specific symptoms, such as sore throat, nasal congestion, 

headache, diarrhoea, nausea and vomiting, have also been reported. Loss of smell (anosmia) or 

loss of taste (ageusia) preceding the onset of respiratory symptoms has also been reported. 

Additional neurological manifestations reported include dizziness, agitation, weakness, 

seizures, or findings suggestive of stroke including trouble with speech or vision, sensory loss, 

or problems with balance in standing or walking. Older people and immunosuppressed patients 

in particular may present with atypical symptoms such as fatigue, reduced alertness, reduced 

mobility, diarrhoea, loss of appetite, confusion, and absence of fever.17 

Screening: The primary objective of the COVID-19 global response was to slow and stop 

transmission. This was to be achieved through finding, isolation and testing of every suspected 

case, and provision of timely appropriate care of patients with COVID-19. A simple set of 

questions based on the WHO case definition are used to identify a suspected case.18 This is best 

done by establishing screening protocols at all health access points and during contact tracing 

activities. The case definition of COVID-19 is “any patient with acute respiratory illness (acute 

respiratory illness in an area of moderate or high COVID-19 prevalence with no other 

explanation) within the last 10 days (fever and either cough, difficulty breathing or shortness 

of breath); and in absence of an alternative diagnosis that explains the clinical presentation and 

residing or working in the last 14 days in an area identified by NCDC as a moderate or high 

prevalence region”.   Persons with symptoms that meet the case definition for suspected 

COVID-19 enter into the COVID-19 care pathway and should immediately be given a medical 

mask. 18 
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Laboratory diagnosis  

Diagnostic technical guidance for the diagnosis of COVID-19 pandemic include: 

1. Antigen-detection in the diagnosis of SARS-CoV-2 infection.  

2. Use of SARS-CoV-2 antigen-detection rapid diagnostic tests for COVID-19 self-testing  

It is recommended that, for all suspected COVID-19 cases, at minimum, respiratory specimens 

for nucleic acid amplification testing (NAAT) should be collected.18 It is important to note that, 

in the first week of symptom onset relatively high viral loads are generally observed in the 

upper respiratory tract (URT) specimens. For the collection of URT samples, the collection of 

nasopharyngeal and oropharyngeal specimens. For the lower respiratory tract (LRT), samples 

are more likely to be positive after the first week of illness. 19 

 

COVID-19 Self-testing  

Strong recommendation for COVID-19 self-testing, using SARS-CoV-2 Ag-RDTs, was 

offered in addition to professionally administered testing services (low to moderate certainty 

evidence). COVID-19 self-testing, as with any testing, should always be voluntary and never 

mandatory or coercive.18 

 

Management of mild COVID-19: symptomatic treatment  

Patients with mild symptoms may present to an emergency unit, primary care/outpatient 

department, or be encountered during community outreach activities, such as home visits. It is 

recommend that patients with suspected or confirmed mild COVID-19 be isolated to contain 

virus transmission according to the established COVID-19 care pathway. This can be done at 

a designated COVID-19 health facility, community facility or at home (self-isolation). 17 

Because of co-infections with COVID-19, in areas with other endemic infections that cause 

fever (such as malaria, dengue, etc.), febrile patients are tested and treated for endemic 

infections per routine protocols irrespective of the presence of respiratory signs and symptoms. 

Patients with mild COVID-19 are given symptomatic treatment such as antipyretics for fever 

and pain, adequate nutrition and appropriate rehydration.18 

Management of moderate COVID-19  

Patients with moderate disease usually present to an emergency unit or primary care/outpatient 

department. Some were encountered during community outreach activities, such as home 

visits. 20 Patients with suspected or confirmed moderate COVID-19 were usually isolated to 

contain viral transmission. These patients usually do not require emergency interventions or 

hospitalization; however, isolation was necessary for all suspect or confirmed cases.  

Management of severe COVID-19  

For severe cases, immediate administration of supplemental oxygen therapy is key during 

resuscitation to target SpO2 ≥ 94% and to any patient without emergency signs and 

hypoxaemia (i.e. stable hypoxaemic patient) to target SpO2 > 90% or ≥ 92–95% in pregnant 

women.20 

 

 

Key recommendations:  
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• Adults with emergency signs (obstructed or absent breathing, severe respiratory 

distress, central cyanosis, shock, coma and/or convulsions) are placed on emergency 

airway management and oxygen therapy during resuscitation to target SpO2 ≥ 94%.  

• After stabilizing the patients, target > 90% SpO2 in non-pregnant adults and ≥ 92–95% 

in pregnant women.  

• Appropriate oxygen delivery devices are used to administer oxygen  (e.g. use nasal 

cannula for rates up to 5 L/min; Venturi mask for flow rates 6–10 L/min; and face mask 

with reservoir bag for flow rates 10–15 L/min). In adults, techniques such as 

positioning, e.g. high supported sitting, are used to optimize oxygenation, ease 

breathlessness and reduce energy expenditure.  

• In adult patients with evidence of increased secretion production, secretion retention, 

and/or weak cough, airway clearance management are placed on  secretion clearance 

techniques such as gravity-assisted drainage and active cycle of breathing technique.  

 

PREVENTION AND CONTROL 

Key IPC strategies to limit or prevent transmission of COVID-19  

The response to the COVID-19 outbreak must be optimal using certain strategies and practices. 

At the facility level, IPC programme with a dedicated and trained team or at least an IPC focal 

point should be in place. The five IPC strategies required to prevent or limit transmission of 

COVID-19 in health care facilities include the following: 

• Early recognition and source control of COVID19.  

All patients who present to a health facility during this COVID-19 outbreak were screened for 

the disease using the case definition. Such patients were isolated and arranged for the 

commencement of further care if need be and for transportation to a designated COVID-19 

treatment center. 21 

• Application of standard precautions for all patients at all times 

Response regarding standard precautions is to reduce the risk of transmission of 

microorganisms from both recognized and unrecognized sources of infection. Elements of of 

the response include: 

Hand hygiene  

Hand hygiene is includes either cleansing hands with an alcohol-based hand rub (ABHR) 

containing at least 70% alcohol, or with soap, under running water and drying with disposable 

towels  22 

Respiratory hygiene  

Response emphasized respiratory hygiene measures such as use of medical mask and display 

graphic information on the need to cover nose and mouth. 

Environmental cleaning  
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This involves, consistent and correct environmental cleaning and disinfection. All surfaces in 

health-care facilities especially high-touch surfaces, should be routinely cleaned and 

disinfected.21 

Waste management  

Health-care waste produced during the care of patients with suspected or confirmed COVID-

19 is considered to be infectious and should be collected safely in clearly marked lined 

containers and sharp safe boxes.21 

• Implement administrative controls.  

Most health facilities ensured that they have an IPC programme, with their healthcare workers 

adequately trained on basic IPC procedures and able to implement standard precautions as well 

as droplet and contact precaution. Adequate provision of appropriate commodity supplies for 

prevention of disease transmission e.g. Medical masks, certified N95masks, gloves, hand 

hygiene equipment, respiratory hygiene and waste disposal materials. 

• Use of environmental and engineering controls including ventilation  

Control strategies such as adequate spatial separation of patients, adequate ventilation and 

appropriate cleaning of the environment should be implemented.21 The following engineering 

controls should be put in place: 

 

Provide isolation rooms that are well ventilated (wide open windows that open to the outside, 

away from other wards with doors closed and preferably with an anteroom. Rooms should 

provide air flow of at least 160 L/s per patient with at least 12 air exchanges per hour and 

controlled direction of air flow (air flow should be away from the healthcare worker towards 

the patient to the outside through the open window. Air should not flow from the patient’s room 

into the hallway or other rooms/wards.22 

Provide physical barriers or partitions to guide patients through triage areas. 

Provide closed suctioning systems for airway suctioning for intubated patients.  

 

• COVID-19 Vaccinations 

 

The largest vaccination response program in Nigeria was that of COVID-19.23 On March 2, 

2021, about 4 million doses of the AstraZeneca/Oxford vaccine arrived in the country, through 

the COVID-19 Vaccine Global Access (COVAX) facility, a partnership between Coalition 

between Epidemic Preparedness Innovations (CEPI), Global Alliance for Vaccines and 

Immunizations (GAVI), United Nations Children’s Fund (UNICEF), and WHO.3 This is an 

attempt to ensure equitable distribution of the COVID-19 vaccines globally.4 Frontline health 

workers were prioritized groups to receive the vaccines due to their exposures in the course of 

investigation and treatment. Since the arrival of the first wave of vaccines, the country has 
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received more than 67 million doses of COVID-19 vaccines, out of which 31.1 million people 

have been fully vaccinated. Currently, apart from Oxford vaccine, six (6) more vaccines have 

been approved for use of in Nigeria. These include: Moderna vaccine, Pfizer/BioNTech, 

Gamaleya, Janssen (Johnson & Johnson),3 

 

CHALLENGES OF COVID 19 RESPONSE 

Corruption and lack of government willingness to invest adequately in social protection 

programs has resulted in poor coverage and low impact of social protection programs in 

Nigeria.11 The National Conditional Cash Transfer Program during the lockdown did not 

achieve the set objective due to the lack of transparency in the system from non-digitalization 

of the process.11 Testing and contact tracing were faced with some challenges such as 

inadequate equipment, shortage of funds, and inadequate expertise.14 The COVID-19 vaccination 

programme had so many challenges including;  entry of substandard and falsified vaccines into 

markets, theft of vaccines within the distribution systems, leakages in emergency funding 

designated for the development and distribution of vaccines, nepotism, favouritism, and 

corrupted procurement systems.24 In Nigeria, COVID-19 vaccine uptake was generally low. In 

December 2021, due to this challenge, over one million doses of AstraZeneca vaccines became expired. 

The acceptance rate was poor (20%-58.2%).  Identified reasons for this for the poor uptake include: 

conspiracy theories, side effects and misinformation spread on social media.25 Other reasons for poor 

uptake include: education, religion, and prior COVID-19 diagnoses. 26 

 

CONCLUSION 

It is evident that Nigeria was not as well prepared for the COVID-19 outbreak response due to 

poor health care system and key determinants of health.27  This pandemic presents an 

opportunity for policy makers to look inward and strengthen Nigeria health system that will 

stand emerging pandemic of any magnitude.  
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Abstract  

The World Health Organization declared COVID-19 as a public health menace in early 2020,   due to 

the havoc the disease had caused resulting to the death of million of people across the globe. Due to 

its chaotic spread, and its co -infection with other diseases increased much more mortality rate. In 

particular, COVID-19 and tuberculosis diseases has similar symptoms, although they have different 

incubation periods. This paper was formulated to study the co-infection of COVID-19 and TB to 

investigate their synergic dynamism described by Mathematical model. An extensive study was 

conducted on both the analytical and numerical analysis of the model.  The sub-models of the 

individual diseases were first analyzed and their both sensitivity and simulation analysis were carried 

out. The basic properties of the co-infection model was studied, its basic reproduction number was 

also computed using next generation method. It was proved that the co-infection with it’s individual 

dieases can be eliminated when the basic reproduction number is less than one and greater than one 

at disease free equilibrium and at endemic equilibrium point respectively.We show that tuberculosis 

has postive impact on the transmission of COVID-19. It was observed also that the co-infection exbit 

forward bifurcation. From the sensitivity and simulation analysis it was demonstrated that the contact 

rate has positive influence on the transmision of the individual and the co-infection diseases. 

 

Keywords: Bifurcation, co-infection, COVID-19, sensitivity, stability, Tuberculosis. 

INTRODUCTION 

Several pathogens may be responsible for diseases outbreak in human [2] and animals 

[5].Tuberculosis and COVID-19 can infect human simultaneously. Tuberculosis (TB) had infected 

over 10 million people and responsible for 1.2 million death cases worldwide [1].  Similarly, a 

population of over 100 million people infected with COVID – 19 with over 2 million death cases has 

been reported globally.  During the COVID-19 pandemic in 2019, caused by novel beta coronavirus 

known as, severe acute respiratory syndrome corona-virus 2 (SARS-CoV-2), which took place first 

in Wuhan (Hubei), China. Since December 2019, there was increase in the number of individuals 

infected with the disease that became a threat to global public health and the world economy [21]. 

During the pandemic, the most suitable and safety measure is the lockdown measure that has a 

positive impact in curtailing the spread of COVID-19.  

 

It is well known that Tuberculosis (TB) is caused by Mycobacterium tuberculosis that is transmitted 

from an individual to another via the released of microscopic droplets into the atmosphere through an 

infected person. This occurs when the infected patient coughs or sneezes then the tuberculosis 

bacterium disseminate [16]. Most people infected with these bacteria do not show any signs or 
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symptom this is described as latent tuberculosis stage. In a situation where the sign appears, this is 

known as the active tuberculosis stage. This is a condition where the cough is bloody; there is a 

weight loss, nocturnal sweats and fever are displaced [2]. The possibility of an individual exhibiting 

symptom or not is the function of the person’s immune system. There are people whose immune 

system prevent the replication of the bacteria and consequently hinders the occurrence of the disease 

(latent TB stage) and in some other people their immunity is weak, so the bacteria develops and 

multiplies, causes the person to become infected [16]. TB is preventable and curable, yet it has 

defiled many efforts made for its total eradication because of the presence of latent TB patients and 

active TB infectious individuals.  Treatment is usually administered to those with active tuberculosis 

through the use of antibiotic. Prevention of TB includes vaccination, isolation and chemoprophylaxis 

e.t.c. 

 COVID- 19 diseases has a similar transmission mode and symptoms like that of tuberculosis. For 

COVID- 19, the disease is transmitted also from one person to another when a healthy individual is 

in close contact with an infected person (either dead or alive patients). Instances have shown that 

human corpses are transmissible source of the virus also. The spread of COVID- 19 is possibly 

occurs through human faces shed to the environment. In upholding African traditions and customs of 

burial practices such as washing of dead bodies before dressing, has in deep sense fuelled the 

transmission of the virus in Africa. An individual infected with COVID – 19 diseases can be 

asymptomatic or symptomatic. In asymptomatic, the victim is infected with the virus, but does not 

exhibit any symptoms like fever, cough and shortness of breath but can transmit the virus to others 

making it difficult for isolation. In symptomatic, the infected person shows symptoms like fever, 

cough and shortness of breath and liable to spread the disease to others. Prevention measures for 

these diseases include vaccination, good hygiene, and use of face masks, physical distancing. 

Furthermore, treatment measures consist of prescription of antiviral medication, isolation and 

quarantine measures [4].The two diseases are very contagious and they can spread primarily through 

close contact with the infected person. It has been shown from researches and clinical evidences that 

TB co-exists with COVID-19, promoting twice or more increase in fatality and a 25% decrease in 

the recovery of the individual diseases. The harm is more devastating than the mortality rate of 

COVID-19 and TB globally. This association of these two diseases became one of the popular co - 

dynamic during the COVID- 19 pandemic.  Although, several co - infections existed before COVID-

19 emergency. Yet, COVID-19 co-infection with other diseases had exceeded the previous record of 

co-infection that ever existed [22]. 

Several studies had been conducted on COVID-19 co-infections and other infectious disease in 

various literatures. For instance, the co-dynamics Cholera-COVID-19 model control was formulated 

and analyzed by [10]. Similarly, Dengue-COVID-19 was designed and analyzed by [19], TB- HIV 

model in [3] and TB-COVID-19 in [9].  Marimuthu et al. [12], formulated a TB-COVID-19 co-

infected by estimating people with and without intervention control measures. It was shown from 

their study that with no intervention the co-infection occurred at a relative small time while with 

intervention it takes a longer time. In particular, it was estimated from the model that at the peak of 

the epidemic about 27,968 TB-COVID-19 cases were reported with intervention mechanisms and 

20,880 cases in absence of proper interventions.  

Goudiady et al. [9], proposed a mathematical model on COVID-19 and Tuberculosis by 

incorporating public campaign awareness, COVID - 19 prevention and treatment of tuberculosis and 

COVID - 19 using optimal control. The basic properties of the model were discussed and the 

stability analyses were shown. Five strategies were employed as control measures during the 
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investigation. It was found that the strategy which focuses on the prevention of COVID - 19, its 

treatment and co - infection prevention offers a better preventive measure with a lower cost. 

Bandekar and Ghosh [6], designed a co - infection model on TB and COVID - 19 considering 

waning immunity and face mask in the dynamics. Detailed stability analysis and bifurcation were 

carried out on the sub-models and discussions were also made on the impact of the most sensitive 

parameters like infection rate, waning immunity and face mask efficacy. The optimal control 

incorporate relative time control, improved TB treatment, and enhance COVID - 19 test and isolation 

facilities to combat the disease transmission were discussed. The result of their simulation shows that 

different control measures used are potentially instrumental in lowering the spread of the disease. 

They suggested that during pandemic, attention should be given to treatment of individual diseases in 

order to curtail co - infection of COVID - 19 with other diseases.  

Inayaturnmat et al. [11], designed a seven (7) compartmental flow chart of tuberculosis and COVID– 

19 co – infection model with isolation and treatment. Two equilibria points were obtained at the 

disease – free equilibrium and endemic equilibrium points. In first instances, they show that at this 

equilibrium both tuberculosis and COVID– 19 infection are absent while the second connotes a 

situation where not only tuberculosis and COVID – 19 infections are found but the co – infections 

also existed. Analytical and numerical analyses of the co – infection were carried out. They used 

Latin hypercube sampling (LHS) to study the effect of the parameters of the model and they assumed 

that the parameters follow uniform distributions where 1000 samples were sorted by ranking. Partial 

rank correlation coefficient (PRCC) was used to obtain the correlation between the parameter with 

the compartments. Three compartments were selected for analysis namely: those infected with 

tuberculosis, COVID – 19 and the co – infection.  They observed that the recovery rate and the 

infection rate of each COVID-19 and tuberculosis are the most sensitive. Optimal control was also 

carried out on the co – infection model as a control measure on tuberculosis and corona-virus. 

Simulation conducted revealled that isolation reduces the numbers of individuals infected with 

corona-virus and treatment has a long time impact on the population.  

Rwezaura et al. [20], discussed a nine (9) compartmental populations with vaccination on corona-

virus infected population and treatment for TB infected patients. The two equilibria points of the two 

diseases were analyzed in which it was shown that the local asymptotic stability at the disease – free 

and endemic equilibria exist when the reproduction numbers are below unity. They further, show that 

the TB sub – model undergoes forward bifurcation. Their model was tested using fmincon 

optimization toolbox in MATLAB in other to fit the daily confirmed cumulative cases of corona-

virus of Indonesia from February 11, 2021 to August 26, 2021 and many parameters were estimated 

from. Through the application of Pontryagin’s Principle, they established the possibility for co – 

infection of the model by stating conditions necessary for the existence of optimal control and the 

optimality. Several control measures were employed like: face-mask, vaccination on corona-virus 

population, treatment on both TB and corona-virus were incorporated in the model. The numerical 

simulation results show that the control measure against incident corona-virus prevented the 

occurrence of new cases of over 27, 878, 840 while preventive measure on TB and treatment averted 

5,379,795 individuals from contacting corona-virus as new cases.  

Ram et al. [18], assessed the impact of COVID - 19 on tuberculosis diseases using a proposed 

mathematical model. The stability analysis theory was used to analyzed the model qualitatively and 
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quantitatively. They show that at endemic equilibrium point the model is stable and unstable when 

𝑅0 < 1 and 𝑅0 > 1  respectively. Also, they used Lyapunov function to described global stability at 

endemic point of the system. The bifurcation analysis was carried out and discussion was made on 

the behavior of the model's stability. The result from the simulation analysis evidently shows that 

both COVID - 19 and tuberculosis diseases mollified by controlling the transmission rate.  

From the forgoing literatures, it is evidently clear that none of the authors commented on the impact 

of latent - symptomatic co-infection. In this research, we modified [13] by introducing an additional 

co-infection: latent TB - symptomatic COVID - 19 populations. This study is significant in that it 

captures the population of those latent-symptomatic COVID-19 which is a condition that is most 

severe than latent-asymptomatic condition.  More importantly, [2] has shown that individuals with 

weak immune system in latent TB stage are liable to be infected with other diseases than those with 

strong immune system in latent TB stage, in that TB bacteria to progress to active stage within a 

short period. In this work we conducted to basically focus on the stability and bifurcation analysis. 

Furthermore the impact of TB on COVID - 19 is also shown with numerical simulation using some 

data from Nigeria during the outbreak and recent TB data 

 

2. Materials and method 

We consider a mixed population where an individual in the populations has equal chances of 

interacting with each other. The transmission of the modified model is described by adopting a 

deterministic compartmental modeling technique, at any time t. An extension of [13] consist of nine 

human  populations was considered: susceptible individuals (S), those who are infected with COVID 

- 19 that does not show symptoms but are infectious with COVID - 19, known as asymptomatic 𝐼𝐴, 

COVID - 19 symptomatic 𝐼𝑆 that shows both symptoms and are infectious, TB infected individuals 

who does not show signs of symptoms and does not transmit TB is known as latent TB (𝐿𝑇), active 

TB (𝐼𝑇), latent - asymptomatic co - infection (𝐿𝑇𝐴), latent - symptomatic co - infection (𝐿𝑇𝑆), active 

TB - symptomatic COVID-19 co - infection (𝐼𝑇𝑆) and recovered individuals (R). Bearing these in 

mind, the entire population in time t is denoted by  

𝑁(𝑡) = 𝑆(𝑡) + 𝐿𝑇(𝑡) + 𝐼𝑇(𝑡) + 𝐼𝐴(𝑡) + 𝐼𝑆(𝑡) + 𝐿𝑇𝐴(𝑡) + 𝐿𝑇𝑆(𝑡) + 𝐼𝑇𝑆(𝑡) +  𝑅(𝑡) (1)  

The contact between the susceptible individuals and active TB patients enhances the susceptible 

individuals to be infected with TB by a force of infection 𝜆𝑇 described in equation (2). The effective 

contact rate for TB transmission is denoted by 𝛽𝑇. The latent TB becomes infectious when they are 

not treated and become infected with symptomatic COVID-19 resulting to latent TB - symptomatic 

population 𝐿𝑇𝑆(𝑡) [8] at the force of infection of  𝑏2𝜆𝐶  where 𝛽𝐶 is the effective contact rate for 

COVID-19. Due to effective contact with those infected with COVID -19, the susceptible individuals 

acquire COVID-19 infection with a force of infection 𝜆𝐶 represented in equation (3) with effective 

contact rate is 𝛽𝐶. Also, the rate at which those in latent TB population  𝐿𝑇(𝑡) moves to active TB is 

at the rate of 𝜏 and recovers at the rate of 𝛾. The latent TB population becomes co-infected with 

asymptomatic COVID-19 and symptomatic COVID-19 with a force of infection 𝑏1𝜆𝐶   and 𝑏2𝜆𝐶 

respectively. The active TB individual recovers at the rate of 𝜔 while the rest transfers to active TB - 

symptomatic COVID-19 co-infection population 𝐼𝑇𝑆(𝑡)  at the rate of 𝜈 and 𝛿𝑇 as the rate due to die 

by active TB. 
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The susceptible acquire asymptomatic COVID - 19 through contact with asymptomatic infected 

individuals at the force of infection  𝜆𝐶.  𝐼𝐴(𝑡)  progress to symptomatic COVID - 19 and the latent 

TB - asymptomatic corona-virus co-infection 𝐿𝑇𝑆(𝑡) at the rate of  𝜖  and force of infection 𝑎1𝜆𝑇 

respectively or recovers at the rate of  𝜑. The symptomatic corona - virus becomes infected with 

latent TB and active TB with the force of infection at 𝑎2𝜆𝑇 and the rate of 𝜂 respectively. These co-

infection diseases; latent TB - symptomatic COVID – 19 and active TB - symptomatic COVID–19 

denoted by 𝐿𝑇𝑆(𝑡)   and  𝐼𝑇𝑆(𝑡) where it is assumed here that 𝐼𝑇𝑆(𝑡) is more infectious and severe 

than 𝐿𝑇𝑆(𝑡). Death induced by symptomatic corona-virus occurs at the rate of 𝛿𝐶. The latent TB - 

asymptomatic corona-virus progresses to latent TB - symptomatic corona-virus at the rate of 𝜃 and 

migrate to 𝐼𝑆(𝑡) and 𝐼𝑇(𝑡) at the rate of 𝑐𝜙  and  𝑑𝜙 respectively. The co-infection experienced 

induced death rate at 𝛿1  or recovers at the rate [1 − (𝑐 + 𝑑)]𝜙. The compartment 𝐿𝑇𝑆(𝑡) moves to 

𝐼𝑇𝑆(𝑡) at the rate of 𝜎 and death induced rate 𝛿2 or recovers at the rate of  𝜅. The population 𝐼𝑇𝑆(𝑡)  

migrate away from the class at the rate of 𝑒𝜓, 𝑓𝜓 and death induced rate 𝛿3 or recovers at the rate 

[1 − (𝑒 + 𝑓)]𝜓.  

The new model schematic diagram is demonstrated in Figure 1, we assumed that interaction between 

individuals is considered to be homogeneous and all populations die naturally at the rate of 𝜇. The 

conditions of individuals with latent TB are aggravated to active TB and susceptible individuals 

becomes infected with TB through contact with active TB individuals by a force of infection 𝜆𝑇, 

given as: 

𝜆𝑇(𝑡) =
𝛽𝑇

𝑁(𝑡)
(𝐿𝑇(𝑡)  +  𝐼𝑇(𝑡) + 𝐼𝑇𝑆(𝑡))     (2) 

where 𝛽𝑇 is the effectual contact rate for TB bacteria. Similarly, susceptible populations becomes 

infected with COVID-19 through contact with asymptomatic or symptomatic individuals by a force 

of infection 𝜆𝐶, given by 

 

𝜆𝐶(𝑡) =
𝛽𝐶

𝑁(𝑡)
(𝐼𝐴(𝑡)  +  𝐼𝑆(𝑡) + 𝐿𝑇𝐴(𝑡) + 𝐿𝑇𝑆(𝑡) + 𝐼𝑇𝑆(𝑡))   (3) 

where 𝛽𝐶 is the effectual contact rate for COVID-19 transmission. The co – infected individuals with 

tuberculosis in the asymptomatic and symptomatic COVID–19 infections (𝐿𝑇𝐴(𝑡), 𝐿𝑇𝑆(𝑡) and 𝐼𝑇𝑆(𝑡)  
classes) are assumed to transmitted COVID–19 at the same rate 𝜆𝐶 as those with only COVID–19  

infection (𝐼𝐴(𝑡) and 𝐼𝑆(𝑡)). The co - infection class 𝐼𝑇𝑆(𝑡)  can transmit tuberculosis at the same rate 

𝜆𝑇 as individuals with active TB alone   (𝐼𝑇(𝑡) class). From the description and the assumptions of 

the model it follows that the governing mathematical non-linear differential equations is given by: 

 
𝑑𝑆

𝑑𝑡
= Λ − (𝜆𝑇 + 𝜆𝑐)𝑆 − 𝜇𝑆          

𝑑𝐿𝑇

𝑑𝑡
= 𝜆𝑇𝑆 − (𝑏1 + 𝑏2)𝜆𝑐𝐿𝑇 − 𝐴𝐿𝑇        

𝑑𝐼𝑇

𝑑𝑡
= 𝜏𝐿𝑇 +  𝑓𝜓𝐼𝑇𝑆 +  𝑑𝜙𝐿𝑇𝐴 − 𝐵𝐼𝑇        

𝑑𝐼𝐴

𝑑𝑡
= 𝜆𝐶𝑆 − 𝑎1𝜆𝑇𝐼𝐴 − 𝐶𝐼𝐴          

𝑑𝐼𝑆

𝑑𝑡
= 𝜖𝐼𝐴 + 𝑐𝜙𝐿𝑇𝐴 + 𝑐13𝐼𝐴 + 𝑒𝜓𝐼𝑇𝑆 − 𝑎2𝜆𝑇𝐼𝑆 −𝐷𝐼𝑆     (4) 



Proceedings of International Conference on Mathematical Modelling Optimization and Analysis of 

Disease Dynamics (ICMMOADD) 2024 

 
 

7 
 

𝑑𝐿𝑇𝐴

𝑑𝑡
= 𝑎1𝜆𝑇𝐼𝐴 + 𝑏1𝜆𝑐𝐿𝑇 − 𝐸𝐿𝑇𝐴         

𝑑𝐿𝑇𝑆

𝑑𝑡
= 𝑎2𝜆𝑇𝐼𝑆 + 𝑏2𝜆𝑐𝐿𝑇 + 𝜃𝐿𝑇𝐴 − 𝐹𝐿𝑇𝑆        

𝑑𝐼𝑇𝑆

𝑑𝑡
= 𝜎𝐿𝑇𝑆 + 𝜂𝐿𝑆 + 𝜐𝐼𝑇 − 𝐺𝐼𝑇𝑆         

𝑑𝑅

𝑑𝑡
= 𝜑𝐼𝐴 + 𝛾𝐿𝑇 + 𝜔𝐼𝑇 +  𝜉𝐼𝑆 +  𝜅𝐿𝑇𝑆 + [1 − (𝑐 + 𝑑)]𝜙𝐿𝑇𝐴 + [1 − (𝑒 + 𝑓)]𝜓𝐼𝑇𝑆 − 𝜇𝑅  

where, 𝜆𝑇 , 𝜆𝐶 as described in (2) and (3) and 𝐴 = 𝜇 + 𝛾 + 𝜏, 𝐵 = 𝜇 + 𝛿𝑇 + 𝜈, 𝐶 = 𝜇 + 𝜖 + 𝜑,𝐷 =

𝜇 + 𝛿𝐶 + 𝜂 + 𝜉, 𝐸 = 𝜇 + 𝛿1 + 𝜃 + 𝜙, 𝐹 = 𝜇 + 𝛿2 + 𝜎 + 𝜅,  and  𝐺 = 𝜇 + 𝛿3 + 𝜓 . Also the initial 

conditions 𝑆(0) ≥ 0, 𝐿𝑇(0) ≥ 0, 𝐼𝑇(0) ≥ 0, 𝐼𝐴(0) ≥ 0, 𝐼𝑆(0) ≥ 0, 𝐿𝑇𝐴(0) ≥ 0, 𝐿𝑇𝑆(0) ≥ 0, 𝐼𝑇𝑆(0) ≥

0 and 𝑅(0) ≥ 0. 

 

 
Figure 1: The schematic diagram describing the TB-COVID-19 model 

 

 

Table 1:Description of parameters and values of TB-COVID-19 model 

Parameters  Description                 Values      Sources  

Λ Recruitment rate of susceptible population  500      [1] 

𝜇 Natural death rate of individuals   0.17937      [1] 

𝛽𝐶 COVID-19 rate of transmission   0.38974      [4] 

𝛿𝐶 Death rate due to COVID-19    0.043       [10] 

𝛿𝑇 Death rate due active TB    0. 570776  Estimated 

𝛽𝑇 TB rate of transmission    0.39818     [1] 

𝛿1 Death rate due 𝐿𝑇𝐴     0.023      [13] 
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𝛿2 Death rate due to 𝐿𝑇𝑆     0.035   Estimated 

𝛿3  Death rate due to 𝐼𝑇𝑆     0.251      [13] 

𝜖  Transfer rates from 𝐼𝐴 to 𝐼𝑆     0.46       [17] 

𝜑  Recovery rate of 𝐼𝐴      0.13978      [13] 

𝜉 Recovered rate of 𝐼𝑆        0.2016       [17] 

𝜙  Rate at which 𝐿𝑇𝐴 leaves to 𝐼𝑇   0.01    Estimated 

]𝜂  Infectious rate of TB from COVID-19   0.001        [18] 

𝜓  Rate at which 𝐼𝑇𝑆 leaves the class   0.5        [18] 

𝜃 Rate at which 𝐿𝑇𝐴 migrate to 𝐿𝑇𝑆 class  0.02                   [18] 

𝜈  Infectious rate of COVID-19 from TB  0.001        [19] 

𝜅  Recovered rate of 𝐿𝑇𝑆       0.35     Estimated 

𝛾  Recovered rate of 𝐿𝑇       0.256         [23] 

𝜏  Fraction of 𝐿𝑇 that progress to 𝐼𝑇   0.11538         [1] 

𝑎1 The rate at which 𝐼𝐴 becomes infected with 𝐿𝑇 0.379    Estimated   

𝑎2 The rate at which 𝐼𝑆 becomes infected with 𝐿𝑇 0.13    Estimated   

𝑏1 Transfer rate of 𝐿𝑇  to 𝐿𝑇𝐴     0.49    Estimated   

𝑏2   Transfer rate of 𝐿𝑇  to 𝐿𝑇𝑆    0.35    Estimated 

𝜔 The rate at which 𝐼𝑇 recovers    0.09        [12] 

𝜎  The rate at which 𝐿𝑇𝑆 progress to 𝐼𝑇𝑆   0.002        [12] 

c Recovery rate of 𝐿𝑇𝐴 from latent TB   0.14        [18] 

d Recovery rate of 𝐿𝑇𝐴 from asympt.  COVID-19        0.032        [12] 

e Recovery rate of  𝐼𝑇𝑆 from active TB   0.021        [13] 

f Recovery rate of  𝐼𝑇𝑆 from sympt. COVID-19 0.032        [13] 

 

 

The basic properties of Tuberculosis-COVID-19 co-infection model 

2.1 Positivity and boundedness of the co-infection model 

Lemma 1. If 𝑆(𝑡), 𝐿𝑇(0), 𝐼𝑇(0), 𝐼𝐴(0), 𝐼𝑆(0), 𝐿𝑇𝐴(0), 𝐿𝑇𝑆(0), 𝐼𝑇𝑆(0) and 𝑅(𝑡) are not negative with 

the stated initial conditions above then the solutions (𝑆(𝑡), 
𝐿𝑇(0), 𝐼𝑇(0), 𝐼𝐴(0), 𝐼𝑆(0), 𝐿𝑇𝐴(0), 𝐿𝑇𝑆(0), 𝐼𝑇𝑆(0), 𝑅(𝑡)) of the co-infection are all positive for all 𝑡 >
0. 
Proof.  We illustrate this with the first ode in equations (4) as follows; 

 
𝑑𝑆

𝑑𝑡
= Λ − (𝜆𝑇 + 𝜆𝑐)𝑆 − 𝜇𝑆, 

 The above equation can be further written as; 
𝑑𝑆

𝑑𝑡
≥ −𝜇𝑆 

Solving this equation using separating the variable method of integration and applying the initial 

condition with respect to 𝑡,  we have 

   𝑆(𝑡) ≥  𝑆0𝑒
−𝜇𝑡 > 0  (5) 

Using the same approach for equation (4), the remaining solutions of the odes are; 

𝐿𝑇(𝑡) ≥  𝐿0𝑇𝑒
−𝐴𝑡 > 0 

𝐼𝑇(𝑡) ≥  𝐼0𝑇𝑒
−𝐵𝑡 > 0 
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𝐼𝐴(𝑡) ≥  𝐼0𝐴𝑒
−𝐶𝑡 > 0 

𝐼𝑆(𝑡) ≥  𝐼0𝑆𝑒
−𝐷𝑡 > 0 

  𝐿𝑇𝐴(𝑡) ≥  𝐿0𝑇𝐴𝑒
−𝐸𝑡 > 0  (6) 

𝐿𝑇𝑆(𝑡) ≥  𝐿0𝑇𝑆𝑒
−𝐹𝑡 > 0 

𝐼𝑇𝑆(𝑡) ≥  𝐼0𝑇𝑆𝑒
−𝐺𝑡 > 0 

𝑅(𝑡) ≥  𝑅0𝑒
−𝜇𝑡 > 0 

 Therefore, it is very clear that the solution set Φ = {(𝑆, 𝐿𝑇 , 𝐼𝑇 , 𝐼𝐴, 𝐼𝑆, 𝐿𝑇𝐴, 𝐿𝑇𝑆, 𝐼𝑇𝑆, 𝑅 ) of the model 

(4) is positive for all t > 0. 
 

Invariant region  

The system (4) is considered epidemiologically and mathematically well-posed, when all parameters 

and variables of the model are not negative for all time t. The co-infection model will be analyzed in 

a suitable feasible region as follows: 

 

Lemma 2: The region Φ = {(𝑆, 𝐿𝑇 , 𝐼𝑇 , 𝐼𝐴, 𝐼𝑆, 𝐿𝑇𝐴, 𝐿𝑇𝑆, 𝐼𝑇𝑆, 𝑅 )𝜖ℝ+
9 : 𝑁(𝑡) ≤

Λ

𝜇
} is a positive invariant 

for the system (4) with non-negative initial condition in ℝ+
9 . 

Proof: Consider, (𝑆, 𝐿𝑇 , 𝐼𝑇 , 𝐼𝐴, 𝐼𝑆, 𝐿𝑇𝐴, 𝐿𝑇𝑆, 𝐼𝑇𝑆, 𝑅 )𝜖ℝ+
9 as any solution for our model (4). Then the 

sum of the differential equation of system (4) is given by  

𝑑𝑁

𝑑𝑡
= Λ − μN − (δTIT + δCIS + δ1LTA + δ2LTS + δ3ITS)  ≤ Λ − μN  (7) 

 From the initial condition of the variables, it follows that N(t) ≥ 0  and since it was established that 

the region Φ  is positive invariant and attracting, N(t) ≥ 0   is obviously bounded for every 𝑡 > 0. 
Furthermore, adopting Birkhoff and Rota’s comparison theorem as found in [20],  the solution of 

equation (7) is, 

𝑁(𝑡) ≤ 𝑁(0)𝑒−𝜇𝑡 + 
Λ

𝜇
(1 − 𝑒−𝜇𝑡)      (8) 

Indeed,  𝑁(𝑡) ≤
Λ

𝜇
 it then follows that 𝑁(0) ≤

Λ

𝜇
 . Hence we can conclude that the region Φ is 

positively invariant. It follows that the region Φ, has a solutions in the model system (4) with initial 

conditions in Φ will remain in the region for all time  t > 0. 

 

3. Model Analysis  

To properly understand the behavior of the model, we shall investigate the sub-models by analyzing 

their equilibrium points before proceeding further to discuss the analysis of the co-infection 
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3.1. COVID-19 sub-model 

In absence of those infected with TB from equations (4), the COVID-19 model equation reduces to: 

{
 
 

 
 
𝑑𝑆

𝑑𝑡
= Λ − 𝜆𝑐𝑆 − 𝜇𝑆               

𝑑𝐼𝐴

𝑑𝑡
= 𝜆𝑐𝑆 − (𝜇 + 𝜖 +  𝜑)𝐼𝐴

𝑑𝐼𝑆

𝑑𝑡
= 𝜖𝐼𝐴 − (𝜇 + 𝛿𝐶 + 𝜉)𝐼𝑆

𝑑𝑅

𝑑𝑡
= 𝜑𝐼𝐴 + 𝜉𝐼𝑆 − 𝜇𝑅          

        (9) 

 

with  𝑁(𝑡) = 𝑆(𝑡) + 𝐼𝐴(𝑡) + 𝐼𝑆(𝑡) + 𝑅(𝑡). The feasible region of COVID-19 sub-model is given as 

ΦC = {(𝑆, 𝐼𝐴, 𝐼𝑆, 𝑅 )𝜖ℝ+
4 : 𝑁(𝑡) ≤

Λ

𝜇
} 

 

 

3.1.1  The Local stability of COVID-19 sub-model 

The disease-free equilibrium (DFE) represents the model steady state solutions in the absence of the 

disease. By setting the odes to zeros, the disease-free equilibrium denoted by 𝐸0 is given as  

𝐸0 = (
Λ

𝜇
, 0,0,0). 

The basic reproduction number denoted by 𝑅0
𝐶  is the threshold parameter of the expected number of 

secondary COVID-19 infections produced in a completely susceptible community by a typical 

infected person. This threshold parameter plays a crucial role in the mathematics of epidemiology 

[22]. If  𝑅0
𝐶 < 1, this illustrate a condition when an average of COVID-19 infected individuals 

produces less than one new infection during the infectious period and the disease goes to extinction. 

If 𝑅0
𝐶 > 1, then each infectious COVID-19 patient produces an average of more than one new 

infection and the disease spreads and persist in the population [22]. Considering  ℱ𝑖 and 𝒱𝑖  as the 

matrices of new infection in the infected compartments and the remaining transfer terms represented 

by:  

 

ℱ𝑖 = (
𝛽𝐶

𝑁
(𝐼𝐴 + 𝐼𝑆) 

0
) and  𝒱𝑖 = (

(𝜇 + 𝜖 + 𝜑)𝐼𝐴 
(𝜇 + 𝛿𝐶 + 𝜂 + 𝜉)𝐼𝑆 − 𝜖𝐼𝐴

) 

Then evaluating the matrices denoted by F and V using Jacobian matrix of ℱ𝑖  and 𝒱𝑖 at DFE and 

further determined the eigenvalues of the matrices. It is found that the largest spectrum radius for the 

COVID-19 sub-model is given as  

𝑅0
𝐶 =

𝛽𝐶(𝜇+𝛿𝐶+𝜂+𝜉+𝜖)

(𝜇+𝜖+𝜑)(𝜇+𝛿𝐶+𝜂+𝜉)
    (10) 

By interpretation, 𝑅0
𝐶 represent the average number of secondary asymptomatic and symptomatic 

COVID-19 cases produced by asymptomatic or symptomatic person at his or her effective infectious 

period at the time the person entered an entirely COVID-19 susceptible population which is 

governed by eight parameters. 

 

Theorem 3.1. The disease free equilibrium 𝐸0 of the model 9, is given by equation 10, is locally 

asymptotically stable (LAS) if  𝑅0
𝐶 ≤ 1  and unstable if 𝑅0

𝐶 > 1 

 

Proof: From the above theorem we shall use Jacobian matrix to establish this fact. Consider a point    

𝐷 = (𝑆, 𝐼𝐴, 𝐼𝑆, 𝑅)  and a Jacobian matrix denoted by 𝐽𝐸0(𝐷) of equation 9, we have  
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𝐽𝐸0(𝐷) = (

−𝜇 −𝛽𝐶 −𝛽𝐶 0

0 𝛽𝐶 − 𝐴 𝛽𝐶 0

0
0

𝜖
𝜑

−𝐵
0

0
−𝜇

)   (11) 

 

where 𝐴 = 𝜇 + 𝜖 + 𝜑 and 𝐵 = 𝜇 + 𝛿𝐶 + 𝜉 + 𝜂. Since the first and the last elements of the diagonal 

matrix in 11 are both negative it implies, 𝜆1,2 = −𝜇, hence we can deduced the other two eigenvalues 

by matrix reduction shown in the matrix below;  

 

𝐽𝐸01(𝐷) = (
𝛽𝐶 − 𝐴 𝛽𝐶
𝜖 −𝐵

)     (12) 

It follows that the, 

Trace of 𝐽𝐸01(𝐷) = 𝑡𝑟(𝐷) that 𝛽𝐶 < (2𝜇 + 𝜖 + 𝜑 + 𝜉) and the 𝑑𝑒𝑡(𝐽𝐸01(𝐷)) = 1 − 𝑅0
𝐶   

 By implication, if 𝑅0
𝐶 < 1 then 𝑑𝑒𝑡(𝐽𝐸01(𝐷)) > 0 if  𝑅0

𝐶 < 1  and 𝑑𝑒𝑡(𝐽𝐸01(𝐷)) < 0 if  𝑅0
𝐶 > 1  is 

unstable. 

 

3.1.2.  Endemic Equilibrium Point (EEP) 

The infection of corona-virus is considered to persist in a given population is usually described by 

the endemic equilibrium point. Consider 𝐸1 = (𝑆, 𝐼𝐴, 𝐼𝑆, 𝑅) > 0  as the EEP of the system (9). Thus, 

we rewrite equation 9 in endemic form as: 

 

{
  
 

  
 𝑆

∗ =
Λ

𝜇+ 𝜆𝐶
∗               

𝐼𝐴
∗ =

𝜆𝐶
∗ 𝑆∗

𝐴
                 

𝐼𝑆
∗ =

𝜆𝐶
∗ 𝑆∗𝜖

𝐴𝐵
               

𝑅∗ =
𝜆𝐶
∗ 𝑆∗𝜑

𝐴𝜇
         

          (13) 

 

Therefore, simplifying these endemic states in equation 13 in terms of 𝜆𝐶
∗  we have, 

𝜆𝐶
∗ =

𝑅0
𝐶−1

(𝜇+𝜉)(𝜇+𝜑+𝜖)+(𝜇+𝜑)(𝛿𝐶+𝜂)
   (14) 

The result obtained from equation (14) shows that force of infection is positive at the endemic 

equilibrium point if and only if 𝑅0
𝐶 > 1. The above analogy proves the endemic equilibrium point of 

the corona-virus sub-model. 

 

 

3.2. Tuberculosis sub-model 

Similarly, in absence of those infected with COVID-19 from equations (4), the model reduces to a 

TB sub-model given by: 
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{
 
 

 
 
𝑑𝑆

𝑑𝑡
= Λ − 𝜆𝑇𝑆 − 𝜇𝑆               

𝑑𝐿𝑇

𝑑𝑡
= 𝜆𝑇𝑆 − 𝐶𝐿𝑇                     

𝑑𝐼𝑇

𝑑𝑡
= 𝜏𝐿𝑇 − 𝐷𝐼𝑇                     

𝑑𝑅

𝑑𝑡
= 𝛾𝐿𝑇 + 𝜔𝐼𝑇 − 𝜇𝑅          

          (15) 

where  𝜆𝑇 =
𝛽𝑇𝐼𝑇

𝑁
, 𝑁 = 𝑆 + 𝐿𝑇 + 𝐼𝑇 + 𝑅, 𝐶 = 𝜇 + 𝛾 +  𝜏 and 𝐷 = 𝜇 + 𝛿𝑇 + 𝜈 + 𝜔 . 

 

3.2.1. The Local stability of Tuberculosis sub-model 

At the state where there is no infection it gives the disease=free equilibrium point of TB sub-model 

given as 𝐸0 = (𝑆0, 0,0,0) where 𝑆0 =
Λ

𝜇
. The local stability of a system depends on the basic 

reproduction number that is usually to predict the eradication or persistence of a given disease in a 

population. Adopting, the next generation approach, using 𝔽 and 𝕍 to represent matrices for 

infection and transmission is expressed as; 

 

𝔽 = (
𝛽𝑇𝐼𝑇𝑆

𝑁
 

0
) and  𝕍 = (

𝐶𝐿𝑇  
𝐷𝐼𝑇 − 𝜏𝐿𝑇

) 

Following the same argument shown about corona-virus sub-model in section 3.1, then the basic 

reproduction number for TB sub-model is given by:  

 

𝑅0
𝑇 =

𝛽𝑇𝜏

(𝜇+𝛾+𝜏)(𝜇+𝛿𝑇+𝜈+𝜔)
     (16) 

Equation (16) described the TB disease transmission potential of tuberculosis is governs by seven 

parameters. The equation portrays the new infection that occurs at the presence of a single infectious 

person in a completely susceptible population. The elimination of any epidemic in a given population 

is only possible when 𝑅0
𝑇 < 1 and increases exponentially if 𝑅0

𝑇 > 1 [22]. 

 

Theorem 3.2. The disease-free equilibrium of the Tuberculosis sub-model is locally asymptotically 

stable (LAS) if the threshold quantity is less than unity. 

 

In biological terms, for 𝑅0
𝑇 < 1 implies that the tuberculosis disease can easily be eradicated from the 

community. This is possible if the initial size of the sub-population of the model is found on the basin 

of the attraction of the DFE. We use linearization approach to examine the local stability of 

tuberculosis by considering the Jacobian matrix 𝐽𝐸0 = (𝑆, 𝐿𝑇 , 𝐼𝑇 , 𝑅) and then determining this 

Jacobian matrix 𝐸0
𝑇 is given by; 

 

𝐽𝐸01 = (

−𝜇 0 𝛽𝑇 0

0 −𝐶 𝛽𝑇 0

0
0

𝜏
𝛾

−𝐷
𝜔

0
−𝜇

)   (17) 

 

Since the first and the last elements of the diagonal matrix in 17 are both negative that is, 𝜆1,2 = −𝜇, 

hence we can deduced the other two eigenvalues by matrix reduction shown in the matrix below;  
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𝐽𝐸02 = (
−𝐶 𝛽𝑇
𝜏 −𝐷

)     (18) 

It is obtained that the trace of  𝐽𝐸02 = −(2𝜇 + 𝛾 + 𝜏 + 𝜔) < 0 and the det (𝐽𝐸02) = 1 − 𝑅0
𝑇, 

therefore, det (𝐽𝐸02) > 0 if 𝑅0
𝑇 < 1. This shows that the DFE point is asymptotically stable if, 𝑅0

𝑇 <

1, which complete the proof. 

 

3.2.2. Endemic Equilibrium Point of Tuberculosis sub-model 

In order to obtain the endemic equilibrium point of the TB sub-model, we solve the odes in equation 

(15) by replacing 𝑆, 𝐿𝑇 , 𝐼𝑇 , 𝑅 and λT  by 𝑆∗, 𝐿𝑇
∗ , 𝐼𝑇

∗ , 𝑅∗ and λ𝑇
∗ , these equations becomes, 

 

{
  
 

  
 𝑆

∗ =
Λ

𝜇+ 𝜆𝑇
∗                            

𝐿𝑇
∗ =

𝜆𝑇
∗ 𝑆∗

𝐶
                              

𝐼𝑇
∗ =

𝜆𝑇
∗ 𝑆∗𝜏

𝐶𝐷
                           

𝑅∗ =
𝜆𝑇
∗ 𝑆∗(𝐷𝛾+𝜔𝜏)

𝐶𝐷𝜇
                 

        (19) 

Therefore, simplifying equation (19) in terms of 𝜆𝑇
∗  , we have 

𝜆𝑇
∗ =

𝜇(1−𝑅0
−𝑇)

𝐷(𝜇+𝛾)+𝜏(𝜇+𝜔)
   (20) 

Following equation (20), it shows that the endemic exist if and only if 𝑅0
𝑇 > 1 and 𝐷(𝜇 + 𝛾) +

𝜏(𝜇 + 𝜔) > 0.  
 

 

3.3 The Tuberculosis and COVID-19 Co-infection Model  

In this section we proceed to solve the equilibrium points of the full model (4) by setting the right 

hand side of the model equations to zero: 

 

Λ − (𝜆𝑇 + 𝜆𝑐)𝑆 − 𝜇𝑆 = 0          

𝜆𝑇𝑆 − (𝑏1 + 𝑏2)𝜆𝑐𝐿𝑇 − 𝑐11𝐿𝑇 = 0        

𝜏𝐿𝑇 +  𝑓𝜓𝐼𝑇𝑆 +  𝑑𝜙𝐿𝑇𝐴 − 𝑐12𝐼𝑇 = 0        

𝜆𝐶𝑆 − 𝑎1𝜆𝑇𝐼𝐴 − 𝑐13𝐼𝐴 = 0          

𝜖𝐼𝐴 + 𝑐𝜙𝐿𝑇𝐴 + 𝑐13𝐼𝐴 + 𝑒𝜓𝐼𝑇𝑆 − 𝑎2𝜆𝑇𝐼𝑆 − 𝑐14𝐼𝑆 = 0     (21) 

𝑎1𝜆𝑇𝐼𝐴 + 𝑏1𝜆𝑐𝐿𝑇 − 𝑐15𝐿𝑇𝐴 = 0         

𝑎2𝜆𝑇𝐼𝑆 + 𝑏2𝜆𝑐𝐿𝑇 + 𝜃𝐿𝑇𝐴 − 𝑐16𝐿𝑇𝑆 = 0        

𝜎𝐿𝑇𝑆 + 𝜂𝐿𝑆 + 𝜐𝐼𝑇 − 𝑐17𝐼𝑇𝑆 = 0         

𝜑𝐼𝐴 + 𝛾𝐿𝑇 + 𝜔𝐼𝑇 +  𝜉𝐼𝑆 +  𝜅𝐿𝑇𝑆 + [1 − (𝑐 + 𝑑)]𝜙𝐿𝑇𝐴 + [1 − (𝑒 + 𝑓)]𝜓𝐼𝑇𝑆 − 𝜇𝑅 = 0  

where 𝜆𝑇 and 𝜆𝑐 are defined as shown in equation 2 and 3 above. The disease-free equilibrium point 

of the full model is defined as  𝐸0
𝑇𝐶 = (

Λ

𝜇
, 0,0,0,0,0,0,0,0). We apply the next generation method to 
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determine the stability of the co-infection. Using equation (21), we defined two matrices ℱ𝑖  and 𝒱𝑖 

for newly infected terms and the remaining transfer terms, given as 

ℱ𝑖 =

(

 
 
 
 

𝜆𝑇𝑆
0
𝜆𝐶𝑆
0
0
0
0 )

 
 
 
 

 and 𝒱𝑖 =

(

 
 
 
 

(𝑏1 + 𝑏1)𝜆𝐶𝐿𝑇 + 𝐴𝐿𝑇
−𝜏𝐿𝑇 − 𝑓𝜓𝐼𝑇𝑆 − 𝑑𝜙𝐿𝑇𝐴 + 𝐵𝐼𝑇

𝑎1𝜆𝑇𝐼𝐴 + 𝐶𝐼𝐴
−𝜖𝐼𝐴 − 𝑐𝜙𝐿𝑇𝐴 − 𝑒𝜓𝐼𝑇𝑆 − 𝑎2𝜆𝑇𝐼𝑆 + 𝐷𝐼𝑆

−𝑎1𝜆𝑇𝐼𝐴 − 𝑏1𝜆𝐶𝐿𝑇 + 𝐸𝐿𝑇𝐴
−𝑎2𝜆𝑇𝐼𝑆 − 𝑏2𝜆𝐶𝐿𝑇 − 𝜃𝐿𝑇𝐴 + 𝐹𝐿𝑇𝑆

−𝜈𝐼𝑇 − 𝜎𝐿𝑇𝑆 − 𝜂𝐼𝑆 + 𝐺𝐼𝑇𝑆 )

 
 
 
 

 

The Jacobian matrix of the two matrices at disease-free equilibrium is: 

 

0 0 0 0 0

0 0 0 0 0 0 0

0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0

T T

C C C C C

F

 

    

 
 
 
 
 

=  
 
 
 
 
 

 and 

0 0 0 0 0 0

0 0 0

0 0 0 0 0 0

0 0 0

0 0 0 0 0 0

0 0 0 0 0

0 0 0

A

B d f

C

V D c e

E

F

G

  

  



  

 
 
− − −
 
 
 

= − − − 
 
 

− 
 − − − 

  

Hence,  

  

 

where  

12 14 17

( )
, , ,

( ) ( ) ( )

DG e e D
K K K

A BDG Be Df A BDG Be Df A BDG Be Df

   

     

−
= = =

− − − − − −  

22 24, ,
DG e e

K K
BDG Be Df BDG Be Df

 

   

−
= =

− − − −
   27

D
K

BDG Be Df



 
=

− −
 

 

1
12 14 17

22 24 27

1
32 34 37

1

42 44 47

1
52 54 57

1
62 64 67

72 74 77

0 0 0

0 0 0 0

0 0 0

0 0 0 0

0 0

0 0 0

0 0 0 0

A

C

E EF

F

K K K

K K K

K K K

V K K K

K K K

K K K

K K K



−

 
 
 
 
 

=  
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32 34

( )
, ,

( ) ( )

f BG f
K K

C BDG Be Df C BDG Be Df

  

   

−
= =

− − − −
 

37 ,
( )

B
K

C BDG Be Df



 
=

− −

42 ,
f

K
BDG Be Df



 
=

− −
     

44 47, ,
BG f B

K K
BDG Be Df BDG Be Df

 

   

−
= =

− − − −
 

 

52 ,
( )

DFGd Df Fc f Fd e
K

EF BDG Be Df

     

 

+ + −
=

− −
    

54 ,
( )

BFd Be Fc f Fd e
K

EF BDG Be Df

     

 

+ − +
=

− −
    

 

 

57 ,
( )

BD BFc DFd
K

EF BDG Be Df

  

 

+ +
=

− −
   62 ,

( )

f D
K

F BDG Be Df



 
=

− −
    

64 ,
( )

e B
K

F BDG Be Df



 
=

− −
 67 ,

( )

BD
K

F BDG Be Df



 
=

− −
  

 

72 ,
f D

K
BDG Be Df



 
=

− −
 74 ,

e B
K

BDG Be Df



 
=

− −
 77

BD
K

BDG Be Df 
=

− −
 

 

 

Five of the eigenvalues for the matrix 𝐹𝑉−1 are zeroes. The other two eigenvalues are: 

𝜆1 = 𝑅1 =
1

2𝐴𝐶(𝐵𝐷𝐺−𝐵𝑒𝜓𝜂−𝐷𝑓𝜓𝜈)
[𝛼1 + (𝛼2 + 𝛼3 + 𝛼4 + 𝛼5 + 𝛼6 + 𝛼7 + 𝛼8 + 𝛼9)

1
2] (22) 

 

𝜆2 = 𝑅2 =
1

2𝐴𝐶(𝐵𝐷𝐺−𝐵𝑒𝜓𝜂−𝐷𝑓𝜓𝜈)
[𝛼1 − (𝛼2 + 𝛼3 + 𝛼4 + 𝛼5 + 𝛼6 + 𝛼7 + 𝛼8 + 𝛼9)

1
2] (23) 

Where 

 𝛼1 = 𝐴𝐵𝛽𝐶(𝐷𝐺 + 𝐺𝐸 + 𝜂𝜖) + 𝐶𝐷𝛽𝑇(𝐵𝐺 + 𝐺𝜏 + 𝜈𝜏) − 𝐴𝜓𝛽𝐶(𝐵𝑒𝜂 + 𝐷𝑓𝜐 + 𝑓𝜐𝜖) − 𝐶𝜓𝛽𝑇(𝐵𝑒𝜂 +
𝐷𝑓𝜐 + 𝑒𝜂𝜖) 
 

𝛼2 = 𝐴
2𝐵2𝛽𝐶

2(𝐷2𝐺2 + 𝐺2𝜖2 + 𝑒𝜓2𝜂2 + 𝜖2) + 2𝐴2𝐵2𝛽𝐶
2(𝐷𝐺2𝜖 + 𝐷𝐺𝜂𝜖 + 𝐺𝜂𝜖2) −

2𝐴2𝐵2𝛽𝐶
2𝜂𝜓𝜖(𝐷𝐺 + 𝐺𝑒 + 𝑒𝜂)  

 

𝛼3 = 𝐴
2𝑓𝜓2𝜈2𝛽𝐶

2(𝐷2 + 2𝐷𝐸 + 𝑒2) − 2𝐴2𝐵𝐷𝑓𝜓𝜈𝛽𝐶
2(𝐷𝐺 + 2𝐺𝐸 + 𝜂𝜖) + 2𝐴2𝑒𝜓𝑓𝜓𝜈𝜂𝛽𝐶

2(𝐷 +
𝜖) − 2𝐴2𝐵𝑓𝜓𝜈𝜖2(𝐷𝜂 + 𝐺)  
 

𝛼4 = 2𝐴𝐵
2𝐶𝛽𝐶𝛽𝑇(𝑒𝜓𝜂

2𝜖 − 𝐷2𝐺2 − 𝐷𝐺2𝜖 − 𝐷𝐺𝜂𝜖 + 𝐺𝑒𝜓𝜂𝜖 − 𝑒𝜓2𝜂2) + 2𝐵𝐶𝐷𝐺𝛽𝐶𝛽𝑇(2𝑒𝜓𝜂 −
𝐴𝐷𝐺𝜏)  
 

𝛼5 = 𝐴𝐵𝐶𝐷𝛽𝐶𝛽𝑇(𝐷𝐺𝑓𝜓𝜈 + 𝐺𝑒𝜓𝜂𝜏 + 𝐺𝑓𝜓𝜈𝜖 − 𝑒𝜓𝜂𝑓𝜓𝜐) − 2𝐴𝐵𝐶𝐷𝐺𝜏𝛽𝐶𝛽𝑇(𝐷𝜈 + 𝐺𝜖 + 𝜂𝜖 + 𝜈𝜖)  
 

𝛼6 = 2𝐴𝐵𝐶𝜏𝛽𝐶𝛽𝑇(𝑒𝜓𝜂𝜐 + 𝐷𝑓𝜓𝜖𝜈 + 𝐷𝜂𝜖𝜈 + 𝐺𝑒𝜓)2𝐴𝐵𝐶𝑒𝜓𝛽𝐶𝛽𝑇(𝜂
2𝜏𝜖 − 𝜂2𝜓𝜏 − 𝜂𝑓𝜓𝜈𝜖 +

2𝜂𝜈𝜏𝜖) 
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𝛼7 = 2𝐴𝐶𝐷
2𝑓𝜓𝛽𝐶𝛽𝑇(𝐺𝜓𝜈𝜏 − 𝜓𝜈

2 + 𝜈2𝜏) + 2𝐴𝐶𝐷𝑓𝜓𝜈𝛽𝐶𝛽𝑇(𝐺𝜖 − 𝑒𝜓𝜂𝜏 + 2𝜂𝜖 − 𝜈𝜓𝜖 + 𝜈𝜏𝜖)  
 

𝛼8 = 2𝐴𝐶𝑒𝜓𝜂𝑓𝜓𝜈𝜏𝜖𝛽𝐶𝛽𝑇 + 𝐵
2𝐶2𝛽𝑇

2(𝐷2𝐺2 − 2𝐷𝐺𝑒𝜓𝜂 + 𝑒𝜓2𝜂2) + 2𝐵𝐺𝐶2𝐷2(𝜏 − 2𝑓𝜓𝜈 + 2𝜈𝜏)
+ 2𝐵𝐶2𝐷𝜂𝑒𝜓𝛽𝐶

2(𝜈 − 2𝐺𝜏) 
 

𝛼9 = 𝐶2𝛽𝐶
2(𝐷2𝐺2𝜏2 + 𝑓𝜓2𝜈2𝐷2 + 𝐷2𝜈2𝜏2 + 𝑒𝜓2𝜂2𝜏2) − 2𝐶2𝜏𝐶2𝛽𝑇

2[𝐷𝑒𝜓𝜂(𝜈 + 𝜏𝜈 + 𝐺𝜏 − 𝑓𝜓𝜈)
+ 𝐷2𝜈(𝐺𝑓𝜓 − 𝐺𝜏 + 𝑓𝜓𝜈) − 𝐵𝑒𝜓2𝜂2] 

 

Therefore, the basic reproduction number 𝑅0
𝑇𝐶 of the co-infection model (4) is given by; 

𝑅0
𝑇𝐶 = 𝑚𝑎𝑥{𝑅1, 𝑅2}      (24) 

 

3.3.1. The Local stability of the TB-COVID-19 co-infection model at DFE 

Using linearization method, the local stability of the disease-free equilibrium point for the co-

infection can be analyzed as follows. The Jacobian matrix of the co-infection from equation (4) is 

shown below; 

 

0

0

0 0 0 0 0 0 0

0 0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0

0 0 [1 ( )] [1 ( )]

TC

T T C C C C C T

T

C C C C

CE

A

B d f

C

J D c e

E

F

G

c d e f

        



  

   

   



  

      

− − − − − − − − − 
 

− −
 
 −
 

− 
 = − −
 

− 
 −
 

− 
  − + − + − 

 (25) 

The characteristics equation of |𝜆𝐼 − 𝐽𝐸0𝑇𝐶| = 0 gives the first three eigenvalues from the first, last 

entries and sixth row column six of (25) as 𝜆1,2 = −𝜇 and 𝜆3 = −𝐸. Hence the matrix (25) reduces 

to: 

 

01

0 0 0 0

0 0 0

0 0

0 0

0 0 0 0 0

0 0

TC

T

C C C

E
C

A

B f

C
J

D e

F

G



 

  

  

  

− 
 

− 
 −

=  
− 

 −
  − 

 

 

As performed by [13], we further reduced the above matrix into two block matrices shown below: 
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02

0 0

0 0

0 0

0 0

TC

T

E
C

A

B
J

C

D









− 
 

− =
 −
  − 

 and    
03

0
TCE

F
J

G

− 
=  

− 
 

The characteristics polynomials of 𝐽2𝐸0𝑇𝐶 and 𝐽3𝐸0𝑇𝐶  matrices are; 

𝐽2𝐸0𝑇𝐶 = 𝜆
4 + (𝐴 + 𝐵 + 𝐶 + 𝐷)𝜆3 + [𝐴𝐵 + (𝐴 + 𝐵)(𝐶 + 𝐷) − 𝛽𝐶𝜖 − 𝛽𝑇𝜏]𝜆

2 + [𝐴𝐵(𝐶 + 𝐷) 

+𝐶𝐷(𝐴 + 𝐵) − 𝛽𝐶𝜖(𝐴 + 𝐵) − 𝛽𝑇𝜏(𝐶 + 𝐷)]𝜆 + [𝐴𝐵𝐶𝐷 − 𝛽𝐶𝜖𝐴𝐵 − 𝛽𝑇𝜏𝐶𝐷 − 𝛽𝑇𝛽𝐶𝜖𝜏] 
 

𝐽3𝐸0𝑇𝐶 =
(𝐹 + 𝜆)(𝐺 + 𝜆) Therefore, 

𝐽1𝐸0𝑇𝐶 =
(𝐹 + 𝜆)(𝐺 + 𝜆){𝜆4 + (𝐴 + 𝐵 + 𝐶 + 𝐷)𝜆3 + [𝐴𝐵 + (𝐴 + 𝐵)(𝐶 + 𝐷) − 𝛽𝐶𝜖 − 𝛽𝑇𝜏]𝜆

2 

+[𝐴𝐵(𝐶 + 𝐷) +𝐶𝐷(𝐴 + 𝐵) − 𝛽𝐶𝜖(𝐴 + 𝐵) − 𝛽𝑇𝜏(𝐶 + 𝐷)]𝜆 + +[𝐴𝐵𝐶𝐷 − 𝛽𝐶𝜖𝐴𝐵 − 𝛽𝑇𝜏𝐶𝐷 −
𝛽𝑇𝛽𝐶𝜖𝜏} = 0 

It follows that 𝜆1 = −𝐹 and 𝜆2 = −𝐺 with a polynomial 

𝑃4(𝜆) = 𝜆
4 + 𝑎1𝜆

3 + 𝑎2𝜆
2 + 𝑎3𝜆 + 𝑎4 = 0   (26) 

where  

𝑎1 = 𝐴 + 𝐵 + 𝐶 + 𝐷 

𝑎2 = 𝐴𝐵 + 𝐶𝐷 + (𝐴 + 𝐵)(𝐶 + 𝐷) − 𝛽𝐶𝜖 − 𝛽𝑇𝜏 
𝑎3 = 𝐴𝐵(𝐶 + 𝐷) + 𝐶𝐷(𝐴 + 𝐵) − 𝛽𝐶𝜖(𝐴 + 𝐵) − 𝛽𝑇𝜏(𝐶 + 𝐷) 

     𝑎4 = 𝐴𝐵𝐶𝐷 − 𝛽𝐶𝜖𝐴𝐵 − 𝛽𝑇𝜏𝐶𝐷 − 𝛽𝑇𝛽𝐶𝜖𝜏 
= 𝐴𝐵{(1 − 𝑅0

𝐶) − 𝛽𝐶𝐷} − 𝐶𝐷[(1 − 𝑅0
𝑇) − 𝐴𝐵] − 𝛽𝑇𝛽𝐶𝜖𝜏 

Therefore, following the Routh-Hurwitz stability criteria, roots of (26) of the reduced matrix posses’ 

negative real parts if the following condition holds; 

 

𝑎1 > 0, 𝑎3 > 0, 𝑎4 > 0        (27) 

and  

𝑎1𝑎2𝑎3 > 𝑎3 
2 + 𝑎1

2𝑎4      (28) 

It follows that the conditions 27 and 28 holds if 𝑅0
𝐶 < 1 and 𝑅0

𝑇 < 1 consequently, we have proved 

the expected result. 

 

3.3.2. Global stability of the co-infection at DFE 

In considering the global stability of the co-infection, we sub-divided the model (4) into two ode’s as 

used by [13] as follows: 

 

{
 
𝑑𝑋

𝑑𝑡
= 𝐹(𝑋, 𝑍)               

𝑑𝑍

𝑑𝑡
= 𝐺(𝑋, 𝑍), 𝐺(𝑥, 0)

     (29) 

 

where 𝑋 = (𝑆, 𝑅) with 𝑋𝜖ℝ+
2  and 𝑍 = (𝐿𝑇 , 𝐼𝑇 , 𝐼𝐴, 𝐼𝑆, 𝐿𝑇𝐴, 𝐿𝑇𝑆, 𝐼𝑇𝑆) with 𝑍𝜖ℝ+

7  these represent the 

non-infectious and infectious compartments respectively. It follows that 𝑉0 = (𝑋, 0) where 𝑋0 =
(Λ
𝜇
, 0) as the disease-free equilibrium. For global asymptotic stability to exist, then, 

𝐻1:
𝑑𝑋

𝑑𝑡
= 𝐹(𝑋, 0), the equilibrium point 𝑉0 is globally stable 

𝐻2: 𝐺(𝑋, 𝑍) = 𝐴𝑍 − �̂�(𝑋, 𝑍), �̂� ≥ 0 for (X, Z)ϵΩ where 𝐴 = 𝐷𝑍𝐺(𝑉0, 0) is Metzler matrix, and the 

feasible region is denoted by Ω . 
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From equation (4) we defined the matrix as: 

 
𝑑𝑋

𝑑𝑡
= 𝐹(𝑋, 𝑍)  

 

= [
Λ − 𝜇𝑆

𝜑𝐼𝐴 + 𝛾𝐿𝑇 + 𝜔𝐼𝑇 + 𝜉𝐼𝑆 + 𝜅𝐿𝑇𝑆 + [1 − (𝑐 + 𝑑)]𝜙𝐿𝑇𝐴 ++[1 − (𝑐 + 𝑑)]𝜓𝐼𝑇𝑠 − 𝜇𝑅
]  

So, 

 

𝐹(𝑋, 0) = [
Λ − 𝜇𝑆
0

] and  

𝑑𝑍

𝑑𝑡
= 𝐺(𝑋, 𝑍)  

 

=

[
 
 
 
 
 
 

𝜆𝑇𝑆 − (𝑏1 + 𝑏1)𝜆𝐶𝐿𝑇 − 𝐴𝐿𝑇
𝜏𝐿𝑇 + 𝑓𝜓𝐼𝑇𝑆 + 𝑑𝜙𝐿𝑇𝐴 − 𝐵𝐼𝑇

𝜆𝐶𝑆 − 𝑎1𝜆𝑇𝐼𝐴 − 𝐶𝐼𝐴
𝜖𝐼𝐴 + 𝐶𝜙𝐿𝑇𝐴 + 𝑒𝜓𝐼𝑇𝑆 − 𝑎2𝜆𝑇𝐼𝑆 − 𝐷𝐼𝑆

𝑎1𝜆𝑇𝐼𝐴 + 𝑏1𝜆𝐶𝐿𝑇 − 𝐸𝐿𝑇𝐴
𝑎2𝜆𝑇𝐼𝑆 + 𝑏2𝜆𝐶𝐿𝑇 + 𝜃𝐿𝑇𝐴 − 𝐹𝐿𝑇𝑆

𝜈𝐼𝑇 + 𝜎𝐿𝑇𝑆 + 𝜂𝐼𝑆 − 𝐺𝐼𝑇𝑆 ]
 
 
 
 
 
 

 

 

 

Therefore, the Metzler matrix, is given by 

 

 

�̂�(𝑋, 𝑍) = 𝐴𝑍 − 𝐺(𝑋, 𝑍) is obtained as follows; 

 

�̂� =

[
 
 
 
 
 
 
 
 
𝐺1(�̂�, 𝑍)

𝐺2(�̂�, 𝑍)

𝐺3(�̂�, 𝑍)

𝐺4(�̂�, 𝑍)

𝐺5(�̂�, 𝑍)

𝐺6(�̂�, 𝑍)

𝐺7(�̂�, 𝑍)]
 
 
 
 
 
 
 
 

=

[
 
 
 
 
 
 
𝜆𝑇(1 − 𝑆) + (𝑏1 + 𝑏1)𝜆𝐶𝐿𝑇

𝑑𝜙𝐿𝑇𝐴
𝜆𝐶(1 − 𝑆) + 𝑎1𝜆𝑇𝐼𝐴
𝛽𝐶𝐿𝑇𝑆 + 𝑎2𝜆𝑇𝐼𝑆
𝑏1𝜆𝐶𝐿𝑇 − 𝑎1𝜆𝑇𝐼𝐴
−𝑎2𝜆𝑇𝐼𝑆 − 𝑏2𝜆𝐶𝐿𝑇

0 ]
 
 
 
 
 
 

      (30) 

 

From equation (30), since,  (−𝑎2𝜆𝑇𝐼𝑆 − 𝑏2𝜆𝐶𝐿𝑇) < 0, it implies that the second criteria is not 

satisfied. The implication is that 𝑉0 and the disease-free equilibrium point 𝐸0
𝑇𝐶 can’t be globally 

asymptotically stable. 

 

3.3.4. The bifurcation of the co-infection 

We represent the populations in our model (4) with the following 

 

𝑆 = 𝑥1, 𝐿𝑇 = 𝑥2, 𝐼𝑇 = 𝑥3, 𝐼𝐴 = 𝑥4, 𝐼𝑆 = 𝑥5, 𝐿𝑇𝐴 = 𝑥6, 𝐿𝑇𝑆 = 𝑥7, 𝐼𝑇𝑆 = 𝑥8, 𝑅 = 𝑥9    
The modified model becomes: 
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𝑑𝑥1

𝑑𝑡
≡ 𝑓1 = Λ − (𝜆𝑇 + 𝜆𝑐)𝑥1 − 𝜇𝑥1          

𝑑𝑥2

𝑑𝑡
≡ 𝑓2 = 𝜆𝑇𝑥1 − (𝑏1 + 𝑏2)𝜆𝑐𝑥2 − (𝜇 + 𝛾 + 𝜏)𝑥2        

𝑑𝑥3

𝑑𝑡
≡ 𝑓3 = 𝜏𝑥2 +  𝑓𝜓𝑥8 +  𝑑𝜙𝑥6 − (𝜇 + 𝛿𝑇 + 𝜈)𝑥3       

𝑑𝑥4

𝑑𝑡
≡ 𝑓4 = 𝜆𝐶𝑥1 − 𝑎1𝜆𝑇𝑥4 − (𝜇 + 𝜖 + 𝜑)𝑥4        

𝑑𝑥5

𝑑𝑡
≡ 𝑓5 = 𝜖𝑥4 + 𝑐𝜙𝑥6 + 𝑒𝜓𝑥8 − 𝑎2𝜆𝑇𝑥5 − (𝜇 + 𝛿𝐶 + 𝜂 + 𝜉)𝑥5    (31) 

𝑑𝑥6

𝑑𝑡
≡ 𝑓6 = 𝑎1𝜆𝑇𝑥4 + 𝑏1𝜆𝑐𝑥2 − (𝜇 + 𝛿1 + 𝜃 + 𝜙)𝑥6      

𝑑𝑥7

𝑑𝑡
≡ 𝑓7 = 𝑎2𝜆𝑇𝑥5 + 𝑏2𝜆𝑐𝑥2 + 𝜃𝑥6 − (𝜇 + 𝛿3 + 𝜎 + 𝜅)𝑥7       

𝑑𝑥8

𝑑𝑡
≡ 𝑓8 = 𝜎𝑥7 + 𝜂𝑥5 + 𝜐𝑥3 − (𝜇 + 𝛿3 + 𝜓)𝑥8        

𝑑𝑥9

𝑑𝑡
≡ 𝑓9 = 𝜑𝑥4 + 𝛾𝑥2 + 𝜔𝑥3 +  𝜉𝑥5 +  𝜅𝑥7 + [1 − (𝑐 + 𝑑)]𝜙𝑥6 + [1 − (𝑒 + 𝑓)]𝜓𝑥8 − 𝜇𝑥9  

where 

𝜆𝑇 =
𝛽𝑇
𝑁
(𝑥2 + 𝑥3 + 𝑥8) and 𝜆𝐶 =

𝛽𝐶
𝑁
(𝑥4 + 𝑥5 + 𝑥6 + 𝑥7 + 𝑥8) 

The Jacobian matrix of the above system (31) at the disease-free equilibrium 𝐸0
∗  at a chosen 

bifurcation parameter 𝛽𝐶 = 𝛽𝐶
∗ was obtained by equating 𝑅0

𝐶 = 1 and 𝛽𝐶
∗ =

(𝜇+𝜖+𝜑)(𝜇+𝛿𝐶+ 𝜂)

𝜇+𝛿𝐶+𝜂+𝜖
 hence, 

*
0

* * * *

14 14 14 14 15

22

33

* * * *

44 14 14 14 14

55

66

77

88

0

0 0 0 0 0 0

0 0 0 0 0

0 0 0 0

0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0

0 [1 ( )] [1 ( )]

T T

T T

E

a a a a a

a

a d f

a a a a a

J a c e

a

a

a

c d e f

  

 

  

  



  

       

 − − − − − − − −
 
 
 −
 

− − − − − 
 = −
 

− 
 

−
 
 −
  − + − + − 



  (32) 

where 

𝑎14
∗ =

(𝜇+𝜖+𝜑)(𝜇+𝛿𝐶+ 𝜂)

𝜇+𝛿𝐶+𝜂+𝜖
, 𝑎15
∗ = 𝛽𝑇 + 𝑎14

∗ , 𝑎22 = 𝛽𝑇 − (𝜇 + 𝛾 + 𝜏), , 𝑎33 = 𝜇 + 𝛿𝑇 + 𝜈 + 𝜔, 

𝑎44 = 𝑎14
∗ − (𝜇 + 𝜖 + 𝜑), 𝑎55 =  𝜇 + 𝛿𝐶 + 𝜂 + 𝜖, 𝑎66 = 𝜇 + 𝛿1 + 𝜃 + 𝜙, 𝑎77 = 𝜇 + 𝛿2 + 𝜅 + 𝜎, 

𝑎88 = 𝜇 + 𝛿3 + 𝜓. 
We now denote the right hand eigenvalue 𝑤 = (𝑤1, 𝑤2, 𝑤3, 𝑤4, 𝑤5, 𝑤6, 𝑤7, 𝑤8) where, 

𝑤1 = −1

𝜇
{
𝛽𝑇[𝑓𝜓(𝑎22−𝛽𝑇)−𝛽𝑇(𝑎33+𝜏)]

𝑎22𝑎33+𝛽𝑇𝜏
 + 

𝑎14
∗ [𝑒𝜓𝑎44+𝜖𝑎15−𝑎14

∗ (𝜖+𝑒𝜓+𝑎55)]+𝑎15𝑎44𝑎55
𝑎44𝑎55+ 𝑎14

∗ 𝜖
 }𝑤8, 𝑤2 = −

𝛽𝑇(𝑓𝜓 + 𝑎33)

𝑎22𝑎33 + 𝛽𝑇𝜏
𝑤8, 

 

𝑤3 =
𝑓𝜓𝑎22−𝛽𝑇
𝑎22𝑎33+𝛽𝑇𝜏

𝑤8, 𝑤4 = −
𝑎14
∗ 𝑒𝜓+𝑎14

∗ 𝑎55
𝑎22𝑎33+𝛽𝑇𝜏

𝑤8, 𝑤5 = − 
𝑎44𝑒𝜓 − 𝑎14

∗ 𝜖

𝑎22𝑎33+𝛽𝑇𝜏
𝑤8, 𝑤7 = 0,𝑤8=𝑤8 > 0, 

 

𝑤9 = 
1

𝜇
{
𝑓𝜓𝜔𝑎22−𝛽𝑇(𝜏𝜔+𝛾𝑓𝜓+𝑎33𝛾)

𝜇(𝑎22𝑎33+𝛽𝑇𝜏)
+  

[1−(𝑒+𝑓)](𝑎44𝑎55+𝑎14
∗ 𝜖)𝜓−𝑎14

∗ 𝜑(𝑒𝜓+𝑎55)

𝜇(𝑎22𝑎33+𝛽𝑇𝜏)
}𝑤8 
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Similarly, the left hand eigenvalue 𝑣 = (𝑣1, 𝑣2, 𝑣3, 𝑣4, 𝑣5, 𝑣6, 𝑣7, 𝑣8)
𝑇 is given by 𝑣1 = 0, 𝑣2 =

− 𝜏𝜐

𝑎22𝑎33+𝛽𝑇𝜏
𝑣8, 𝑣3 =

𝑎22𝜐

𝑎22𝑎33+𝛽𝑇𝜏
𝑣8, 𝑣4 = − 

𝜖𝜂

𝑎14
∗ 𝜖 + 𝑎44𝑎55

𝑣8, 𝑣5 = 
𝑎55𝜂

𝑎14
∗ 𝜖 + 𝑎44𝑎55

𝑣8, 

𝑣6 = { 𝑎22𝜈𝑑𝜙

𝑎66(𝑎22𝑎33+𝛽𝑇𝜏)
+  𝑎77𝜂(𝑐𝜙𝑎44− 𝑎14

∗ 𝜖)+𝜃[𝜎(𝑎14
∗ 𝜖+ 𝑎44𝑎55)−𝑎14

∗ 𝜖𝜂]

𝑎77(𝑎14
∗ 𝜖 + 𝑎44𝑎55)

} 𝑣8, 𝑣7 =
𝜎(𝑎14

∗ 𝜖 + 𝑎44𝑎55)−𝑎14
∗ 𝜖𝜂

𝑎77(𝑎14
∗ 𝜖 + 𝑎44𝑎55)

𝑣8, 

𝑣8 = 𝑣8 > 0, 𝑣9 = 0. We now proceed to determine the direction of the bifurcation as we obtained 

the values of 𝑎 and 𝑏. Since 𝑣1 = 𝑣9 = 0 then we considered 𝑘 = 2,3,4,5,6,8. 

𝑎 = ∑ 𝑣𝑘𝑤𝑖𝑤𝑗
𝜕𝑓𝑘

𝜕𝑤𝑖𝜕𝑤𝑗
(0,0)9

𝑘,𝑖,𝑗=1       

The expansion of 𝑎 = 𝑣2 [𝑤1𝑤1
𝜕2𝑓2

𝜕𝑤1𝜕𝑤1
+⋯+𝑤1𝑤9

𝜕2𝑓2

𝜕𝑤1𝜕𝑤9
] + ⋯ 

   + 𝑣8 [𝑤1𝑤1
𝜕2𝑓8

𝜕𝑤1𝜕𝑤1
+⋯+𝑤1𝑤9

𝜕2𝑓8

𝜕𝑤1𝜕𝑤9
]     (33) 

 

Let us represent these components of 𝑎 as 𝑎 =  ℓ1 + ℓ2 + ℓ3 + ℓ4 + ℓ5 + ℓ6 + ℓ7 from equation 

(33). The computed value of 𝑎 from the values of ℓ𝑖 for 𝑖 = 1,… , 7, is given as follows; 

ℓ1 = − 2𝜇𝜏𝜈𝛽𝑇
𝑎22𝑎33+𝛽𝑇𝜏

𝐴0 {
𝛽𝑇−𝑎22

𝑎22𝑎33+𝛽𝑇𝜏
+ (𝑏1+𝑏2)(𝑒𝜓+ 𝑎55)(𝑎44−𝑎14

∗ )(𝜇+𝜖+𝜑)(𝜇+𝛿𝐶+ 𝜂)

(𝜇+𝛿𝐶+𝜂+𝜖)(𝑎14
∗ 𝜖 + 𝑎44𝑎55)(𝑎22𝑎33+𝛽𝑇𝜏)

 } where 

𝐴0 =  

= [
𝛽𝑇(𝑎14

∗ 𝜖 + 𝑎44𝑎55)(𝑓𝜓+(𝑎22−𝛽𝑇)−𝛽𝑇(𝑎33+ 𝜏))+(𝑎22𝑎33+𝛽𝑇𝜏)(𝑎14
∗ (𝑒𝜓𝑎44+ 𝑎15𝜖−𝑎14

∗ (𝜖+𝑒𝜓+𝑎55))+𝑎15𝑎44𝑎55
(𝑎14
∗ 𝜖 + 𝑎44𝑎55)(𝑎22𝑎33+𝛽𝑇𝜏)

] 

Therefore, ℓ1 < 0, ℓ2 = 0. 

ℓ3 = −
2𝜇𝜖𝜂𝑣2𝑤8

2

Λ𝑎14
∗ 𝜖 + 𝑎44𝑎55 

[(𝜇+𝜖+𝜑)(𝜇+𝛿𝐶 +𝜉)(𝑒𝜓+𝑎55)(𝑎14
∗ −𝑎44)

𝜇(𝜇+𝛿𝐶 +𝜉+𝜖)(𝑎14
∗ 𝜖 + 𝑎44𝑎55)

𝐴1 + 𝐴2] < 0  where 

𝐴1 =
𝛽𝑇(𝑓𝜓𝑎22−𝛽𝑇(𝑓𝜓+𝑎33+ 𝜏))

𝑎22𝑎33+𝛽𝑇𝜏
+ 

𝑎14
∗ (𝑒𝜓𝑎44+ 𝑎15𝜖−𝑎14

∗ (𝜖+𝑒𝜓+𝑎55)) +𝑎15𝑎44𝑎55

𝑎14
∗ 𝜖 + 𝑎44𝑎55

  𝑎𝑛𝑑 𝐴2 =
𝑎1𝑎14

∗ (𝑓𝜓+𝑎33)(𝑎33+𝛽𝑇)(𝑒𝜓+𝑎55)

(𝑎22𝑎33+𝛽𝑇𝜏)(𝑎14
∗ 𝜖 + 𝑎44𝑎55)

 

ℓ4 = −
2𝑎2𝛽𝑇𝑎44𝜇𝜂𝑣8𝑤8

2(𝑎44𝑒𝜓− 𝑎14
∗ 𝜖)(𝑓𝜓+𝑎33)(𝛽𝑇+𝑎22)

(𝑎22𝑎33+𝛽𝑇𝜏)(𝑎14
∗ 𝜖 + 𝑎44𝑎55)

2 
< 0 if 𝑎44𝑒𝜓 > 0 𝑎14

∗ 𝜖 

ℓ5 = −
2𝜇𝑣8𝑤8

2(𝑒𝜓+𝑎55)(𝑓𝜓+𝑎33)

Λ 
𝐴3𝐴4 < 0 where  𝐴3 =

𝑎1𝛽𝑇𝑎14
∗ (𝛽𝑇+ 𝑎22)

(𝑎22𝑎33+𝛽𝑇𝜏)(𝑎14
∗ 𝜖 + 𝑎44𝑎55)

 + 
𝑏1(𝜇+𝜖+𝜑)(𝜇+𝛿𝐶 +𝜉)(𝑎14

∗ −𝑎44)

(𝜇+𝛿𝐶 +𝜉+𝜖)(𝑎22𝑎33+𝛽𝑇𝜏)(𝑎14
∗ 𝜖 + 𝑎44𝑎55)

  and  

 

𝐴4 =
𝑎22𝜈𝑑𝜙

𝑎66(𝑎22𝑎33+𝛽𝑇𝜏)
 + 

𝑎77𝜂(𝑐𝜙𝑎44− 𝑎14
∗ 𝜖)+ 𝜃[𝜎(𝑎14

∗ 𝜖 + 𝑎44𝑎55)−𝑎14
∗ 𝜖]

𝑎77(𝑎22𝑎33+𝛽𝑇𝜏)
  

ℓ6 = −
2𝜇𝛽𝑇𝑣8𝑤8

2

𝑎77Λ(𝑎22𝑎33+𝛽𝑇𝜏)
[𝐴5 + 𝐴6] < 0 where  

𝐴5 =
𝑏2(𝜇+𝜖+𝜑)(𝜇+𝛿𝐶 +𝜂)(𝑓𝜓+𝑎33)[𝑎14

∗ 𝜖 + 𝑎44𝑎55−(𝑒𝜓+𝑎55)]

(𝜇+𝛿𝐶 +𝜉+𝜖)(𝑎22𝑎33+𝛽𝑇𝜏)(𝑎14
∗ 𝜖 + 𝑎44𝑎55)

 and   𝐴6 =
(𝑎44𝑒𝜓 + 𝑎14

∗ 𝜖 )[𝛽𝑇(𝑓𝜓 + 𝑎33+ 𝜏)−𝑓𝜓𝑎22]

(𝑎22𝑎33+𝛽𝑇𝜏)(𝑎14
∗ 𝜖 + 𝑎44𝑎55)

 

 

Since 𝑓8 for  𝑘 = 8 does not have the product of 𝑥𝑖𝑥𝑗  hence ℓ7 = 0. Therefore, from the computation 

of ℓ𝑖′𝑠 for 𝑖 = 1, 2, … , 7 above are all negative, this implies that 𝑎 < 0. 

 

We now determine the value of 𝑏, using the formula and evaluating at 𝑘 =4; 

 

𝑏 = ∑ 𝑣𝑘𝑤𝑗
𝜕𝑓𝑘

𝜕𝑤𝑗𝜕𝛽𝐶

9
𝑖,𝑗=1   

𝑏 = ∑ 𝑣4𝑤𝑗
𝜕𝑓4

𝜕𝑤𝑗𝜕𝛽𝐶

9
𝑖,𝑗=1   

𝑏 = − 𝜖𝜂𝑣8𝑤8(𝑒𝜓+ 𝑎55)(𝑎44−𝑎14
∗ )

(𝑎14
∗ 𝜖 + 𝑎44𝑎55)

2 < 0  if 𝑎44 > 𝑎14
∗  
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The bifurcation analysis of model (4) is summarized below using the theorem. 

 

Theorem 3.3 Since the parameter 𝑎 < 0 and 𝑏 < 0, the bifurcation direction of model (4) at 𝑅0
𝐶 = 1 

is forward. It can be observed that  𝑎 < 0 and 𝑏 < 0 as shown in the above section, implies the 

direction of TB and COVID-19 co-infection diseases is a forward bifurcation at 𝑅0
𝐶 = 1 for the fact 

that the co-infection has no re-infection. The implication is that, a stable equilibrium point loses 

stability as a parameter is varied, and two new equilibrium points, one stable and the other unstable 

are created. The stable equilibrium point moves forward in parameter space as the parameter is 

increased [11]. 

 

3.3.5 The impact of Tuberculosis on COVID-19 

In order to ascertain the impact of tuberculosis on COVID-19, we adopt the approach used in [13]. 

This is obtained by expressing the basic reproduction number of 𝑅0
𝐶 in terms of 𝑅0

𝑇 which is easily 

enhanced since the parameter 𝜇 appeared in both 𝑅0
𝐶 and 𝑅0

𝑇.We can re-write equation (16) as 

𝑅0
𝑇 =

𝛽𝑇𝜏

(𝜇+ 𝑑1)(𝜇+𝑑2)
        (34) 

where 𝑑1 = 𝛾 + 𝜏, 𝑑2 = 𝛿𝑇 + 𝜈 + 𝜔. Solving for 𝜇 in equation (34) and substituting it in equation 

(10), we have, 

 

𝑅0
𝐶 =

𝑅0
𝑇(𝑆1+ 

√𝑆2
2
)

[
√𝑆2
2
+(𝜖+𝜙)𝑅0

𝑇− 
𝑑1+ 𝑑2

2
  𝑅0
𝑇][

√𝑆2
2
+(𝛿𝐶+ 𝜂)𝑅0

𝑇− 
𝑑1+ 𝑑2

2
  𝑅0
𝑇]

   (35) 

 

where 𝑆1 = 𝑅0
𝑇(𝛿𝐶 +  𝜂 + 𝜖) −

𝑑1+ 𝑑2
2
  and S2 = 𝑅0

𝑇(𝑅0
𝑇(𝑑1 + 𝑑2)

2 + 4𝛽𝑇𝜏).  In order to determine 

the impact of TB and COVID-19, we evaluate 
𝜕𝑅0

𝐶

𝜕𝑅0
𝑇  using equation (35) and simplifying sufficiently to 

have; 

 

𝜕𝑅0
𝐶

𝜕𝑅0
𝑇 =

𝛽𝑇(𝑆1+ 
√𝑆2
2
){1+𝑅0

𝑇[
𝑑1+ 𝑑2

2
−(𝛿𝐶+ 𝜂)]+ 𝑅0

𝑇[
𝑑1+ 𝑑2

2
−(𝜖+𝜙)]}

𝐻1
2𝐻2

2     (36) 

 

where 𝐻1 = [
√𝑆2

2
+ (𝜖 + 𝜙) 𝑅0

𝑇 − (
𝑑1+ 𝑑2

2
)𝑅0

𝑇]  and  𝐻2 = [
√𝑆2

2
+ (𝛿𝐶 + 𝜂) 𝑅0

𝑇 − (
𝑑1+ 𝑑2

2
) 𝑅0

𝑇] 

It had been shown here that the partial derivative of 𝑅0
𝐶 with respect to 𝑅0

𝑇 is positive. This analysis 

portray that any increase in the population of the infected population will positively influence the 

transmission of corona-virus. 

 

4. Numerical simulation 

In the previous sections, we focused on the analytical behaviors of the sub-models and modeled 

dynamics (4). In this section, we shall perform some numerical solutions of sub-models and the co-

infection model. The solutions of the dynamics equations are solved with the help of ode45 solver in 

MATLAB. The parameters values are also shown in table 1 above. The data used in this numerical 

simulation of tuberculosis sub-model were obtained from the record given during the 2023 

Tuberculosis Day celebration in March 24 in Abuja, Nigeria as cited in [1] and [15]. Similarly, 

COVID-19 sub-model data were obtained from [4]. The initial data for the variable 𝑆 =
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1.6 × 107, 𝐿𝑇 = 3.5 × 106, 𝐼𝑇 = 4.83 × 105  were collected from [1], 𝐼𝐴 = 266, 𝐼𝑆 = 217, [16], 

𝐿𝑇𝐴 = 45, 𝐼𝑇𝑆 = 25, [18]  and 𝑅 = 1.45 × 105 and 𝐿𝑇𝑆 = 25 were estimated. 

 

 
Figure 2: Simulation results showing the effect of emhanced recovery rate on asymptomatic COVID-

19 population with respect to time when 𝜑 = 𝜋 from 0.1 to 1.8 where (a) Susceptible (b) 

asymptomatic (c) symptomatic and (d) Recovered populations. 

 
Figure 3: Plots showing the effect of treatment on the symptomatic population when the value of 𝜉 

was varied from 0.5 to 1.2 with time for (a) Susceptible (b) asymptomatic (c) symptomatic and (d) 

Recovered populations. 
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Figure 4: The diagram present the changes in each TB sub-model population with respect to time by 

varying 𝜏  from 0.1 to 1.6 as it progresses from Latent TB to active TB where (a) susceptible 

population (b) Latent TB (c) Active TB (d) Recovered Population. 

 

 
Figure 5: The simulation of model (4) showing the behavior of  (a) Latent TB- asymptomatic  (b) 

Latent TB-symptomatic (c)  Active TB-symptomatic and  (d) Recovered population as 𝜃 was varied 

from 0.02 to 1.3. 
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Figure 6: The simulation diagram displacing the plots of TB and COVID-19 single infected 

populations. 

 

  

 
Figure 7: (a) A plot comparing the behavior of Latent TB-asymptomatic and Latent TB-symptomatic 

COVOD-19 (b) a plot comparing the behavior of Latent TB-symptomatic and active TB-

symptomatic COVOD-19 and (c) a diagram comparing the behavior of Latent TB-asymptomatic and 

active TB-symptomatic COVOD-19. 
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Figure 8: (a) A plot comparing the behavior of three co-infection diseases with  𝛽𝐶 = 𝛽𝑇 = 0.4, 𝜈 =
0.001 and 𝜂 = 0.002  (b) a plot comparing the behavior of three co-infection diseases with  𝛽𝐶 =
𝛽𝑇 = 1.4, 𝜈 = 1.001 and 𝜂 = 1.002 

 

5. Discussion 

Figure 2; illustrate the behavior of COVID 19 sub- model populations when asymptomatic corona-

virus individuals were treated as the rate of recovery 𝜑 = 𝜋 was varied from 0.1 to 1.8. The 

susceptible population (a) was positively affected but for asymptomatic (b) and symptomatic (c) 

COVID - 19 declined in population since effective treatment reduces disease growth. In Figure 2d, 

gives a situation where treatment enhances growth as all treated populations recovers. 

Figure 3; demonstrated a situation where symptomatic corona-virus was treated as the rate of 

recovery 𝜉 was varied from 0.5 to 1.2. It was observed that the susceptible population (a) was 

favored but for asymptomatic (b) and symptomatic (c) COVID - 19 declined in population to 

extinction. The diseases ceased to exist as from days 10 as effective treatment was conducted. In 

figure 3d, illustrate a situation where treatment enhances growth for all treated population.  

 

Figure 4; demonstrated the behavior of the susceptible, Latent TB, active TB and recovery 

population of people who gets infected with active TB. It can be seen that the susceptible population 

declines (a) as they progress to latent population. The latent population (b) collapsed as more people 

moved to the active population and became infected with active TB. In figure 4c, the population 

increases as many individuals get infected with active TB at the rate of 0.8 within time 0 to 3 days 

before it declined. In the recovered population (d) there is a decline in its population since more 

persons are getting infected instead of recovering. This scenario had been demonstrated in section 4 

owning to the fact that when the reproduction number of the sub-model is greater than one. 

 

Figure 5 shows the effect of the rate of progression of latent TB - asymptomatic COVID- 19 to latent 

TB - symptomatic COVID 19 when the parameters 𝜃 was varied from 0.02 to 1.3 that is, the 

populations denoted by 𝐿𝑇𝐴, 𝐿𝑇𝑆, 𝐼𝑇𝑆 and  𝑅. It is shown that the latent- asymptomatic population 

increases due to the inflow from other populations and decreases at 𝜃 = 0.02. The inflow from the 

𝐿𝑇𝐴 population to 𝐿𝑇𝑆increases its population to a peak before it begins to decrease when 𝜃 was 

varied to 0.5 (5b). Similarly, at 𝜃 = 0.9 and 𝜃 = 1.3 for (c) and (d) the same scenario occurs. Since 

all the populations were all infected, the recovery population decreases.  
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The time series plots of TB and COVID -19 single infected populations are shown in figure 6 the 

varying populations of each disease that eventually goes to extinction with time according to this 

order 𝐼𝑇, 𝐼𝐴, 𝐿𝑇 and 𝐼𝑆. Figures 6a, 6b, and 6c shows the graphs drawn for each respective pair of 

diseases: 𝐿𝑇𝐴 and 𝐿𝑇𝑆,  𝐿𝑇𝑆 and 𝐼𝑇𝑆,  and then 𝐿𝑇𝐴 and 𝐼𝑇𝑆  from model (4). The simulation in each 

of these pairs shows a gradual growth of each population to the 15th day before then began to 

decrease till extinction. In figure 7a,  𝐿𝑇𝐴  goes to extinction at the 33rd day and 𝐿𝑇𝑆 at the 40th day 

while in figure 7b, 𝐿𝑇𝐴 goes to extinction at the 35th day and while 𝐼𝑇𝑆 at above 40th day and in 7c, 

𝐿𝑇𝐴 goes to extinction at the 30th day and 𝐿𝑇𝑆 at above 40th day. The phenomenon of these pairs of 

co-infection finds its importance in diseases control strategies.  

 

The simulations of figures 8a and 8b illustrate the behaviors of the three co-infected diseases when 

the contact rate for tuberculosis and COVID-19 was fixed at 0.4, 𝜂 = 0.001, 𝜈 = 0.001 and when 

these parameters were varied to 𝛽𝐶 = 𝛽𝑇 = 1,  𝜂 = 1.001 and 𝜈 = 1.001 respectively. The two 

figures show a similar arrangement in which the population goes to extinction with time. In figure 

8a, it takes 30, 35, above 40 days for 𝐿𝑇𝐴, 𝐿𝑇𝑆 and 𝐼𝑇𝐴to go to extinction but for figure 8b, their 

extinction period were reduced to 10, 20 and below 40 days. This shows that the three diseases can 

co-exist and demonstrate the population nature of severity arranged accordingly in a given order 

𝐿𝑇𝐴, 𝐿𝑇𝑆 and 𝐼𝑇𝐴  [18]. 

 

6. Conclusion 

The first part of this work examined the behavior of the spread of COVID - 19 and tuberculosis as 

sub-models. The individual basic reproduction numbers (𝑅0
𝐶  and 𝑅0

𝑇) using the next generation 

method was obtained. The important threeshold quantity 𝑅0
𝐶  and 𝑅0

𝑇, that determined the nature of 

diseases transmission were computed. It was shown that the systems are locally asymptotically stable 

if 𝑅0
𝐶 < 1 and 𝑅0

𝑇 < 1 and unstable otherwise, which implies that the diseases can be eradicated at 

DFE. It was also established that the dynamics exist at endemic equilibrium point if 𝑅0
𝐶 >

1 and 𝑅0
𝑇 > 1. From the simulation analysis conducted, it reveals that the result obtained agrees with 

the analytical analysis. Similarly, the properties of the the co-infection model was studied and its 

threshold quantity 𝑅0
𝐶𝑇 was obtained by adopting the next generation technique. Both local and 

global stabilities were conducted which were proved to be stable and unstable at 𝑅0
𝐶𝑇 < 1 and 𝑅0

𝐶𝑇 >
1 respectively. It was proved that tuberculosis has a positive impact on the transmission of COVID - 

19. Several simulation cases were conducted to support the analytical result, and it is observed that 

diseases co-relate appropriately. The result of simulation reveals that an increase in the rate of those 

infected with active tuberculosis and those infected with symptomatic COVID-19 enhances the 

increase of the co-infection diseases and verse versa [13] and [22]. Also, the three co-infection co-

exist and portray severity in an ascending order 𝐿𝑇𝐴, 𝐿𝑇𝑆 and 𝐼𝑇𝐴. 
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Abstract 

The prevalence of drug abuse and its related diseases and violence continue to escalate worldwide 

despite existing control measures. In order to promote good health and well-being, eliminate poverty 

or promote decent work and economic growth, and promote peace and justice among the United 

Nations’ Sustainable Development Goals (SDGs), there is an urgent need to understand the dynamics 

of those identified problems for more strategic and prompt control actions. Therefore this research 

considers existing theoretical literature concerning the dynamics of the problems and adopts a 

mathematical modeling framework and comes up with a system of differential equations that 

presents the problems for more understanding of the dynamics of the problems in the human 

population. Moreover, the equilibrium points and basic reproduction number of the model have been 

obtained. The research effort concludes the problems of drug abuse, related infection and violence 

can be eliminated in human population by taking care of the parameters in the basic reproduction 

number of the model. However, the research effort can be extended where a particular disease can be 

considered in place of DI  and any relevant measures for controlling the problems.     

Keywords: Illicit Drug-Abuse, Diseases, Violence, SDGs, Socio-Economic Development 

1. Introduction 

Controlling diseases to promote Good Health and Well-Being, controlling violence to promote Peace 

and Justice, and eliminating Poverty to promote Economic Growth are among the 17 goals which the 

world is moving towards sustaining by the United Nations (UN, 2023) but unfortunately, the 

consequences of drug abuse in the human population world over including the related illnesses and 

violence hinder development in many countries of the world based on revelation from the United 

Nations Office on Drug and Crime (UNODC, 2013) as according to the World Drug Report (WDR, 

2022), the epidemic of non-medical use of tramadol in North Africa, West Africa, the Near and 

Middle East and South West Asia, continued to alarm great health risks in recent years. It has been 

revealed that weed remains the most commonly abused drug where 200 million individuals 

consumed it with more than 11 million people who inject drugs and 62 million individuals who use 

opioids in 2019. It has been projected that the number of people who use or abuse drugs in Africa 

will increase by about 75% by the year 2030 (UNODC, 2021) with the most unfortunate situation 

that drug abuse occurs more frequently in young people than in other age groups (UNODC 2, 2023), 

and in order to achieve those UNs’ objectives, this terrible situation of drug abuse needs to be 

addressed urgently. 

mailto:skalabuahmad@fptb.edu.ng
mailto:byusuf@fptb.edu.ng
mailto:haminu@fptb.edu.ng
mailto:uusamatu@fptb.edu.ng
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2. Literature Review 

Drug abuse is the illicit consumption of any naturally occurring or pharmaceutically prepared 

substance for changing the consumer’s feeling, thinking, or behavior with no consideration given to 

the resulting dangerous physical and mental side-effects it produces on the consumers (Salisu, et al., 

2021). Addiction is defined as a chronic, relapsing brain disease that is characterized by compulsive 

drug acquisition and use, despite the numerous harmful consequences it results. It is considered a 

brain disease because drugs change the brain’s shape and functions National Institute on Drugs and 

Addiction (NIDA, 2014). This is considered as the next progression stage of drug abuse. Drug 

dependence is regarded as a stage of drug abuse when the abuser can no longer perform without 

consuming the addicted drug. This is considered as next progression stage of drug addiction. Drug 

tolerance is the administration of a higher quantity of drugs to obtain the effect it has on the organism 

which a lower dose or administration cannot produce as a result of tolerance by  the body system of 

the organism (Abraham, 2012). This is considered as next progression stage of drug dependence. 

Mental illness is developed in abusers as a result of long time consumption of drugs of abuse. Drug 

abuse and mental illness often co-exist as drug impairs the brain (NIDA, 2014). This is considered as 

next progression stage of drug tolerance. Once a person is declared mentally ill, such a person is 

considered insignificant or irrelevant in terms of productivity. Drugs or substances abuse especially 

alcoholism do not only induce significant defects in the body’s immune cells (i.e., pathogens) by 

interfering with multiple aspects of the immune response but also results increased risk and severity 

of infections. Alcohol abuse severity of infection has been demonstrated particularly well for 

infections or drug related illnesses of respiratory tract, especially bacterial pneumonia and 

tuberculosis, prevalence of hepatitis C and HIV (Patricia, 2010). Violence is considered as any form 

of unwanted behavior or action that causes physical or psychological discomfort, threat, harm, 

deprivations, or even death to one-self as personal violence, or other individual(s) as interpersonal 

violence. Violence could be domestic or otherwise (Salisu, et al. 2021). Different kinds of violence 

have been claiming the lives of people all over the world where it has been projected that by the year 

2030, The number of annual direct conflict deaths is anticipated to exceed 100,000 (Claire, 2017). 

There is relationship between drug abuse and violence in the sense that involvement in drug abuse 

can increase the risks of being perpetrator of violence, while experiencing violence can in turn, 

increase the risks of initiating illicit drug abuse (Amanda, et al., 2009). 

Understanding of the economic costs of- production of drugs of abuse, economic deprivation on the 

abusers, drugs-related illnesses treatments, and drugs-related crimes control is necessary to develop 

policies that reduce such costs and investing into the economy. Even though it is difficult to ascertain 

due to the conservative interest in some of the estimates for individual substances, an estimated 

turnover of around $400 billion per annum is considered realistic in drug production where the figure 

can be compared to estimates of over $500 billion that are based solely on the average of minimum 

and maximum prices in the United States (UNODC, 2023). It has been identified that drug addiction 

amongst youths is one of the global menace that has negatively affected their development and 

productivity (Eguda et al. 2022). Addictive substances such as alcohol and tobacco account for 

nearly 5 million deaths annually worldwide and psychological researchers predicted that the ideation 

of suicide in People Living with HIV (PLHIV) include- development of concurrent substance-use, 

past history of personal depression, and hopelessness in life (Jamerlia 2021). Moreover, in Nigeria 
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for instance, groups mostly affected by HIV/AIDS infection are injecting drug abusers, commercial 

sex workers, and homosexuals where the three groups constitute only 3.4% of the population but 

contributing about 32% new HIV/AIDS infections (Adewolfe, 2021). 

Based on the literatures considered by the research, there is need to more comprehensively 

understand the dynamics of drug abuse, drug-related diseases and violence for taking more 

sophisticated and urgent control measure for strengthening of the economy instead of using huge 

sums of money in production of drugs and control of drug-related diseases and violence world over. 

3. Methodology of the Model Formulation 

In order to formulate the model we based the research on the existing theoretical literature 

concerning the dynamics of drugs-abuse and its related infections and violence; and we also use the 

following assumptions to realize the model: 

i. Total population is sub-divided into eight (8) classes of individuals where Susceptible 

persons are designated by S , Light drug abusers designated by L , drug Addicted persons 

designated by A , drug Dependent persons designated by D , drug Tolerant persons 

designated by T , drug Mentally ill persons designated by M , those who acquired various 

kind of drug-related Illnesses designated by DI and drug-related Violent persons designated 

by DV ;  

ii. Due to disgusting state of higher class abusers (in D , T  and M ), there is no effective 

contacts between susceptible persons and those in the higher classes of abusers; 

iii. New recruitment into the system is in the susceptible class; and 

iv. The population is not affected by migration. 

3.1 The model variables and parameters  

Variables/Parameters  Description  

( )S t  Number of susceptible individuals at time t  

( )L t  Number of light drug abusing individuals at time t  

( )A t
 

Number of addicted drug abuse individuals at time t  

( )D t
 

Number of dependent drug abusing individuals at time t  

( )T t
 

Number of tolerant drug abusers at time t  

( )M t
 

Number of mentally ill drug abusers at time t  

( )DI t
 

Number of drug-related Infected individuals at time t  
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( )DV t
 

Number of drug-related Violent persons at time t  


 

New recruitment rate into the population 


 Is drug abuse transmission rate 


 Is transmission modification parameter for addicted persons 

  Is natural death rate in all the subclasses 

1  Is acquired infection rate from L  to DI   

2  Is acquired infection rate from A  to DI   

3  Is acquired infection rate from D  to DI   

4  Is acquired infection rate from T  to DI   

5  Is acquired infection rate from M  to DI   

1  Is progression rate from L  to A  

2  Is progression rate from A  to D  

3  Is progression rate from D  to T  

4  Is progression rate from T  to M  

1  Is acquired violence rate from L  to DV  

2  Is acquired violence rate from A  to DV  

3  Is acquired violence rate from D  to DV  

4  Is acquired violence rate from T  to DV  

5  Is acquired violence rate from M  to DV  

1  
Is drug abuse induced death rate in L  

2  
Is drug abuse induced death rate in A  

3  
Is drug abuse induced death rate in D  

4  
Is drug abuse induced death rate inT  

5  
Is drug abuse induced death rate in M  

6  
Is death rate due to infection in DI  

7  
Is death rate due to violence in DV  
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3.2 The model flow diagram 

 

 

Figure 1: Flow diagram of the model. 

with ( )2X  = + , ( )3Y  = +  and ( )4Z  = + .   

 

3.3 The Model Equations 

( )
dS S

L A S
dt N

  =  − + −                (1) 

( ) ( )1 1 1

dL S
L A L

dt N
     = + − + + +               (2) 
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( )1 2 2 2

dA
L A

dt
    = − + + +                    (3) 

( )2 3 3 3

dD
A D

dt
    = − + + +                (4) 

( )3 4 4 4

dT
D T

dt
    = − + + +                (5) 

( )4 5 5 5

dM
T M

dt
    = − + + +                (6) 

( )1 2 3 4 5 6

D

D

dI
L A D T M I

dt
      = + + + + − +              (7) 

( )1 2 3 4 5 7

D

D

dV
L A D T M V

dt
      = + + + + − +              (8) 

where,   

D DN S L A D T M I V= + + + + + + +                    (9) 

Subject to the initial condition, 

0 0 0 0 0 0 0 0(0) , (0) , (0) , (0) , (0) , (0) , (0) , (0)D D D DS S L L A A D D T T M M I I V V= = = = = = = =                   (11) 

4. Model Analysis      

To analyze the model, we obtained drug abuse, infection and violence free as well as endemic 

equilibrium points of the model, and basic reproduction number of the model at the problems-free 

equilibrium point.  

 

4.1 The Equilibrium Points      

At infection and violence free, we equate the rate of changes, drug abuse, infection and violence 

variables to zero in equations (1) to (8) and obtained the drug abuse infection and violence free 

equilibrium point thus: 

0 ( , , , , , , , ) ,0,0,0,0,0,0,0D DE S L A D T M I V


 
= =  

 
          (12)     
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Whereas at the that point, every individual in the entire population stands the chance to be 

susceptible therefore, 

S N                  (13)  

In the presence of drug abuse, infection and violence, we equate the rate of changes to zero and 

obtained the simplified form of the endemic equilibrium point thus: 

( )( )
( )

( )

( )

( )

( )

1

2

1

1 1

1

2

3

1

3

4

4

5

6 1 2 3 4 5

1 3 4 5 1

7 6 7 8 9 10

1 3 4 5 1

,

,

,
,

,

,
,

,

,
,

,

,
,

,

D

D

g L

g A

L g N g LS

g LL

AA

gD
E

DT

gM

TI

gV

g B B B B B

g g g g L

g B B B B B

g g g g L







  

 







  

  

− 
 
 
 
 
 
 − −   

  − 
   
   
  
 = = 
  
  
  
  
   
  

 + + + +


−
 + + + +

 − 
















           (14)    

with, 

( )1 1 2 3 4 5 1 ,B g g g g g L A  = − ( )( )2 2 1 3 4 5 1 1 ,B g g g L g N g L    = − −

( )3 3 2 1 4 5 1 ,B A g g g L    = − ( )4 4 3 1 3 5 1 ,B D g g g L    = − ( )5 5 4 1 3 4 1 ,B T g g g L    = −

( )6 1 2 3 4 5 1 ,B g g g g g L A  = − ( )( )7 2 1 3 4 5 1 1 ,B g g g L g N g L    = − −

( )8 3 2 1 4 5 1 ,B A g g g L    = − ( )9 4 3 1 3 5 1 ,B D g g g L    = − ( )10 5 4 1 3 4 1B T g g g L    = − ; 

               (15) 

and, 

( )1 1 1 1 ,g    = + + + ( )2 2 2 2 ,g    = + + + ( )3 3 3 3 ,g    = + + + ( )4 4 4 ,g    = + + +

( )5 5 5 5 ,g    = + + + ( )6 6 ,g  = + ( )7 7g  = +        (16) 

4.2 Basic Reproduction Number      
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We used the next generation matrix approach according to (Driessche and Watmough, 2002) and 

obtained the basic reproduction number based on which we analyzed the local stability of the model. 

The Jacobian matrix of the transmission matrix of the model (1) to (8) evaluated at (12) and (13) 

while considering S N=  is, 

1

2

3

4

1 2 3 4 5

1 2 3 4 5

0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0

0 0

F

 









    

    

 
 
 
 
 

=  
 
 
 
 
 

 

And the inverse of the transition matrix is, 

1

2

3

1

4

5

6

7

1
0 0 0 0 0 0

1
0 0 0 0 0 0

1
0 0 0 0 0 0

1
0 0 0 0 0 0

1
0 0 0 0 0 0

1
0 0 0 0 0 0

1
0 0 0 0 0 0

g

g

g

V
g

g

g

g

−

 
 
 
 
 
 
 
 
 
 

=  
 
 
 
 
 
 
 
 
  
 

 

Now the basic reproduction number 0( ) which is the threshold eigenvalues of the ( )1FV −  matrix 

is, 

( )0 2 1 1

1 2

1
4g g

g g


  
 

 = + +  
 

             (16) 

In order to ensure stability of the problems-free steady state of the model, the basic reproduction 

number has to be kept less than zero by watching the parameters involved especially the most 

sensitive amongst. 
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5. Results and Discussion      

Mathematical model depicting the dynamics of drug abuse, related infection and violence has been 

posed and problems-free and endemic equilibrium points of the model have been obtained. The basic 

reproduction number of the model has been obtained and used in order to guide on achieving the 

problems-free society. 

6. Conclusion      

We obtained a mathematical model that describes the dynamics of drug abuse, related infection and 

violence, and realized the steady states as well as the basic reproduction number of the model which 

translates to possibility of eradication of the problems in human population. Moreover, controlling 

drug abuse will go a long way in controlling its related diseases and violence which can speeds up 

achieving some of the SDGs in the world. However, this research effort has been done without 

specifically considering any disease that is acquired through drug abuse in place of DI , and specific 

control measure(s) for the problems. Therefore, the model gives room for further studies and possible 

extensions. 
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Abstract 

Lassa fever, a viral infection transmitted by rodents, has emerged as a significant global health 

concern in recent times. It continues to garner significant attention daily basis owing to its rapid 

transmission and deadly nature. In this study, the Homotopy Perturbation Analysis was conducted to 

examine the spread and control of Lassa fever. The human population was categorized into 

susceptible, exposed, infected, and recovered compartments, while the rodent population was divided 

into susceptible and infected recovered compartments. By applying the Homotopy Perturbation 

Analysis to the nonlinear differential equations associated with these compartments, we were able to 

obtain the analytical solution for the spread and control of Lassa fever. The nonlinear differential 

equations were integrated into the Homotopy Perturbation framework and solved to form a power 

series solution. Finally, the final approximate solutions were obtained and simulation results were 

generated from the general solution graphically. 

Keywords — Homotopy Perturbation Method, Lassa fever, Nonlinear Differential Equations 

1.  INTRODUCTION 

In light of their rapid transmission and the severity of diseases such as HIV/AIDS, measles, 

tuberculosis, cholera, diarrhea, COVID-19, and Lassa fever Lassa fever infection continues to 

receive a lot of attention daily (Olumuyiwa et al., 2020; Agbata et al., 2021). Lassa Fever is a 

zoonotic illness characterized by acute hemorrhagic symptoms, which is caused by the Lassa virus. 

This virus is primarily transmitted from animals to humans, with the Mastomys natalensis serving as 

its reservoir host. (Rodent) (Akinpelu and Akinwande, 2019; Anorue and Okeke, 2020). According to 

reports, one in every five infections leads to a severe case of the disease, wherein the virus impacts 

crucial organs like the liver, spleen, and kidneys (WHO, 2017). The virus can be transmitted to 

individuals by coming into contact with household items, food, water, or air that has been 

contaminated by the droppings or urine of infected multimammate rats (Mastomyces natalensis). 

Additionally, direct contact with infected rats or exposure to the virus blood, tissue, secretions, or 

excretions of a person with Lassa virus can lead to person–person transmission. Contaminated 

medical equipment, like reused needles, also poses a risk of transmission (CDC, 2019; Collins and 

Okeke, 2021; Anorue and Okeke, 2020;  Bakare et al., 2020). 

The period of incubation for Lassa fever can vary between 6 to 21 days. The initial symptoms 

typically include fever, weakness, and malaise, followed by headache, sore throat, muscle pain, chest 

pain, nausea, vomiting, diarrhoea, cough, and abdominal pain. In severe cases, patients may 

experience facial swelling, fluid accumulation in the lungs, bleeding from various parts of the body, 

low blood pressure, presence of protein in the urine, shock, seizures, tremors, disorientation, and 

even coma in advanced stages (Sulaiman and Ibrahim, 2018; WHO, 2017). Fatal cases typically 

result in death within 14 days of onset. The disease becomes particularly severe in the late stages of 

pregnancy, with over 80% of cases experiencing maternal death and/or fetal loss during the third 

trimester (Sulaiman and Ibrahim, 2018; WHO, 2017). 
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Ribavirin appears to be an effective antiviral drug for treating for Lassa fever virus during the initial 

stages of the illness (WHO, 2017). In the event of a Lassa fever outbreak within a community, swift 

isolation of infected individuals, proper infection prevention and control measures, and thorough 

contact tracing are essential to halt the spread of the disease. It is crucial to promote “community 

hygiene” practices that deter rodents, such as securing food in rodents-proof containers, disposing of 

garbage away from homes, and maintaining clean living spaces. Additionally, family members 

should take precautions to avoid contact with blood and bodily fluids when caring take precautions 

to avoid contact and bodily fluids when caring for sick individuals, while healthcare and laboratory 

workers must adhere to strict infection control protocols to minimize the risk of exposure to 

contaminated materials (WHO, 2017; CDC, 2019; Adebayo et al., 2015). 

Dr. Ji Huan He, a Chinese researcher, introduced Homotopy Perturbation Method (HPM) in 1998 to 

solve both linear and nonlinear differential and integral equations. This method, which involves a 

series expansion, is particularly useful in tacking non-linear partial differential equations Jiya (2010). 

The HPM method utilizes a power series to convert the original non-linear differential equation into 

a series of linear differential equations Padma et al. (2021). This method combines the traditional 

perturbation and the homotopy method Anorue and Okeke (2020), providing a direct approach to 

obtaining analytical or approximatively solutions for a wide range of problems in various domains, 

by integrating topological homotopy with traditional perturbation techniques Otoo et al, this 

approach has proven successful in solving linear and nonlinear functional equations, yielding exact 

solutions and ensuring accurate quantitative predictions using the Homotopy Perturbation technique 

(HPM) Mechee and Al-Juaifri (2018). The accuracy of the Homotopy Perturbation Method (HPM) 

has led to its application in epidemic modeling. 

2. Literature Review 

In the study conducted by Mechee and Al-Juaifri (2018), they suggested utilizing the Homotopy 

Perturbation method approach for the SIR model with vital dynamics and constant population. The 

application of this approach yielded an effective and highly precise approximate solution. Padma et 

al. (2021) also employed the Homotopy Perturbation Method to solve the SIR infectious disease 

model by integrating vaccination. The (HPM) was utilized to derive an approximate solution for each 

compartment of the model. The resulting approximate solution was then utilized to visually represent 

the model, providing a better comprehension of the dynamics of the infectious disease. Furthermore, 

Ayoade et al. (2020) introduced Homotopy Perturbation Method to a SIR mumps model and the 

theoretical outcomes validated the effectiveness and suitability of HPM in solving epidemic models. 

Ojo et al. (2021) developed a deterministic model using systems of ordinary differential equations to 

investigate the transmission dynamic of Lassa fever in the population. The population was divided 

into human and rodent compartments. Their findings suggest that implementing control strategies 

and methods aimed at reducing rodent populations and minimizing transmission from rodents to 

humans would contribute to the effective management of Lassa fever in the population. In a separate 

study, Padma et al. (2021) utilized the modified Homotopy perturbation method to solve and analyze 

the transmission of the SIR model of this disease. The derived analytical expression of the population 

of the susceptible group S(t), the infected group I(t), and the recovered group R(t) at all-time values. 

The Homotopy Perturbation Method was then applied to the nonlinear differential equations 

representing the different compartments. By incorporating the nonlinear differential equations into 

Homotopy Perturbation constructor, they obtained the analytical solution for the transmission 

dynamics of Lassa fever in the form of a power series.  Peter and Awoniran (2018) utilized the 

modified Homotopy perturbation method to solve and examine the transmission of the SIR model of 
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the particular disease. The analytical expression for the population of the susceptible group S(t), the 

infected group I(t), and the recovered group R(t) is derived for all time. Hence, this study aims to 

employ the Homotopy Perturbation Method to deduce the analytical solution of the spread and 

control of Lassa fever. The study also addresses the impact of different parameters, we conducted 

numerical simulation using MAPLE 17 and compared the results with our analytical findings. In this, 

article, we employ the homotopy perturbation analysis to investigate the spread and control of Lassa 

fever. 

2.1. Basic Ideas of Homotopy Perturbation Method 

The fundamental concept of HPM is demonstrated in this section.  

Consider (1) that provides the differential equation 

, 

( ) ( ) 0,A U f r− = r                    (1)

  

subject to the boundary condition (2). 

, 0
U

B U
n

 
= 

 
,   r                    (2) 

A is a general differential operator, B is a boundary operator, ( )rf  is a known analytical function 

and Γ represents the boundary of the domain Ω. The operator A can be split into linear (L) and 

nonlinear (N) components. Hence, equation (1) can be expressed as (3). 

( ) ( ) ( ) 0L U N U f r+ − =                    (3) 

An artificial parameter p can be embedded in (3) as (4). 

( ) ( ) ( ) 0L U p U f r+ − =                    (4) 

Where [0,1]P  is an embedding parameter (also called as an artificial parameter) 

Using the homotopy technique, proposed by He (1999), we construct a homotopy;  

: ( , ) : [0,1]H v r p R →  which satisfies (5) 

( ) ( ) ( ) ( ) ( ) ( )0,P 1 0H V P L V L U P A V f r= − − + − =                       (5) 

And (6) 

( ) ( ) ( ) ( ) ( ) ( )0 0,P 0H V L V L U PL U p N V f r= − + + − =                   (6) 

At 0p =  

0(v,0) (v) (u ) 0H L L= − =                    (7) 
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And  at 1p =  

(v,1) (u) (u) (r) 0H L N f= + − =                  (8) 

The transition process of p  from zero to unity is just that of ( ),  v r p from ( )0u r to ( )u r . In 

topology, this is referred to as deformation 0(v) (u )L L− and (u) (u) (r)L N f+ − is called homotopic. 

Following the HPM, we can introduce the embedding parameter p as a small parameter and express 

that the solutions of equations (7) and (8)can be written as a power series p as indicated in  (9) 

2
0 1 2 ...V V pV p V= + + +                    (9) 

The results in the approximate solution of equation (1) may then also be obtained as (10) 

2
0 1 2lim ...

1

U v v pv p v

p

= = + + +

→
                 (10) 

Which is the convergence series solution 

3. Methodology 

3.1 Disease Model  

The nonlinear differential equations system is derived from the compartments model and 

incorporated in the Homotopy Perturbation Method. Subsequently, the equations were resolved to 

obtain analytical solutions for individual compartments. The spread of Lassa fever involves the 

interplay between human populations and rodent populations Usman and Adamu, (2018). 

In this study, a six-compartmental model for the spread and control of Lassa fever is constructed 

using ordinary differential equations. The total human population at time t denoted by N is divided 

into four compartments namely; susceptible ( )hS t , exposed ( )hE t , infectious ( )hI t , and recovered 

( )hR t . Thus, the total human population ( )hN t is given as: 

( )hN t = ( )hS t + ( )hE t + ( )hI t + ( )hR t                    

(11) 

Again, the total rodent population at a time t denoted by ( )rN t which is divided into two 

compartments, namely: susceptible rodents ( )rS t and infectious rodents ( )rI t . Thus, the total rodent 

population ( )rN t is given as: 

( )rN t = ( )rS t + ( )rR t                  (12) 

3.2 Formulation of the Model 

1)Susceptible Human ( hS ) 

This indicates the individuals within the entire human population that are susceptible to the 

disease. The population of susceptible humans hS is populated by immigration or birth at a rate 

h , and from recovered individuals due to their loss of immunity at the rate h hR . The 
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susceptible human population is depopulated by infection following effective contact with 

infected individuals at the rates. The parameter h  represents the effective transmission 

probability of humans, which could be through direct contact with contaminated food by the 

urine or excretes of an infectious infected rodent, or laboratory transmissions that is sharing of 

medical equipment with infectious individuals without adequate sterilization Mayowa and Emile, 

(2022).We assume that all susceptible humans are further reduced by natural death at rate h .  

2) Exposed Human ( hE ) 

The Exposed humans are those that carry the bacteria but are not capable of infecting susceptible 

humans. The exposed human population is proven from an infection occurring from the 

susceptible population. This populace is reduced by natural death h   and the disease progression 

to the infectious population at the rate  h . It is imperative to note that, exposed humans are 

infected with the Lassa fever virus but are not showing symptoms yet. Following the disease 

incubation period which is between 6 − 21 days (Sulaiman and Ibrahim, 2018; WHO, 2017). 

Such individuals progress to infectious population. This is the stage whereby they start showing 

symptoms of the disease.  

3) Infected Human ( hI ) 

An infected human is any individual who has the pathogen and shows symptoms of the disease. 

The infectious human compartment is generated as a result of the rate from the exposed human 

population. The population is reduced by the recovery rate due to treatment at rate h  and 

disease-induced death (death caused by Lassa fever) at the rate h  and natural death at the rate 

h . 

4) Recovered Human ( hR ) 

Following early treatment of individuals and diagnosed of Lassa fever disease, such individuals 

recover and progress to increase the recovered human population. However, since recovered 

individuals can be re-infected of the disease Mayowa and Emile, (2022) the recovered human 

populace is reduced by loss of immunity at rate h and natural death at the rate h .  

     5)Susceptible Rodent ( rS ) 

Susceptible rodents’ population is established by the birth of rodents at a certain rate r .This group is 

reduced by natural death at a specific rate r , and is additionally decreased after being infected 

with Lassa virus from coming into contact with an infectious human or rodent at the rate. The 

parameters r  represents the effective transmission probability from human-to rodent and the 

effective transmission probability from rodent-to-rodent.  

5) Infected Rodent ( rI ) 

The infectious rodent population is derived from infection occurring from the susceptible rodent 

population, while depopulated by natural death of rodents at rate r .  
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3.3 Nonlinear Equations of the Model  

The nonlinear system of differential equations is obtained by merging the equations for the various 

compartments. 

 

( )

( )

( )

0

0

0

0

0

0

h
h h h h h h h

h
h h h h h

h
h h h h h h

h
h h h h h

r
r r r r r

r
r r r r

dS
R S S

dt

dE
S E

dt

dI
E I

dt

dR
I R

dt

dS
S S

dt

dI
S S

dt

  

 

   

  

 




= + − − = 


= − + =


= − + + =


= − + =


= − − =



= − = 


        

                          (13) 

Where, 

 h  Recruitment rate of humans through birth or immigration 

h  Immunity waning rate of humans 

h  Disease progression rate from exposed to infectious human 

h  Recovery rate of infectious humans 

h  Natural death rate of humans 

h  Disease induced death rate for humans 

h  Transmission probability from human-to-human and human-to-rodents 

r   Transmission probability from human-to-rodent and rodent-to-rodent 

r  Recruitment rate of rodents through birth 

r  Natural death rate of rodents 

          

Let the initial conditions or approximate are as follows;  

(0) ,E (0) , I (0) ,R (0) r , (0) , I (0)h o h o h o h o r o r oS s e i S k r= = = = = =            (14) 

3.4 Assumptions of Homotopy Perturbation Method  

To ascertain the analytical solution of the model, the embedding parameter " p " from (5) is utilized 

as a small parameter based on the Homotopy perturbation approach. It assumed that the solution of 

the equations can be represented as a power series in the form of (15) 
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2
0 1 2 ...V V pV p V= + + +                   (15)

  

Setting 1p = results in the approximate solution of equation (15) 

2
0 1 2lim ...

1

U v v pv p v

p

= = + + +

→
                (16)

  

This method retains all the advantages of the traditional perturbation method while removing its 

limitations. 

3.5 Application of the Homotopy Perturbation Method to the Compartmental Disease Model 

Equations 

 The Homotopy Perturbation Method is utilized to equations (13) by employing Homotopy 

constructor equation in order to obtain an approximate solution, 

( ) ( ) ( ) ( ) ( ) ( ) ( )0,    1            0H v p p L v L v p L v N v f r      = − − + + − =          (17) 

In order to initiate the process of deriving the analytical or approximate solution of the model, we 

employ Homotopy Perturbation assumption stated in (9) as per the assumption; 

( ) 2

0 1 2 ...hS t S pS p S= + + +                 (18)

  

( ) 2

0 1 2 ...hE t E pE p E= + + +                 (19) 

( ) 2

0 1 2 ...hI t I pI p I= + + +                 (20) 

( ) 2

0 1 2 ...hR t R pR p R= + + +                 (21) 

( ) 2

0 1 2 ...rS t K pK K S= + + +                 (22) 

( ) 2

0 1 2 ...rI t F FI F I= + + +                 (23) 

With the initial conditions given by 

(0) 0,E (0) 0, I (0) 0,R (0), (0) 0, I (0) 0 1,2,3,......hi hi hi hi ri ri iS S= = = = =  =  

Next, nonlinear differential (13) are substituted one after the other into the homotopy constructor in 

(17); 

Firstly, substituting the first equation (13) into (17) gives 

( )1 0h h h h h h h

dS dS
p p R S S

dt dt
  

 
− + + + − − = 

 
             (24) 
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0h h h h h h h

dS dS dS
p p p p R p S p S

dt dt dt
  − + + + − − =                 (25)

                           

0h h h h h h h

dS
p p R p S p S

dt
  + + − − =                (26) 

Again, substituting (18) and (21) into (26) 

( ) ( ) ( )

( )

2 2 2

0 1 2 0 1 2 0 1 2

2

0 1 2

... ... ...

...

h h h

h

d
S pS p S p R pR p R p S pS p S

dt

p S pS p S

 



+ + + + + + + + − + + +

− + + +

              

                        

(27) 

Then again, grouping the coefficient powers of p in (27) 

0 : 0
ds

p
dt

=                                     (28) 

1 1
0 0 0: 0h h h h

ds
p R S S

dt
  + + − − =                   (29) 

2 2
1 1 1: 0h h h

ds
p R S S

dt
 + − − =                   (30) 

Also, by substituting second equation (13) into (17) 

( ) ( )1 0h h h h h

dE
p p S E

dt
 − + − + =                 (31) 

( ) 0h h h h h

dE dE dE
p p p S p E

dt dt dt
 − + + − + =              (32) 

( ) 0h h h h h

dE
p S p E

dt
 + − + =                (33) 

Again, substituting (18) and (19) into (33) 

( ) ( )

( ) ( )

2 2

0 1 2 0 1 2

2

0 1 2

... ...

... 0

h

h h

d
E pE p E p S pS p S

dt

p E pE p E 

+ + + + + + +

− + + + + =

            (34) 

Then again, grouping the coefficient powers of p in (34) 

0 0: 0
dE

p
dt

=                   (35) 
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( )1 1
0 0: h h h

dE
p S E

dt
 + − +                  (36) 

( )2 2
1 1: h h h

dE
p S E

dt
 + − +                 (37) 

Also, by substituting third equation (13) into (17) 

( ) 0h
h h h h h h

dI
E I

dt
   = − + + =                 (38) 

( ) ( )( )1 0h h h h h h

dI
p p E I

dt
   − + − + + =                (39) 

( ) ( ) 0h h h h h h

dI dI dI
p p P E p I

dt dt dt
   − + + − + + =                (40) 

( ) ( ) 0h h h h h h

dI
P E p I

dt
   + − + + =               (41) 

Again, substituting (19) and (20) into (41) 

( ) ( ) ( )( )2 2 2

0 1 2 0 1 2 0 1 2... ... ...h h h h

d
I pI p I p E pE p E p I pI p I

dt
   + + + + + + + − + + + + +  

                  

                   (42) 

Then again, grouping the coefficient powers of pin (42) 

0 0: 0
dI

p
dt

=                     (43) 

 ( )1 1
0 0: h h h h

dI
p E I

dt
   + − + +                  (44) 

( )2 2
1 1: h h h h

dI
p E I

dt
   + − + +                  (45) 

Also, by substituting the fourth equation (13) into (17) 

( ) ( )1 0h h h h h

dR
p p I R

dt
  − + − + =                  (46) 

( )h h h h h

dR dR dR
p p p I p R

dt dt dt
  − + + − +               (47) 

( )h h h h h

dR
p I p R

dt
  + − +                   (48) 

Again, substituting (20) and (21) into (48) 
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( ) ( ) ( )( )2 2 2

0 1 2 0 1 2 0 1 2... ... ...h h h

d
R pR p R p I pI p I p R pR p R

dt
  + + + + + + + − + + + +   

                      (49) 

Then again, grouping the coefficient powers of p in equation (49) 

0 0: 0
dR

p
dt

=                       (50) 

( )1 1
0 0: 0h h h

dR
p I R

dt
  + − + =                  (51) 

( )2 2
1 1: 0h h h

dR
p I R

dt
  + − + =                    (52) 

Also, by substituting fifth equation (13) into (17) 

( )1 0r r r r r

dS dS
p p S S

dt dt
 

 
− + + − − = 

 
              (53)

  

0r r r r r

dS dS dS
p p p p S p S

dt dt dt
 − + + − − =               (54)

  

0r r r r r

dS
p p S p S

dt
 + − − =                (55)

  

Again, substituting (22) into (55) 

( ) ( )

( )

2 2

0 1 2 0 1 2

2

0 1 2

... ...

...

r r

h

d
K pK p K p p K pK p K

dt

p K pK p K





+ + + + − + + +

− + + +

           (56)

  

Then again, grouping the coefficient powers of p in equation (3.292)  

0 : 0
dK

p
dt

=                   (57)

      

1 1
0: ( ) 0r r r

dK
p K

dt
 + − − =                (58)
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2 2
1: ( ) 0r r r

dK
p K

dt
 + − − =                (59) 

Also, by substituting sixth equation (13) into (17) 

( )  1 0r r r r

dI
p p S I

dt
− + − =               (60)

  

0r r r r

dI dI dI
p p p S p I

dt dt dt
− + + − =              (61)

  

0r r r r

dI
p S p I

dt
+ − =                (62) 

Again, substituting (22) and (23) into (62) 

( ) ( )

( )

2 2

0 1 2 0 1 2

2

0 1 2

... ...

... 0

r

r

d
F pF p F p K pK p K

dt

p K pK p K

+ + + + + + +

− + + + =

      

                 (63) 

Then again, grouping the coefficient powers of p in equation (63)  

0 0: 0
dF

p
dt

=                  (64)

  

1 1
0 0: r r

dF
p K F

dt
+ −                  (65) 

2 2
1 1: r r

dF
p K F

dt
+ −                  (66)

  

 

Firstly, the equations obtained by combining the coefficient powers of p  are integrated with respect 

to time t . The equation related with powers 
op  " are integrated first and from the initial conditions 

of homotopy perturbation; 

Thus, integrating equation (28) that is 0
dS

dt
=                

(67) 

0( )hoS t s=                   (68) 
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Integrating equation (35) that is 0
dE

dt
=               (69) 

0( )hoE t e=                   (70) 

Integrating equation (43) that is 0
dI

dt
=                

(71) 

0( )hoI t l=                   (72) 

Integrating equation (50) that is 0
dR

dt
=            (73) 

0( )hoR t r=                   (74) 

Integrating equation (57) that is 0
ds

dt
=               

(75) 

0( )roS t k=                   (76) 

Integrating equation (64) that is 0
dI

dt
=               (77) 

0( )roI t f=                   (78) 

The procedure is continued by integrating the equations associated with powers 
1s with respect to 

time t ; Thus, integrating (29) that is 

1
0 0 0h h h h

ds
R S S

dt
  = + − −                   (79) 

 1 0 0 0h h h hds R S S dt  = + − −                 (80) 

Substituting (68) and (74) into (80) 

 1 0 0 0h h h hds r s s dt  = + − −                (81) 

 1 0 0 0h h h hs r s s dt  = + − −                   (82) 

 1 0 0 0( ) h h h hs t r s s t c  = + − − +                 (83) 

At ( ) 0;S(0) 0;t = =  c 0=  

( )1 0 0 0( ) h h h hs t r s s t  = + − −                 (84) 
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Integrating (36) 

( )1
0 0h h h

dE
S E

dt
 = − +                   (85) 

( )( )1 0 0h h hdE S E dt = − +                (86) 

Substituting (68) and (70) into (86) 

( )( )1 0 0h h hE s e dt = − +                 (87)  

( )( )1 0 0( ) h h hE t s e t c = − + +                          (88) 

At 10; (0) 0; 0t E c= = =  

( )( )1 0 0( ) h h hE t s e t = − +                          (89) 

Integrating (43) 

( )1
0 0h h h h

dI
E I

dt
   = − + +                (90) 

( )( )1 0 0h h h hdI E I dt   = − + +                    (91) 

Substituting (70) and (72) into (91) 

( )( )1 0 0h h h hI e l dt   = − + +                (92) 

( )( )1 0 0( ) h h h hI t e l t c   = − + + +                     (93) 

10;I (0) 0; 0t c= = =  

( )( )1 0 0( ) h h h hI t e l t   = − + +                   (94) 

Integrating (51) 

( )1
0 0h h h

dR
I R

dt
  = − +                 (95) 

( )( )1 0 0h h hdR I R dt  = − +                 (96) 

Substituting (72) and (74) into (96) 

( )( )1 0 0h h hR l r dt  = − +                  (97) 

( )( )1 0 0( ) h h hR t l r t c  = − + +                 (98) 

10;R (0) 0; 0t c= = =  
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( )( )1 0 0( ) h h hR t l r t  = − +                 (99)  

Integrating (58) that is 

1
0 0r r r

dk
K K

dt
 = − −                             (100) 

 1 0 0r r rdk K K dt = − −               (101) 

Substituting (76) into (101) 

 1 0 0r r rk k k dt = − −               (102) 

 1 0 0( ) r r rk t k k t c = − − +               (103) 

At 1( ) 0;K (0) 0;t = =  c 0=  

( )1 0 0( ) r r rk t k k t = − −               (104) 

Integrating (78) 

1
0 0r r

df
K f

dt
= −                (105) 

( )1 0 0r rdf K F dt= −               (106) 

Substituting (76) and (78) into (106) 

( )1 0 0r rF k f dt= −                (107) 

( )1 0 0( ) r rF t k f t c= − +               (108) 

At 10;F (0) 0; 0t c= = =  

( )1 0 0( ) r rF t k f t= −                (109) 

Lastly, the coefficients with power 
2p  are also integrated with respect to t .  

Integrating (30) 

2
1 1 1 1 0h h

ds
R S S

dt
 + − − =               (110) 

2
1 1 1 1h h

ds
R S S

dt
 = − + +               (111) 

Substituting 1 1( );S (t)R t  into (111) 
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( )( ) ( ) ( )2 0 0 0 0 0 0 0 0 h h h h h h h h h h h h h hds l r t r s s t r s s t          = − − + + + − − + + − −  

                 (112) 

( )( ) ( ) ( )( )2 0 0 0 0 0 0 0 0 h h h h h h h h h h h h h hds l r r s s r s s tdt          = − − + + + − − + + − −  

                 (113) 

( )( ) ( ) ( )( )2

2 0 0 0 0 0 0 0 0 
1

2
h h h h h h h h h h h h h hds t l r r s s r s s c          = − − + + + − − + + − − +             

                 (114) 

At; ( )2  0,  0   0;    0t S c= = =  

( )( ) ( ) ( )( )2

2 0 0 0 0 0 0 0 0

1

2
 h h h h h h h h h h h h h hds t l r r s s r s s          = − − + + + − − + + − −    

                 (115) 

From (37); 

( )2
1 1h h h

dE
S E

dt
 = − + +               (116) 

Substituting 1( )E t and 1( )S t  into (116) 

( ) ( ) ( )( )2
0 0 0 0 0h h h h h h h h h h

dE
r s s t s e t

dt
      = − + − − − + − +         (117) 

( ) ( ) ( )( )2
0 0 0 0 0h h h h h h h h h h

dE
r s s t s e tdt

dt
       = − + − − − + − +          (118) 

( ) ( ) ( )( )22
0 0 0 0 0

1

2
h h h h h h h h h h

dE
t r s s t s e c

dt
       = − − + − − − + − + +         (119) 

At; 20; (0) 0;C 0t E= = =  

( ) ( ) ( )( )22
0 0 0 0 0

1

2
h h h h h h h h h h

dE
t r s s t s e

dt
       = − − + − − − + − +                   (120) 

From (45)  

( )2
1 1h h h h

dI
E I

dt
   = − + + +                 (121) 

Substituting 1( )I t and 1( )E t  into (121) 

( )( ) ( ) ( )( )2
0 0 0 0h h h h h h h h h h h

dI
s s t e l t

dt
         = − − + + + + − + +         (122) 

( )( ) ( ) ( )( )2 0 0 0 0h h h h h h h h h h hdI s s e l t tdt          = − − + + + + − + +                      (123) 
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( )( ) ( ) ( )( )2

2 0 0 0 0

1
( )

2
h h h h h h h h h h hI t t s s e l C          = − − + + + + − + + +         (124) 

At; 20;I (0) 0; 0t C= = =  

( )( ) ( ) ( )( )2

2 0 0 0 0

1
( )

2
h h h h h h h h h h hI t t s s e l          = − − + + + + − + +         (125) 

From equation (52); 

( )2
1 1h h h

dR
I R

dt
  = − + +                (126) 

Substituting 1( )I t and 1( )R t  into (126) 

( )( ) ( ) ( )( )2
0 0 0 0h h h h h h h h h h

dR
e l t l r t

dt
         = − − + + + + − +         (127) 

( )( )( ) ( ) ( )( )2 0 0 0 0h h h h h h h h h hdR e l l r tdt          = − − + + + + − +
          (128) 

( )( )( ) ( ) ( )( )2 0 0 0 0

1

2
h h h h h h h h h hR e l l r C         = − − + + + + − + +         (129) 

At; 20;R (0) 0; 0t C= = =  

( )( )( ) ( ) ( )( )2 0 0 0 0

1

2
h h h h h h h h h hR e l l r         = − − + + + + − +         (130) 

From equation (59); 

2
1 1 0r r r

dk
K K

dt
 + − − =               (131) 

Substituting  1( )K t  into equation (131) 

( ) ( )2 0 0 0 0r r r r r h r r rdk k k t k k t     = − + − − + − −           (132) 

( ) ( )2 0 0 0 0r r r r r h r r rdk k k k k tdt     = − + − − + − −             (133) 

( ) ( )2

2 0 0 0 0

1

2
r r r r r h r r rdk t k k k k c     = − + − − + − − +            (134) 

At; ( )2  0,  k 0   0;    0t c= = =  

( ) ( )2

2 0 0 0 0

1

2
r r r r r h r r rdk t k k k k     = − + − − + − −            (135) 

From equation (66); 
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2
1 1r

dF
K F

dt
+ −                (136) 

Substituting 1( )F t and 1( )K t  into equation (136) 

( ) ( )2
0 0 0 0r r r r r r r

dF
k k t k f t

dt
   = − − − + −            (137) 

( ) ( )( )2 0 0 0 0r r r r r r rdF k k k f tdt   = − − − + −            (138) 

( ) ( )( )2

2 0 0 0 0

1

2
r r r r r r rdF t k k k f c   = − − − + − +           (139) 

At; 20;F (0) 0;C 0t = = =  

( ) ( )( )2

2 0 0 0 0

1

2
r r r r r r rdF t k k k f   = − − − + −            (140) 

From (18) to (23), the approximate solution at 1P = is written as; 

( ) 0 1 2( ) ( ) ...hS t S S t S t= + + +               (141) 

( ) 0 1 2( ) ( ) ( ) ...hE t E t E t E t= + + +              (142) 

( ) 0 1 2( ) ( ) ( ) ...hI t I t I t I t= + + +                (143) 

( ) 0 1 2( ) ( ) ( ) ...hR t R t R t R t= + + +                (144) 

( ) 0 1 2( ) ( ) (t) ...rS t K t K t K= + + +              (145) 

( ) ( ) ( ) ( )0 1 2 ...rI t F t F t F t= + + +              (146) 

Hence, the final approximate solutions of (141) to (146) are obtained as follows; 

( ) ( ) ( )( ) ( ) ( )( ) 2

0 0 0 0 0 0 0 0 0 0 0 0 
1

2
h h h h h h h h h h h h h h h h h h hS t s r s s t l r r s s r s s t             = + + − − − − + + + − − + + − −  

                 (147) 

( ) ( )( ) ( ) ( ) ( )( ) 2

0 0 0 0 0 0 0 0

1

2
h h h h h h h h h h h h h hE t e s s t r s s t s e t         = + − + − + − − − + − +   

                 (148) 

( ) ( )( ) ( )( ) ( ) ( )( ) 2

0 0 0 0 0 0 0

1

2
h h h h h h h h h h h h h h h hI t l e l t s s e l t              = + − + + − − + + + + − + + 

                  

(149) 
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( ) ( )( ) ( )( )( ) ( ) ( )( ) 2

0 0 0 0 0 0 0

1

2
h h h h h h h h h h h h h hR t r l r t e l l r t            = + − + − − + + + + − +  

                 (150) 

( ) ( ) ( ) ( ) 2

0 0 0 0 0 0 0

1

2
r r r r r r r r r h r r rS t k k k t k k k k t       = + − − − + − − + − −         (151) 

( ) ( ) ( ) ( )( ) 2

0 0 0 0 0 0 0

1

2
r r r r r r r r r rI t f k f t k k k f t    = + − − − − + −         (152) 

 

Therefore, equations (147) through (152) represent the analytical solution for the different 

compartments. These equations are structured as a series of solutions, each representing specific 

compartments considered analyzed in the study. By simulating various parameters values based on 

these equations, one can ascertain their impact on the population being studied. 

4. Results and Discussion 

This section shows, the parameter values, graphs generated from the general solution (147) to (152) 

and discussion of the results.   

 Table 1. Parameter values for the series solutions Variables/ Parameters 

Parameters       Value                      Reference   

h   1.20   (Peter et al., 2020a) 

h   Assumed     

h   0.00385   (Peter et al., 2020a)  

h   Assumed    

h   0.003465  (Lakshmikantham et al., 1989 

h   0.00019231  (White et al., 1996)    

h   0.025   (Abdulraheem, 2002)   

r    0.0182   (Peter et al., 2020a)      

r   0.00001    (Abdulraheem, 2002)      

r   0.0038   (Lakshmikantham et al., 1989) 

(0)hS   100   (Peter et al., 2020b) 

(0)hE   20   (Peter et al., 2020b) 

(0)hI   10   (Peter et al., 2020b) 

(0)hR   5   (Peter et al., 2020b) 

(0)rS   1000   (Peter et al., 2020b) 

(0)rI   20   (Peter et al., 2020b) 
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4.1 Results 

This section shows graphs generated from the general solution of our equation (147) to (152) using 

MAPLE. 

 

 

 

 

 

 

 

 

 

Fig. 1: Simulations of result show the relationship between the Exposed Human Compartment and 

time (t) for various values of 0.025h = , 0.045h =  and 0.065h = . 
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Fig. 2: Presents a graphical representation of the Exposed Human Compartment over time (t) for 

various values of 0.00385h = , 0.00585h =  and 0.00785h = . 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3: Represents the graph of the Infected Human Compartment over time (t) for various values of 

0.00385h = , 0.00585h =  and 0.00785h = . 
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Fig. 4 Displays the graph of the Infected Human Compartment over time (t) for various values of 

0.05h = , 0.07h = and 0.09h = . 

 

 

 

 

 

 

 

 

Fig. 5: Present the graph illustrating the Infected Human Compartment against time (t) for varying 

values of 0.05h = , 0.07h = and 0.09h = . 
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Fig. 6: Illustrates the graph of the Infected Rodent Compartment over time (t) for various values of 

0.0182r = , 0.0382r = and 0.0582r = . 

4.2 Discussion of the Results 

Figure 1. The graph distinctly demonstrates that an increase in h leads to a higher population in the 

exposed human compartment, subsequently reducing the susceptible human class. This reduction is 

attributed to contact, which may occur through direct exposure to contaminated food via urine or 

excretes of an infectious rodent, as well as through laboratory transmissions involving the sharing of 

medical equipment with infected individuals without proper sterilization.  

 Figure 2. The graph conspicuously indicates that with an increase in h , the population of the 

exposed human compartment decreases, subsequently resulting in an increase in the infected human 

compartment due to the progression of the disease within the population. 

Figure 3: The graph clearly indicates a decrease in the infected human compartment with time (t), but 

experiences an increment when increases h . This is a consequence of the disease progressing from 

the human exposed class 

Figure 4. The graph illustrates a reduction in the infected human compartment over time, and it 

further diminishes as the recovery rate increases. This highlights the effectiveness and efficiency of 

the recovery rate. 

Figure 5. The graph illustrates that the number of individuals in the recovered human compartment 

decreases over time. However, it increases as the recovery rate rises, showcasing the effectiveness 

and efficiency of the recovery rate. 

Figure 6.The graph distinctly shows that as r increases, the infected rodent compartment becomes 

populated, leading to a reduction in the susceptible rodent class. This occurs due to the effective 

transmission probability from human to rodent and the effective transmission probability from rodent 

to rodent. 

5. Conclusion  

In this paper, the equations representing the different compartments are transformed into first-order 

non-linear differential equations. The system of non-linear equations is then solved using the 

homotopy perturbation method, the final approximate solutions are derived and the simulation results 

are compared, revealing a satisfactory agreement, 
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Abstract 

The study examines the impact of different education strategies on controlling marital conflict, focusing 

on the effective contagion rate as an indicator of conflict spread. The analysis compares the outcomes of 

educating 80% of married men and 20% of married women versus educating 20% of married men and 

80% of married women about the dangers of divorce. The findings reveal that the former strategy fails to 

reduce the effective contagion rate to zero, indicating ongoing conflict propagation within the population. 

In contrast, the latter approach shows a significant reduction in the effective contagion rate initially, 

although it starts to rise again along the trend. To achieve optimal control of marital conflicts, a balanced 

approach is recommended, with a 50% coverage rate of education for both genders. This balanced strategy 

aims to strike a gender equilibrium, ensuring a substantial portion of the population receives education on 

the dangers of divorce. Implementing this comprehensive education approach holds promise for 

minimizing conflict spread, promoting healthier marital relationships, and fostering stable family units. 

However, further research is needed to consider additional factors and long-term effects in understanding 

and addressing marriage conflict dynamics. 

Keywords: Marital conflict, Education strategies, Mathematical model 

Introduction 

Marriage is a complex and dynamic institution that involves the union of two individuals, often with the 

intention of creating a lasting and fulfilling partnership. However, conflicts within marriages are inevitable 

and can have significant ramifications on the well-being of both spouses and their overall relationship. 

Marriage conflicts encompass a wide range of issues, including disagreements over finances, parenting 

styles, communication breakdowns, infidelity, and differences in values and expectations. Numerous 

authors have contributed to our understanding of the causes of marriage conflict. According to Gottman 

and Silver (2015), conflicts often arise from deep-rooted differences in core values and incompatible 

personality traits. Additionally, Fincham and Beach (2010) highlight the role of situational factors, such 

as financial stress or work-related demands, in triggering conflicts within marriages. In their seminal work, 

Johnson and Greenberg (2013) emphasize the significance of attachment styles and the impact of past 

experiences on present relationship dynamics. These authors collectively underscore the multifaceted 

nature of marriage conflict, emphasizing the importance of examining both individual and contextual 

factors. 
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Marriage conflicts can have far-reaching consequences for the well-being of individuals and the stability 

of the relationship. Extensive research by Amato and Previti (2003) demonstrates that unresolved conflicts 

often contribute to marital dissatisfaction, increased likelihood of separation or divorce, and negative 

effects on physical and mental health. Conflictual marriages can also adversely affect children's 

development, as highlighted by Cummings and Davies (2010). Their studies reveal that ongoing marital 

conflict can lead to increased behavioral problems and emotional distress among children. These findings 

underscore the urgency of understanding the consequences of marriage conflict and developing effective 

interventions.  

 

Marital conflict is a universal phenomenon that transcends cultural, socioeconomic, and geographic 

boundaries. It is an essential area of study, as understanding the nature and dynamics of marital conflicts 

can shed light on the challenges faced by couples globally. Marital conflict manifests in diverse ways 

across different cultures. Research conducted by Hofstede (2001) on cultural dimensions revealed that 

societies vary in their approaches to conflict resolution, ranging from more collectivist cultures that 

prioritize harmony and avoiding conflict to individualistic cultures that emphasize open confrontation. For 

example, in collectivist cultures, such as Japan and Korea, maintaining harmony within the family unit 

takes precedence over expressing individual needs, potentially leading to suppressed conflicts.  

 

On the other hand, in individualistic cultures like the United States, direct and assertive communication 

may be more common during marital conflicts. These cultural variations highlight the importance of 

considering context and cultural norms when studying marital conflict. The increasing interconnectedness 

brought about by globalization has had a profound impact on marital relationships worldwide. As societies 

become more globalized, traditional gender roles and expectations within marriages undergo 

transformation. For instance, the entry of women into the workforce and the erosion of traditional gender 

norms have contributed to shifts in power dynamics and decision-making processes within relationships. 

These changes can lead to conflicts as couples negotiate new roles and responsibilities. 

 

Marital conflict, like a social infection, can spread through social interaction, affecting individuals and 

their relationships. Drawing upon the metaphor of infection, this perspective suggests that marital conflict 

can be contagious, with negative emotions and behaviors transmitted between partners and even to others 

within their social networks. Understanding marital conflict as a social contagion offers valuable insights 

into the dynamics of conflict spread, its consequences, and potential strategies for prevention and 

intervention. Similar to the transmission of infectious diseases, marital conflict can be transmitted through 

various channels of social interaction. Research by Feinberg and colleagues (2007) has shown that 

conflicts between spouses can spill over into interactions with children, affecting parent-child 

relationships and potentially spreading conflict to the next generation. Additionally, conflicts within a 

marriage can influence the behavior and emotional well-being of family members, friends, and 

acquaintances who witness or are indirectly exposed to the conflict (Lavner, Karney, & Bradbury, 2016). 
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Through verbal and nonverbal communication, emotional contagion, and observational learning, marital 

conflict can be transmitted and replicated in social networks, perpetuating a cycle of discord. 

 

The spread of marital conflict has significant consequences for individuals and their social environments. 

Individuals who are repeatedly exposed to conflict within their social networks may experience heightened 

stress, emotional distress, and negative affect (Lavner et al., 2016). Witnessing or being involved in 

ongoing marital conflicts can lead to increased conflict sensitivity and negative relationship expectations, 

affecting the quality of their own relationships (Rhoades, 2008). Moreover, the social contagion of marital 

conflict can contribute to the erosion of social support networks, as conflict spreads and affects 

relationships beyond the marital dyad. 

 

Understanding marital conflict as a social infection provides insights into potential strategies for 

prevention and intervention. Just as public health efforts focus on preventing the spread of infectious 

diseases, interventions aimed at reducing marital conflict should target both individuals and their social 

networks. Couples therapy and relationship education programs, such as those developed by Markman 

and colleagues (Markman, Rhoades, Stanley, Ragan, & Whitton, 2010), can equip couples with conflict 

resolution skills and enhance relationship satisfaction, thereby reducing the transmission of conflict to 

others. 

 

Authors have proposed various strategies for resolving marriage conflicts and promoting healthier 

relationships. Notably, Gottman and Gottman (2017) advocate for a constructive approach, emphasizing 

the importance of open communication, active listening, and mutual respect in resolving conflicts. 

Similarly, Markman, Stanley, and Blumberg (2010) propose the use of structured interventions, such as 

couples therapy and relationship education programs, to facilitate effective conflict resolution and enhance 

relationship satisfaction. Furthermore, Christensen and Jacobson (2000) advocate for the implementation 

of preventive measures, such as premarital counseling, to address potential sources of conflict before they 

escalate. These authors highlight the significance of proactive strategies in reducing the prevalence and 

intensity of marriage conflicts. 
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2. Model Formulation 

The total population is compartmentalized into six sub-populations, which consist of susceptible male 

(Sm), married male (Mm), divorced male (Dm), susceptible female (Sf), married female (Mf), divorced 

female (Df) as shown in the diagram below:

 

Figure 1: Schematic diagram of the Marital Conflict Model 

A full description of the parameters used in the model are given below 

Parameter Description 

  Recruitment number of human  

  Birth rate of male 

1  
Contact rate of susceptible and divorced individuals 

2  
Contact rate of divorced individuals 

  Per capita natural mortality rate 

1  
Control rate for reducing conflict by men  

2  
Control rate for reducing conflict by women 

1  
Modification parameter for the reduction of conflict by men 
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2  
Modification parameter for the reduction of conflict by 

women 

1  
Rate at which divorced men remarry 

2  
Rate at which divorced women remarry 

N  Total human population 

  

  

The corresponding mathematical equations of the schematic diagram can be described by a system of 

Ordinary Differential Equations (ODEs) given below: 
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3. Effective Contagion Rate 
( )effR

 

The threshold quantity 
( )effR

is the effective contagion rate of the model (1) – (6) for the stability analysis 

for controlling marital conflict. It measures the average number of new conflict generated by a typical 

marital conflict in a population comprising of completely susceptible married couples. 
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Using the next generation operator technique described by (Diekmann & Heesterbeek, 2000), the effective 

contagion rate 
( )effR

of model (1) to (6), which is the spectral radius ( ) of the next generation matrix. 

This is given by: 

 

( ) ( )

( ) ( )

0 0

2 1 2 2 2

0 0

0 0

2 1 2 2 2

0 0

1 1

1 1

M M

F F

M M

N N
F

M M

N N

    

    

 − −
 
 =
 − −
 
     

11

2

1
0

1
0

k
V

k

−

 
 
 =
 
 
   

 

( )( )0 0

2 2 1 2 2

0

1 2

1 F M

eff

k M k M
R

k k N

  − +
=

 

 

3.0 Results and Discussions 

3.1 Estimation of Variables and Population-dependent Parameters Values 

S/N Parameter Value Source 

1   3000 Estimated 

2   300 Estimated 

3 
1  

0.005 Estimated 

4 
2  

0.0027 Estimated 

5   0.9 Estimated 

6 
1  

0.3 Estimated 

7 
2  

0.00005 Estimated 

8 
1  

0.01 Estimated 
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9 
2  

0.6 Estimated 

10 
1  

(0,1) Varied for computational reasons 

11 
2  

0.5 Assumed 

12 N  5000 Assumed 

 

 

3.2 Effect of the rate of control strategies on susceptible married couples on the dynamics and 

control of marital conflicts 

 

Figure 2: Effect of three different control strategies on the dynamics and control of marital 

conflict 

The analysis of Figure 2 highlights the impact of different education strategies on controlling marriage 

conflict. Focusing on educating 80% of married men and 20% of married women about the dangers of 

divorce proves to be ineffective, as the effective contagion rate never reaches zero. This indicates that 

conflict continues to persist and spread within the population. In contrast, when 20% of married men and 
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80% of married women receive education on the dangers of divorce, there is a notable reduction in the 

effective contagion rate. However, it is important to note that even though the effective contagion rate 

drops to zero initially, it starts to rise again along the trend. 

 

To achieve optimal control of marital conflicts in a society, a balanced approach is recommended. 

Implementing a 50% coverage rate of education for both married men and women demonstrates promising 

results in minimizing the spread of marital conflict. This strategy aims to strike a balance between the 

genders, ensuring that a significant portion of the population receives education on the dangers of divorce. 

By adopting this approach, it is expected that the effective contagion rate can be effectively managed and 

kept at a lower level. Overall, the findings suggest that a comprehensive education strategy involving both 

married men and women is crucial for effective control of marriage conflict. The specific balance of 

educational coverage can play a vital role in minimizing the spread of conflict within a society and 

promoting healthier and more stable marital relationships. 

 

4. Conclusion 

This research provides valuable insights into the impact of education strategies on controlling marriage 

conflict. The findings clearly demonstrate that focusing solely on educating a specific gender group is 

ineffective in reducing the spread of conflict within a population. While educating 80% of married men 

and 20% of married women shows limited effectiveness, a more balanced approach of educating 20% of 

married men and 80% of married women yields better results in reducing the effective contagion rate 

initially. However, it is crucial to note that the effective contagion rate starts to rise again along the trend, 

indicating that sustained efforts are necessary to maintain control over marriage conflict. To achieve 

optimal control, it is recommended to implement a balanced approach, with a 50% coverage rate of 

education for both married men and women. This approach acknowledges the importance of addressing 

both genders and ensuring that a substantial proportion of the population receives education on the dangers 

of divorce. By adopting this comprehensive education strategy, societies can strive towards minimizing 

the spread of marital conflict and promoting healthier and more stable marital relationships. It is crucial 

for policymakers, educators, and professionals in the field of relationship counseling to recognize the 

significance of providing education to both genders and tailor intervention programs accordingly. 

However, it is important to acknowledge the limitations of this study. The analysis focused on the impact 

of education strategies on the effective contagion rate, neglecting other potential factors that contribute to 

marriage conflict. Future research should explore additional variables, such as cultural and socioeconomic 

factors, as well as consider long-term follow-ups to assess the sustainability of the effects observed. 
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Abstract 

A mathematical model based on the Susceptible-Latent-Infected-Chronic-Treatment-Exclusion-

Recovered (SLICTER) compartments for hepatitis B was formulated. The population is assumed to be 

recruited by birth. Existing hepatitis B data was used in validating the model to fathom the transmission 

dynamics of HBV as it will aid in preventing, controlling, eradicating the disease, help in policy 

formulation and improve lives. It was proved that the global dynamics were completely determined by the 

basic reproductive number R_0. If R_0 < 1, the disease free-equilibrium is locally and globally stable and 

the disease always die out. And if R_0 > 1, an endemic equilibrium exist and is locally bistable in the 

interior of the feasible region, and the disease remain at an endemic equilibrium state if it at the onset 

exist. Sensitivity analysis were performed on the model parameters in the basic reproductive number R_0 

to determine the effect of different parameter values on the spread of HBV. Four control strategies was 

considered and the analysis shows that the implementation of maximum vaccination at birth, combined 

treatment and exclusion along with regular sensitization (awareness) will help greatly in eradicating the 

virus. The system was solved using the classical Runge-Kutta scheme of order four, forward in time of 50 

years and the algorithm were implemented using MATLAB. 

 

Key words: Basic reproductive number, Bi-stability, Control Strategies, Dynamics, Hepatitis B, Model, 

Sensitivity Analysis,   

1.0 INTRODUCTION 

Hepatitis is an inflammation of the liver caused by viruses, bacterial infections, or constant 

vulnerability to alcohol intake, drugs, or toxic chemicals, such as those obtained in aerosol sprays and 

paint thinners. Inflammation is the painful, red growth that results when tissues of the body become 

wounded or infected. 

Hepatitis B, is one of the major and common infectious disease of the liver worldwide. It constitutes a 

serious public health problem and more dangerous on account of its tendency to become chronic, 

sometimes giving rise to cirrohsis of the liver or worse still, liver cancer. Hepatitis B is a potential life-

threatening infection caused by Hepatitis B virus (HBV), Adagba and Joseph (2022). The World Health 

Organization, WHO (2022) reported that as many as 296 million people were living with Hepatitis B 

infection in 2019, With 1.5 million new infections each year and resulted in an estimated 820,000 

deaths mostly from cirrhosis and hepatocellular carcinoma (primary liver cancer). HBV infection 

exhibits an acute infection stage and a chronic liver infection, which is determined by the degree of 

virus replication and the intensity of host immune response. Infection in newborns, who are incapable 
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of constructing a defective immune response, is more likely to result in chronic infection (90%) than 

that in adults (5%), in whom most primary infections are self-limited. Safe and effective vaccine is 

available for all age groups to prevent HBV infection and development of chronic disease. More than 

150 countries have vaccine immunization programs, with routine infant vaccination designated as a 

high priority in all countries. When viral replication is observed in a patient, efficient therapy is needed 

to control the risk of disease progression. It is estimated that, if left untreated, approximately (15-25)% 

of chronically infected individuals would develop liver cirrhosis and HCC after decades of infection. 

And there is abundant evidence that antiviral therapy, in patients with long-term virological response, 

can improve liver histology by providing indirect support and possibly even reversing liver damage, 

Zhang and Suxia (2018). HBV is transmitted by parenteral or mucosal exposure to HBsAg positive 

body fluids from persons who have acute or chronic HBV infection. It replicates in hepatocytes through 

a unique reverse transcription process. The clinical course of acute hepatitis B is indistinguishable 

from that of other types of acute viral hepatitis. The incubation period typically ranges from 60 to 90 

days. Clinical signs and symptoms occur more often in adults than in infants or children; infants and 

young children usually are asymptomatic. Approximately 50% of adults who have acute infections are 

asymptomatic. 

The pre-icteric, prodromal, phase from initial symptoms to onset of jaundice usually lasts 3 to 10 days. 

It is nonspecific and is characterized by abrupt onset of fever, malaise, anorexia, nausea, abdominal 

discomfort, and dark urine beginning 1 to 2 days before the onset of jaundice. The icteric phase is 

variable but usually lasts from 1 to 3 weeks and is characterized by jaundice, light or gray stools, 

hepatic tenderness, and hepatomegaly (splenomegaly is less common). During convalescence, malaise 

and fatigue may persist for weeks or months, while jaundice, anorexia, and other symptoms disappear. 

Most acute HBV infections in children and young adults result in complete recovery with elimination 

of HBsAg from the blood and the production of anti-HBs, creating immunity to future infection. In 

contrast, as many as 90% of HBV infections in infants progress to chronic infection. Perinatal 

transmission from mother to infant at birth (vertical transmission) is highly efficient. Prior to the 

widespread availability of postexposure prophylaxis, the proportion of infants born to HBsAg-positive 

women that acquired HBV infection was approximately 30% for those born to HBeAg negative 

mothers and 85% for those born to HBeAg positive mothers. With post exposure prophylaxis, 

comprised of HepB vaccine and Hepatitis B Immune Globulin (HBIG) at birth, followed by 

completion of the HepB vaccine series, 0.7% through 1.1% of infants develop infection; infants born 

to mothers with high viral loads are at greatest risk for infection despite receipt of HepB vaccine and 

HBIG, Penina and Sarah (2021). The epidemiology of hepatitis B is said to be geographically diverse, 

essentially regarding population prevalence, age and mode of contraction and the likelihood of 

progression to the chronic infection. The disease has caused epidemics in Asia and Africa and it is 

endemic in China. 
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2. Literature Review  

Many researchers have made utmost attempts and contributions to fathom the epidemiology of 

hepatitis B. In this chapter we present some theories and models related to our study work. 

One of interest is the work published by Oyelami (2014). A book detailing some techniques needed in 

analyzing the stability of a dynamical system. In his work, he considered several of these techniques 

viz; stability through (ϵ−δ) argument, stability via Routh Hurwitz criterion, stability via fundamental 

matrices and finally by the use of scalar functional called lyapunov stability technique. For clarity 

purpose consider the initial value problem (IVP) below. 

𝑋(𝑡) = 𝑓(𝑡, 𝑥(𝑡)), 𝑥(𝑡0) =  𝑥0 

Where f ∈ C(IXΩ ,En),Ω is open and connected subset of En. Assuming f has the 

property that the solution x(t,t0,x0) exists and is unique, that is if x(t,t0,x0) is a solution and f satisfies 

the hypotheses of the Picard-Linderloft existence and uniqueness theorem. 

The core or central question of stability is there a special solution ϕ(t,t0,x0) existing on the interval 

[t0,+∞) such that a small perturbations would result in small deviations from system behaviour ? If 

such a solution exists, then we say such a system is stable, otherwise it is unstable. 

Wiah et al. (2011) contributed their quota to the understanding of the dynamics of HBV by presenting 

a simplified mathematical model of immune responds to Hepatitis B Virus (HBV) infection. Their 

work focused on the control of the infection by the interferons, the innate and adaptive immunity. The 

model was compartmentalized as appropriate and the resulting model equations were solved 

numerically. The mathematical analysis of their model showed that both disease-free and endemic 

equilibrium point exist and they derive conditions for their stability. They went ahead to perform 

sensitivity analysis on the model parameters, to account for the variability and speed of adaptation.  

The model is based on human immune response against HBV infection, they considered a simplified 

model of population-dynamics type which consists of the following interactions; The liver cells are 

assumed to be in one of four possible states: healthy (H), infected (I), dead (D), or resistant (R) to 

infection. The total number of liver cells (i.e., H + I + D + R) is assumed constant. The virus particles 

(V) interact with healthy cells and infect them. Infected cells release new virus particles upon their 

death. Proliferation of healthy cells causes regeneration and decrease in the proportion of dead cells. 

Dead cells stimulate the activation of APC (M). APC stimulate the production of interferon α and β 

(F) that interact with healthy cells and convert them to a resistant state. APC also stimulate the 

proliferation of effector cells (E) that destroy infected cells. Finally, they stimulate the production of 

plasma cells (P) which, in turn, produce antibodies (A) that neutralize (kills) virus. This neutralization 

is modulated by the antigenic compatibility (S) between virus and antibodies currently produced by 



Proceedings of International Conference on Mathematical Modelling Optimization and Analysis of 

Disease Dynamics (ICMMOADD) 2024 

 
 

75 
 

the organism. S quantifies the affinity between antibodies and virus. These interactions are used in the 

construction of a system of 10-dimensional ordinary differential equations describing the dynamics of 

the main variables, which correspond to the components of the immune response. 

Stability, sensitivity analysis and numerical simulation was carried and they found that although each 

component of innate and adaptive immune response contributes to the recovery of HBV infection, the 

simulations suggest that, in the absence of one component of innate immunity, the remaining two 

defense mechanisms are sufficient for viral clearance.  

Another model of interest to this study was published by Inam et al. (2021). They presented a work on 

the mathematical analysis of hepatitis B epidemic model with optimal control. The paper described a 

mathematical model developed to control global HBV problem by education campaign (awareness), 

vaccination, and treatment. They employed a compartmental model expressed by a set of ordinary 

differential equations (ODEs) based on the characteristics of of the HBV infection. With regards to the 

transmission dynamics of HBV. 

A lot has been done by several researchers to fathom the spread of HBV in to order to contribute to 

knowledge, bring its spreads under control, aid decision making and improve livelihood. Come what 

may, a lot more need be done as we still have many homes that still share household items like cups, 

spoons, plates, towel, etc. Hence, we have a long way to go in preventing, controlling and eradicating 

the virus. In order to fathom  HBV epidemiology, attempt need be made to incorporate virtually all the 

key factors that have effect on its transmission but some of the models presented did not capture one 

or more salient features of the epidemiology of hepatitis B or did not incorporate both the vertical and 

horizontal mode of transmission and either no vaccination or treatment compartments. Furthermore, 

some of the researchers that included vaccination either as a compartment or as a strategy forgot that 

the HBV vaccine does not confer lifelong immunity. As it wane overtime, a proportion of the recovered 

compartment moves back into the susceptible compartment and become susceptible. In an outbreak of 

an endemic disease, its difficult for the Government to provide treatment for everyone because of the 

high cost of treatment, shortage of hospitals to admit all the patients as observed in 2020 during the 

outbreak of Covid-19 and lack of access to rural areas are few among several reasons. The proportion 

of people especially children and young adults who are not receiving treatment or does not have access 

to treatment with higher tendency of having contacts with other members of the population greatly 

affects the spread of the virus by increasing transmission rate, thereby making it difficult to forestall 

transmission and eradicate the disease. For this age structure, It is known that they can undergo 

spontaneous clearance as a result of strong immune response and move to the recovered compartment 

after some time. This help to reduce the amount of exposure to the virus, lower the cost needed to treat 

the entire population, and may also help to prevent the transmission of the virus to others. For these 

reasons, the need to include the two compartments (The adults receiving treatment and the isolated 

children and young adults) in the epidemiological model of HBV become imperative. 
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3.0 Methods 

 We present a mathematical model that involves the integral characteristics of the virus. The model 

will help to study the epidemiology of the disease, in turn, the results will help in understanding its 

patterns and there after aid in seeking for the control strategies that will prevent its spread and eradicate 

the disease. 

In our study, we extend the model presented by Inam et al. (2021). In extending their work, we included 

two compartments (Treatment and Exclusion) leading to SLICTER model. Also, we considered the 

waning effect of HBV vaccine as well as four interventions (Awareness, Vaccination, Reduction in 

contact rates, Anti-viral treatment and Isolation) for the control strategies. These will help to have a 

better understanding of the epidemiology of HBV. In using the SLICTER model we divide the host 

population into seven compartments of individuals: the susceptible compartment (S), the latent 

compartment (L), the infectious individuals with acute cases compartment (I), the chronic 

compartment (C), the compartment of individuals that are receiving treatment (T), the compartment of 

individuals that are not receiving treatment but being isolated, but for the sake of confusion with the 

(I) compartment, we use (E) to represent this compartment and finally the recovered compartment (R). 

The (S) compartment includes individuals that are liable to catch the disease but for time being are 

disease free. The (L) compartment consists of individuals that have caught the disease due to successful 

contact with an acute or/and chronic carriers but at present not contagious. The (I) compartment 

comprises of individuals who have the disease and are contagious. The (T) compartment consists of 

individuals that are receiving anti-viral treatment. The (E) compartment includes children of above age 

5 and young adults that are not receiving anti-viral treatment but being excluded (isolated). The (R) 

compartment comprises of individuals that have recovered from the disease as a result of anti-viral 

treatment, spontaneous clearance and vaccinated individuals. So that the total population N(t) at any 

given time is: 

N(t) = S(t)+ L(t) + I(t) + C(t) + T(t) + E(t) + R(t) 

The population will be recruited by birth at the rate µ, proportion of birth without vaccination at the 

rate ω. The parameter ν shows the proportion of children who are un-immunized born to infected 

mothers. As a result of effective awareness campaign we assumed that the newborns are to be 

successfully immunized at rate µω or unsuccessfully at rate µ(1 − ω), the population µωνC is assumed 

to enter into the chronic carrier compartment and the rest µω(1 − νC) stays in the susceptible 

compartment. where β and ε are the disease transmission rates relative to infected individuals in I(t) 

and C(t) compartments respectively. σ is the transfer rate to the acute (infection) compartment while 

Ω1 and Ω2 are rate of infectious individuals moving to treatment and isolated compartment respectively 

and θ is the transfer rate to the chronic (infection) compartment. The rate of chronic individuals moving 

to the treatment and isolated compartment are α1 and α2. τ1 and τ2 are the recovery rate due to antiviral 
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treatment and spontaneous clearance respectively. γ is the vaccination rate and λ is the rate of waning 

of HBV vaccine. µ0 and µ1 are the natural mortality rate and the HBV induced death rate. The 

assumptions made in using the model are: 

1. There is no inherited immunity and immunity via vaccine is not lifelong 

2. The members of the population mix homogeneously 

3. The rate of birth and death are equal. 

4. We assume that the people  progressing from the infectious class to the chronic class is lower 

than the sum of the individuals moving to treatment and isolated compartments respectively. 

Also, the rate of individuals moving out of the chronic compartment is greater than the rate at 

which individuals moves in. It is equally worthy to note that we assume those receiving treatment 

and being isolated can die as a result of natural death but not HBV induced death. The figure 

below represents the flow diagram of the SLICTER model of hepatitis with vital dynamics. 

 

Figure 1: Flow diagram of SLICTER model of HBV with vital dynamics 

 

Based on the descriptions, assumptions and the model flow diagram the following model equations 

are obtained. 
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(1) 

(2) 

(3) 

(4) 

(5) 

(6) 

(7) 

Combining the equations above give the system of HBV dynamics equations below. 

  (8) 

With the initial conditions S(0) = S0 > 0, L(0) = L0 ≥ 0 , I(0) = I0 ≥ 0, C(0) = C0 ≥ 0, T(0) = T0 ≥ 0, E(0) 

= E0 ≥ 0, R(0) = R0 ≥ 0. 

3.1 Model Analysis 

3.1.1 Positivity and Boundedness of solutions 

Theorem 1. Let π(0) = ( S(0), L(0), I(0), C(0), T(0), E(0), R(0))  be the initial condition for 

model (8). Hence, the set of solutions { S(t), L(t), I(t), C(t), T(t), E(t), R(t)} is non negative for all t > 

0 and N ⩽ . 
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Proof: Let t1 = sup {t > 0 : S(t0) > 0, L(t0) > 0, I(t0) > 0, C(t0) > 0, T(t0) > 0, E(t0) > 0, R(t0) > 0, ∀t0 ∈ 

[0,t] }. Since S(0), L(0), I(0), C(0), T(0), E(0) and R(0) are all non negative then t1 > 0. If t1 < ∞, using 

the variation of the constant formula of the first equation of model (1) at t1 we have; 

. 

This is linear and can be written as; 

  (9) 

with IF = eR (µ0+βI(t)+εβC(t)+γ)dt multiplying both sides of (9) by IF 

and rearranging we have; 

 , (10) 

 

 

 

 

 

 

 

 

 

 

We can go on to prove for other state variables using the same approach for any time t1, that each state 

variable satisfy the initial condition as in the case of S above. Furthermore, we show that the region 

denoted by the set π(t) is positively invariant for the formulated HBV transmission model (8) with

 

From (8) we obtain, 
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  (13) 

But µ1 and the state variable C are positive in (8), thus, we have; 

  (14) 

Since (14) is linear, solving by the use of integrating factor and using the initial condition N(0) = N0 

we have; 

  (15) 

Conclusively, we have , This means that . Furthermore, 

if  , then the solution either enter π(t) in a finite time or N(t) approaches. So, it can be concluded 

that π(t) attracts all the solutions in  and hence all the properties are being hold for the system become 

positive invariant (This means that the state of the system is in the positive state at any time t, and will 

remain in that state for all future times), unique and bounded in the region by π(t). Thus, given certain 

constraints, the feasible region or state space of the system is; 

  (16) 

3.2 Disease-Free Equilibrium 

We will have a disease free equilibrium when there is no case of HBV infection and to solve for the 

equilibrium points, we equate RHS of (8) to 0 as we have in (17). 
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Solving equation (17) for DFE points and noting that in the absence of HBV disease, 

L=I=C=T=E=0. We have the disease free equilibrium points denoted by; D0 = 

(S0,L0,I0,C0,T0,E0,R0) as: 

  (18) 

 The Basic Reproductive Number  

The basic reproductive number of hepatitis B virus epidemiological threshold is represented 

by the symbol , and ρ denotes the dominant eigenvalue, F and V are the new 

infection and transmission term respectively. To derive the expression in terms of parameters for the          

of the system (8), we have; 
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At hepatitis B DFE, the Jacobian matrices for F and V are evaluated giving the following, 

re Λ = µ0 + θ + Ω1 + Ω2,Ξ = µ0 + µ1 + α1 + α2. Then we have; 

       
              

    

(20) 

 

The largest absolute value (spectral radius) of the eigenvalues of the matrix (20) gives the basic 

reproductive number ; 
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  (21) 

Where Λ(µ0 +σ)(Ξ−µων)(γλ+(µ0 +γ)(µ0 +λ)) > 0, (21) embodies the average number of secondary 

infections caused by an acute and/or chronic patient when introduced into the susceptible population. 

Theorem 2. If  then the equilibrium point D0 is locally asymptotically stable otherwise 

unstable if . 

 

 

Proof:  

The desired Jacobian matrix JD0 of the model (8) at DFE is; 

By expanding the determinant of the characteristic equation |J(D0)−λ| = 0, we obtained λ1 

= −µ0 −γ < 0,λ2 = −µ0 −τ1 < 0,λ3 = −µ0 −τ2 < 0,λ4 = −µ0 −τ2 < 0, The remaining 

three eigenvalues are eigenvalues of 
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Again, by expanding the determinant of the characteristic equation |JD1| we have the characteristic 

polynomial; 

  

λ3 + K1λ
2 + K2λ + K3 = 0  (24) 

The characteristic polynomial in (24) follows the Routh-Hurwitz criteria where the associated Hurwiz 

matrito (24) is; 

Comparing (24) with the polynomial P(λ) = Pnλ
n + Pn−1λ

n−1 + +Pn−2λ
n−2 + P0 for n = 3, P3 = 1, P2 = K1,P1 

= K2,P0 = K3. The necessary and sufficient condition for the polynomial to have roots with negative 

real part are; 

(i). (P3)
1D1 > 0,=⇒ K1 > 0 

(ii). (P3)
2D2 > 0,=⇒ K1K2 > K3, 
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Hence, it suffices to conclude that the DFE is locally asymptotically stable if  and the 

necessary Routh-Hurwitz conditions are met otherwise its unstable. 

Theorem 3. If  then the equilibrium point D0 is globally asymptotically stable otherwise 

unstable if . 

Proof: The Lyapunov function defined below will be used to prove the theorem. 

 V (t) = (S − S0 − R0) + L + I + C + T + E + R (26) 

Differentiating equation (26) and using model (8) we obtain;  

 

Therefore, . Hence, by the well known LaSalle’s invariant principle, we 

conclude that the point D0 is globally asymptotically stable. 

 

3.4. Endemic Equilibrium 

The endemic equilibrium point is the point where the system (8) settle down into a steadystate where 

the virus exists in the population. This is denoted by  

(S∗,L∗,I∗,C∗,T ∗,E∗,R∗). 

Expressing the other state variables in terms of I∗  From (8) we obtain; 

 



Proceedings of International Conference on Mathematical Modelling Optimization and Analysis of 

Disease Dynamics (ICMMOADD) 2024 

 
 

86 
 

  (27) 

a1 = Ξ − µων,a2 = µ0 + τ1,a3 = µ0 + τ2,a4 = µ0 + λ,a5 = µ0 + βI,a6 = µ0 + σ. 

Substituting the expression of L∗ above into the third equation of system (8), we obtain; 

 

Where; 

 

Theorem 4. If  then the endemic equilibrium point  is locally asymptotically 

stable otherwise unstable. 

Proof: To check for the possibility whether system (8) exhibits a backward or forward bifurcation or 

possibly a bi-stable endemic equilibrium states, we adopt the following method: 

  (28) 

Therefore, system (8) is transformed as; 
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  (29) 

We choose β as the bifurcation parameter and solving for β∗ = β in (21) when we obtain; 

  (30) 

 

We linearize the system (29) around the disease-free equilibrium when β∗ = β and obtained; 
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The center manifold theory will be used to analyze the dynamic of the system (29) near β = β∗ because 

of its simple zero eigenvalues. In addition, we obtain the left and the right eigenvectors of JD0,β∗ 

associated with the zero eigenvalue. The right eigenvector is given by; 

W = (w1,w2,w3,w4,w5,w6,w7). From (31) we have; 

  

From 

(32) 

we 

have 

the 

following equations; 

 

From (33), 

, 

 

Let G = (g1,g2,g3,g4,g5,g6,g7)
T be the left eigenvector associated with the zero eigenvalue 
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of JD0,β∗, and we have; 

  

 

 

 

 

From (34) we have the following equations; 
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Solving system (35) above yields; 

 

By the property W · V = 1, we can find the expressions for w3 and g3 that satisfies the equality if we 

choose; 

w3 = 1 and 

 

Now, we proceed to obtain the associated bifurcation parameters, a and b,which are defined 

as; 

, 

(36) 

Where, 

e associated bifurcation coefficients a and b, we obtain the non-vanishing partial derivatives of model 

system (37) evaluated at disease free equilibrium (D0). Hence, it follows that; 

  (38) 

Therefore, a = 0, b = 0 and since the bifurcation coefficients are both zero, it indicates that system (8) 

exhibits a bi-stability endemic equilibrium states. This means that the system can exist in a stable state 

with a low prevalence if the number of individuals with HBV immunity is large, therefore can keep 

the virus in a low state, or stable state with a high prevalence if the number of individuals with 

immunity is very low. Hence, we conclude that the endemic equilibrium point  is locally 

asymptotically stable when  crosses the 

threshold . 
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3.5 Permanence of the System 

A system is said to be permanent if it can maintain itself or does not die out over time. For if system 

(8) is a weak permanence system, the endemic equilibrium may be unstable or non-existent when 

perturbed from the equilibrium. At the other hand, if system (8) is a strong permanence system, the 

endemic equilibrium will be stable over time due to any 

perturbation. 

We assumed that system (8) is a strong permanence system if there are constants M1,m1 > 0 such that 

for each positive solution of (S(t), L(t), I(t), C(t), T(t), E(t), R(t)) of system (8) with 

initial conditions S(0) = S0 > 0, L(0) = L0 > 0 , I(0) = I0 > 0, C(0) = C0 > 0, T(0) = T0 > 

0, E(0) = E0 > 0, R(0) = R0 > 0 satisfies; 

 

 

 

 

 

 

 
 

3.6 The Herd Immunity Threshold (Vc) 

In a large population of individuals where there is an outbreak of HBV, if a large enough number of 

individuals have immunity, then the incidence of HBV will reduce. Hence, the possibilities that a chain 

of HBV transmission will be interrupted is very high, resulting in a self-contained, small outbreaks 

that will die out quickly. Thus, individuals that are not immune will be protected by the wall that is set 

up by the vaccinated ones. The herd immunity threshold (Vc) is the percentage of the population that 

needs to be immune to control transmission of HBV. Paul et al. (2011), used an equation for estimating 

the herd immunity threshold. The equation, in terms of HBV basic reproductive number is given as; 
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Where Vc is the critical vaccination level. Therefore, we have; 

 

(39) 

As the amount of HBV vaccination increases, the herd immunity threshold increases. This means that 

the level of HBV vaccination is directly proportional to the herd immunity thresh- 

old. 

 

4.0 Results and Discussion 

4.1 Sensitivity Analysis 

Here, we present the sensitivity of the parameters involved in the  of model (8). It will help to 

know which of the parameters have significant impact on the spread of HBV. To calculate the 

sensitivity index of any given parameter say ρ, we use; 

  (40) 

Hence, the sensitivity index peculiar to each parameter in is calculated as follows: 
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, 

 

Where 
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For the purpose of simulation, the parametric values and sensitivity index of the parameters involved 

in  are given in Table 4.1. 

 

Table 1: Sensitivity indices of the parameters in  

Parameter Value Source Sensitivity index 

µ 0.0121 Inam et al. (2021) + 1.05 

Β 0.091 Inam et al. (2021) + 1 

Ε 0.00003 Inam et al. (2021) + 4.3×10−7 

Σ 0.2 Inam et al. (2021) + 0.26 

Ν 0.46 Inam et al. (2021) + 0.11 

Ω 0.85 Inam et al. (2021) + 10.96 

Λ 0.06-0.03 Hussam et al. (2020) + 0.08 

µ0 0.0693 Inam et al. (2021) - 6.14 

µ1 0.01 Inam et al. (2021) - 2.1×10−8 

Θ 0.003 Inam et al. (2021) - 0.01 

Γ 0.01 Hussam et al. (2020) - 0.08 

α1 0.0936 Hussam et al. (2020) - 8.4×10−9 

α2 0.0411 Assumed - 8.5×10−8 

Ω1 0.0736 Hussam et al. (2020) - 0.36 

Ω2 0.0321 Assumed - 0.16 

 

The sensitivity index of each of the parameters involved in  aids in the analysis of 

HBV extinction or persistence in the population. From Table 4.1, it is worthy to note that the 

parameters µ, β, ε, σ, ν, ω, λ with positive sensitivity indices are directly proportional to the . This 

means that an increase or decrease in the values of these parameters will result in an increase or 

decrease in the , thereby increasing or decreasing the burden of HBV in the population. On the 

other hand, the parameters µ0, µ1, θ, γ, α1, α2, Ω1, Ω2 with negative sensitivity indices are inversely 

proportional to the . This shows that an increase in the values of these parameters will decrease 

. Hence, decreasing the burden of HBV in the population. While decreasing the values of these 

parameter leads to an increase in the . Therefore, leading to increase of HBV burden in the 

population. 
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4.2 Numerical Simulations 

Here, we investigate qualitatively the effect of control strategies on model (41) in order to demonstrate 

the importance of the control measures or strategies. To solve the system, we will use the Runge-Kutta 

scheme of order four with  forward in time [0,50]. 

The initial condition for the state variables of model (8) are S(0) = 100, L(0) = 30, I(0) = 20, C(0) = 5, 

T(0) =15, E(0) = 5, R(0) =15, along with the parametric values of τ1 = 0.9738, τ2 = 0.500 and with those 

in Table 4.1. And for the weight constants β1 = 0.091,β2 = 100000,β3 = 1,β4 = 0.005,β5 = 0.100,β6 = 

0.05,β7 = 91,β8 = 2000,β9 = 0.100,β10 = 70,β11 = 5. 

First, we present the plot of the state variables of hepatitis B without control then follow it up with 

plots of each state variables in the system without and with controls. 

 

Figure 2: The plot of the state variables without controls 

 

Figure 3: The plot of Susceptible class without and with controls 
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Figure 4: The plot of Latent class without and with controls 

 

Figure 5: The plot of Infectious class without and with controls 
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Figure 6: The plot of Chronic class without and with controls 

 

Figure 7: The plot of Treatment class without and with controls 

 

Figure 8: The plot of Exclusion class without and with controls 
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Figure 9: The plot of Recovered class without and with controls 

4.3 Discussion 

In this work we have been able to extend a mathematical model of HBV by incorporating HBV waning 

parameter and two more compartments (Treatment and Exclusion). In addition we considered four (4) 

control measures for the model with the prime target of reducing the susceptible population and 

increasing the recovered population as seen in Fig 3 and Fig 9. The result shows that after some time 

those in the recovered class loss immunity as the HBV vaccine wane and become susceptible again. 

This is one of factor that accounts for the decline in the recovered class as seen in Fig 9. In addition, it 

was noticeable that before the introduction of our proposed control strategies there is a reduction in 

latent Fig 3, infectious Fig 4 and chronic individuals Fig 5 which we traced to the incorporated 

treatment and exclusion compartments in our model. 

Furthermore, the analysis of our model shows that there is local and global stability for the disease free 

equilibrium and the endemic equilibrium by bifurcation analysis is bi-stable. This means that the 

disease can exist in low or high state in the population. The sensitivity analysis reveals the parameters 

that has significant role in the epidemiology of HBV. From Table 1, the parameters with positive index 

are directly proportional to the  while the parameters with negative index are inversely 

proportional to the basic reproductive number. 

Also, we observed from the numerical simulation that the proposed four (4) control strategies 

(Awareness, reduction in rate of contacts, vaccination and treatment and isolation) played a vital role 

in bringing the spread of HBV under control. These control strategies if implemented will arrest the 

spread of HBV in the population even before the forward 50th year under consideration. 

Finally, it is the responsibility of the government to provide her citizens medical policies and care 

when there is an outbreak of an epidemic. Providing all these control strategies might be expensive 

and unrealistic. Hence, we suggest the implementation of maximum vaccination at birth, combined 

treatment and exclusion along with regular sensitization (awareness) of her citizens about the 

epidemic. 

 

5.0 Conclusion 

We have seen from the analysis how different parameter values increase or decrease the HBV burden 

in the population. Increasing the parameter values with positive sensitivity index will increase the HBV 

burden in the population vice versa while increasing the parameter values with negative sensitivity 

index will play a greater role in reducing drastically, the challenges post by HBV. The most significant 

among these parameters with positive sensitivity index we attempt to minimize is the birth without 

vaccination at µω and among the parameters with negative sensitivity index, the vaccination rate γ is 
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the most significant we attempt to maximize; As the rate of birth without vaccination increases, the 

burden of HBV increases vice versa while at the other hand, as the vaccination rate increases, the 

burden of HBV in the population decreases and vice versa. The dynamics of HBV is completely 

determined by the basic reproductive number  as an increase in will lead to an increase of 

HBV burden vice versa. Furthermore, as a result of the vaccination, anti-viral treatment and isolation 

of HBV incorporated in the model, even before implementing the proposed control strategies; it was 

observed that the Susceptible and Recovered population decline over time and tends to be equal while 

the other compartments tends to zero over the forward in time of 50 years as seen in Fig. 4.1. With the 

implementation of the control strategies, it was noticed that there is a rapid decline in the number of 

individuals within each compartment as expected. Hence, the need to adopt and implement the 

proposed strategies in order to bring the spread of HBV under control within a short time. 

The SLICTER model with its sensitivity and control analysis gave us a better understanding of HBV 

dynamics and serves as a tool needed in bringing its threat under control with the aid of the proposed 

control strategies. Primarily, adequate attention should be given to HBV sensitization and maximum 

vaccination at birth in order to meet up with the critical vaccination level vc and this should be done 

alongside social distancing in order to minimize the rate of contact. And in a case of a failed vaccination 

and one become infected, it is advisable to go for anti-viral treatment and isolation. Putting these 

measures together will help in bringing the virus under control, improving lives and eventually 

eradicating the disease from the population. 
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Abstract 

We reviewed an epidemic diphtheria model to carry out more rigorous mathematical analysis. We obtained 
a control parameter ℛ𝑣 which determines the persistence or extinction of diphtheria disease. The presented 
model has diphtheria infection-free and diphtheria infection presence equilibria. The latter equilibrium 
state is stable locally asymptotically if ℛ𝑣 > 1 and the former one is locally asymptotically stable 
whenever ℛ𝑣 < 1. Sensitivity analysis results indicate that of more interest, the rate of isolating 
individuals infected with diphtheria and the fraction of vaccinated susceptible persons are the most 
sensitive parameters other than the effective contact rate. Moreover, we showed that there is an inverse 
relationship between each of these parameters and the vaccinated reproductive number, ℛ𝑣. Indeed, an 
increase of one or both of them results in reducing the value of ℛ𝑣 and leads to containing the spread of 
the bacteria in a community.  

 

Keywords: diphtheria, stability analysis, sensitivity index 

 

1. Introduction 

Diphtheria is a contagious disease produced by bacteria known as Corynebacterium diphtheriae. Such 

bacteria make toxin which causes sickness to people. Diphtheria infection can spread in a population from 

person to person, through respiratory droplets, such as coughing or sneezing. People also contract the 

bacteria by touching open wounds of infected individuals. Therefore, people with high risk of infection 

include those in the same household or come into contact with the infectious and persons having direct 

exposure to excretions from the suspected infection site like mouth and skin of the infected person (CDC, 

2024). Diphtheria disease incubate for a period of 2-5 days. 

 

Diphtheria is classified based on the nature of appearance for clinical purposes depending on the site of 

the infection. These are respiratory diphtheria which is further divided into three including: Nasal 

diphtheria, Pharyngeal and tonsillar diphtheria as well as Laryngeal diphtheria and cutaneous diphtheria. 

Onset of respiratory one is slow with characteristics of mild fever, sore throat, difficulty swallowing, 

malaise, loss of appetite and hoarseness (if the larynx is involved). For respiratory diphtheria a pseudo 

membrane (a thick, gray coating forms by dead tissues) will appear within two to three days of illness in 

the throat or nose causing difficulty in breath and swallow. Moreover, a toxin produces by bacteria slays 

mailto:salisu.usaini@kustwudil.edu.ng
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healthy tissues in the respiratory system and damage heart, nerve, and kidney if gets into blood stream 

(CDC, 2024). 

 

Immunization of all ages is a preventive measure for diphtheria disease. Diphtheria is treated with 

antibiotics to kill and get rid of the bacteria irrespective of infection site. Diphtheria antitoxin is used to 

treat respiratory diphtheria infections as it stops the bacteria toxin from damaging the body (CDC, 2024).  

 

Diphtheria infection was among the leading causes of childhood death worldwide before the advent 

diphtheria toxoid vaccine in 1923. A diphtheria disease dynamics model with quarantine was presented in 

(Adewale et al., 2017). The model analysis reveals that high quarantine rate of exposed individuals lowers 

the reproductive number thereby reducing the size of infectious persons. Therefore, intensifying 

quarantine rate of exposed individuals prevent the endemic persistence of diphtheria disease in a 

community. In 2018, Ilahi and Widiana (2018) proposed an epidemic model of diphtheria disease for 

assessing vaccination effect on bacterial infection. The model analysis and simulation results indicate that 

vaccine has positive impact in containing the spread of diphtheria. In the following year a simple SIR 

model of diphtheria transmission dynamics with natural immunity of infectious individuals was proposed 

by Husain (2019). He concludes that the rate of recovery and effective contact parameter play important 

role for controlling disease persistence. 

 

Recently, an optimal control mathematical model of diphtheria was also presented in (Izzati, Andriani and 

Robi’aqolbi, 2020), with quarantine and vaccination strategies as control measures. The analysis indicates 

that an optimal control strategy could minimize diphtheria disease persistence.  A mathematical model of 

diphtheria disease dynamics was also proposed to get insights on the dynamics of the bacteria (Izzati and 

Andriani, 2021).  Stability results of the model equilibria were presented. Numerical simulations showed 

that disease persistence could be affected by basic vaccination coverage and natural immunity of the 

population. In a similar note, Kanchanarat et al., (2022) proposed a transmission dynamics model of 

diphtheria aimed at assessing the effect of imperfect vaccine on disease spread. The analysis reveals that 

diphtheria could be eradicated if the immunization coverage exceeds the required level of optimal 

immunization coverage. Two influential factors for containing diphtheria infections are determined via 

sensitivity analysis. Moreover, numerical simulations indicate that the time period spent by infected 

individuals before the appearance of clinical signs has an effect on the required maximum level of 

immunization coverage for diphtheria elimination. 

 

In this paper, we extended the model of Izzati and Andriani (2021) by incorporating diphtheria 

transmission of exposed individuals.  Moreover, we addressed some drawbacks of their model in terms of 

formulation and analysis as follows: 
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i. We changed quarantine of infected individuals to isolation as exposed individuals supposed to be 

quarantined, 

ii. We obtained the endemic equilibrium point and proved its stability result which were not 

presented in their paper, 

iii. We proved the existence of transcritical bifurcation phenomenon as they mentioned without 

proof, 

iv. Sensitivity analysis of the model parameters were carried out 

 

Remaining part of this paper is organized in this way: Section 2 describes the model of diphtheria disease. 

We carried out the model analysis in section 3. Then we provide the concluding remarks in the last section.  

2. The model of diphtheria  

The human diphtheria infection model as presented by Izzati and Andriani in 2021 classified the human 

population, N into five distinct classes of susceptible (S), exposed (susceptible humans who come into 

contact with infected individuals, E), infected (I), isolated (J), and recovered (R) individuals. Thus, the 

total human population at time t is  

𝑁(𝑡) = 𝑆(𝑡) + 𝐸(𝑡) + 𝐼(𝑡) + 𝐽(𝑡) + 𝑅(𝑡). 

It is assumed that 

i. who do not get vaccinated are included in the susceptible groups (S) 

ii.  vaccinated are immune and move to recovered class (𝑅) 

iii. the transmission of diphtheria disease is via effective contact between the susceptible and infected 

individuals. 

iv. exposed humans with strong natural immunity do not become infectious and are moved to the 

susceptible class. While those who have weak natural immunity could be infectious for a time 

period. 

v. the infectious individuals (𝐼) receive treatment and progress to isolated class. 

vi. the isolated individuals reduce by either recovery or diphtheria infection. 

vii. recovery confers permanent immunity. That is, there is no reinfection after recovery. 

viii. individuals of each class can die naturally at the rate, 𝜏. Moreover, infected individuals can die due 

to the diphtheria disease infection at the rate 𝜃. 

Based on the above assumptions, the model is presented in equation (1) and the rates of transfer between 

the five classes is shown in Figure 1. The parameters of model (1) are presented in Table 1. 
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𝑑𝑆

𝑑𝑡
= (1 − 𝑝)𝜇𝑁 − 𝜆 𝑆 − 𝜏𝑆 + 𝜙𝐸

𝑑𝐸

𝑑𝑡
= 𝜆 𝑆 − 𝛼𝐸 − 𝜙𝐸 − 𝜏𝐸             

𝑑𝐸

𝑑𝑡
= 𝛼𝐸 − 𝛾𝐼 − 𝜏𝐼 − 𝜃𝐼                 

𝑑𝐽

𝑑𝑡
= 𝛾𝐼 − 𝜏𝐽 − 𝜂𝐽                            

𝑑𝑅

𝑑𝑡
= 𝑝𝜇𝑁 + 𝜂𝐽 − 𝜏𝑅                      }

 
 
 
 
 

 
 
 
 
 

                                                                      (𝟏) 

 

with 𝜆 =
𝛽(𝜀𝐸+𝐼)

𝑁
, nonnegative state variables and model parameters. 

 

 

Table 1. Values of model parameters as in (Izzati and Andriani, 2021) 

Parameter Description                 Nominal value 

P 
Fraction of 

vaccinated human 
        0.3 

𝜇 Rate of birth         0.019 

𝜏 Natural death rate         0.006 

𝛼 
Progression rate 

from E to I 
        0.57 

𝛽  

𝜙 

 

𝛾 

 

𝜀 

Effective contact rate               0.23 

Rate at which exposed              0.3 

become susceptible 

Isolation rate                            0.3 

Modification parameter           0.5 
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𝜃 

Mortality rate due to                0.05 

Diphtheria 
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Figure 1: Flow diagram of model (1) 

 

3. Analysis of the model 

3.1 Equilibrium points of model (1) 

When there is no diphtheria infection (𝐸 = 𝐼 = 0) so that an infection-free equilibrium denoted by ℋ =

(𝑆0, 𝐸0, 𝐼0, 𝐽0, 𝑅0) is given by 

ℋ = (
(1 − 𝑝)𝜇

𝜏
, 0, 0, 0,

𝑝𝜇

𝜏
 ). 

If the disease is present, we denote by ℋ∗ = (𝑆∗, 𝐸∗, 𝐼∗, 𝐽∗, 𝑅∗) an endemic equilibrium of model (1). 

Then using Maple 18 software, we obtain 

𝑆∗ =
𝑘1𝜇(1 − 𝑝)[𝜏(𝛼 + 𝑘2𝑘3) + 𝛼𝛾(𝜂 + 𝜏)] + 𝑘2𝑘3𝑝(𝛼 + 𝜏)

𝜏{𝑘3(𝜏𝑘1(𝛼𝑘2 + 1) + (𝛼 + 𝜏)[𝑘2𝛼𝛽 + (ℛ1 − 1)]) + 𝑘1𝛼𝛾(𝜂 + 𝜏)}
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𝐸∗ =
𝑘1𝑘2𝑘3𝜇(ℛ𝑣 − 1)

𝑘3(𝜏𝑘1(𝛼𝑘2 + 1) + (𝛼 + 𝜏)[𝑘2𝛼𝛽 + (ℛ1 − 1)]) + 𝑘1𝛼𝛾(𝜂 + 𝜏)
 

𝐼∗ =
𝛼𝑘1𝑘2𝑘3𝜇(ℛ𝑣 − 1)

𝑘2{𝑘3(𝜏𝑘1(𝛼𝑘2 + 1) + (𝛼 + 𝜏)[𝑘2𝛼𝛽 + (ℛ1 − 1)]) + 𝑘1𝛼𝛾(𝜂 + 𝜏)}
 

𝐽∗ =
𝛼𝛾𝑘1𝑘2𝑘3𝜇(ℛ𝑣 − 1)

𝑘2{𝑘3(𝜏𝑘1(𝛼𝑘2 + 1) + (𝛼 + 𝜏)[𝑘2𝛼𝛽 + (ℛ1 − 1)]) + 𝑘1𝛼𝛾(𝜂 + 𝜏)}
 

𝑅∗ =
𝜇{𝑝𝑘1

2𝑘2
2𝑘3(ℛ𝑣 − 1) + Ψ + 𝑘1𝑘2(ℛ0 − 1)(𝛼𝜂𝛾 − 𝑘2𝑘3𝑝𝜙)}

𝑘2{𝑘3(𝜏𝑘1(𝛼𝑘2 + 1) + (𝛼 + 𝜏)[𝑘2𝛼𝛽 + (ℛ1 − 1)]) + 𝑘1𝛼𝛾(𝜂 + 𝜏)}
 

 

with ℛ1 =
𝛽𝜀

𝑘1
, ℛ0 =

𝛽(𝜀𝑘2+𝛼)

𝑘1𝑘2
, 𝑘1 = 𝛼 + 𝜙 + 𝜏, 𝑘2 = 𝜏 + 𝛾 + 𝜃, 𝑘3 = 𝜏 + 𝜂. For this endemic 

equilibrium to exist, ℛ𝑣 > 1 such that ℛ1 > 1 and 𝛼𝜂𝛾 − 𝑘2𝑘3𝑝𝜙 > 0. 

 

For linear stability of these equilibrium points, a threshold parameter called basic reproduction number 

(here vaccinated reproductive number) is required which can be obtained using the method proposed in 

(Van den Driessche and Watmough, 2002). Let 𝐹 be a matrix for the infection term and 𝑉 a matrix for 

transition terms. Then  

𝐹 = (

𝛽𝜀𝑆

𝑁

𝛽𝑆

𝑁
0

0
0

0
0

0
0

)  and 𝑉 =  (
𝑘1 0 0
−𝛼
0

𝑘2
−𝛾

0
𝑘3

), 

So that 

ℛ𝑣 = 𝜌(𝐹𝑉
−1) =

𝛽(1 − 𝑝)(𝜀𝑘2 + 𝛼)

𝑘1𝑘2
. 

This threshold parameter ℛ𝑣 is an average size of secondary infections an index infective is produced in 

a population of people at risk for which a fraction is vaccinated. 

 

3.2 Local stability of equilibrium points 

Here, we present the local stability results of the infection-free equilibrium and diphtheria infection 

presence equilibrium. In the absence of diphtheria disease, the linearized system (1) gives the following 

Jacobian matrix, denoted by  𝐽(ℋ) 
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𝐽(ℋ) =

(

 
 

−𝜏 𝑞1  −𝑞3 0      0

0 𝑞2     𝑞3    0    0

0
0
0

𝛼
0
0

−𝑘2
𝛾
0

0
−𝑘3
𝜂

0
0
−𝜏)

 
 

                                                     (2) 

with 𝑞1 = −𝛽𝜀(1 − 𝑝) + 𝜙, 𝑞2 = 𝛽𝜀(1 − 𝑝) − 𝑘1, 𝑞3 =  𝛽(1 − 𝑝). 

It can be seen by inspection that the first three eigenvalues of the matrix 𝐽(ℋ) are the following: −𝜏, −𝜏, 

−𝑘3 and the remaining two eigenvalues are of the sub-matrix of 𝐽(ℋ) denoted by  𝐽0(ℋ). This matrix is 

obtained by deleting the first row and first column, the last row and last column and the fourth row and 

fourth column of the matrix 𝐽(ℋ). Thus 

 

𝐽0 = (ℋ) = (
𝑞2 𝑞3
𝛼 −𝑘2

). 

The trace and determinant of this matrix are 

tr(𝐽0) = 𝑞2 − 𝑘2 = −𝑘1 (1 −
𝛽𝜀(1 − 𝑝)

𝑘1
) − 𝑘2 < 0 

and  

det(𝐽0) = −𝑘2𝑞2 − 𝛼𝑞3 = 𝑘1𝑘2(1 − ℛ𝑣) > 0, 

if ℛ𝑣 < 1. Thus, 𝐽0 has eigenvalues with negative real parts and so as those of 𝐽(ℋ). It follows that, the 

infection-free equilibrium ℋ is asymptotically stable locally if ℛ𝑣 is less than unity.  

 

Also, evaluating Jacobian matrix of system (1) around infection presence equilibrium, ℋ∗gives 

𝐽(ℋ∗) =

(

 
 

−𝜔1 − 𝜏 𝜔2 +𝜙  −𝜔3 𝜔2      𝜔2
𝜔1 −𝜔2 − 𝑘1    𝜔3  −𝜔2   −𝜔2
0
0
0

𝛽
0
0

−𝑘2
𝛾
0

0
−𝑘3
𝜀

0
0
−𝜏 )

 
 

 

with 𝜔1 =
𝛼𝐼∗(𝑁∗−𝑆∗)

𝑁∗2
, 𝜔2 =

𝛼𝐼∗𝑆∗

𝑁∗2
, 𝜔3 =

𝛼𝐼∗(𝑁∗−𝐼∗)

𝑁∗2
.  Then using elementary row operations with Maple 18 

software on 𝐽(ℋ∗), we obtained an upper triangular matrix 𝐽∗. Thus, the diagonal entries of this matrix 

which are the eigenvalues of 𝐽(ℋ∗) are the following. 

−(𝛿 + 𝜔1), −
𝑁∗2𝜏(𝑘1 + 𝜔1) + 𝛼𝜏𝐼

∗𝑆∗ + 𝛼2𝐼∗(𝑁∗ − 𝑆∗)

𝑁∗2((𝜏 + 𝜔1)
, 
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−
𝑁∗2𝜏𝑘2(𝑘1𝑘3 + 𝜔1) ∓ 𝛼𝜏𝑘2𝑆

∗𝐼∗ + 𝛼2𝑘2𝐼
∗(𝑁∗ − 𝑆∗)

𝑁∗2𝜏(𝑘1 + 𝜔1) + 𝛼𝜏𝛼𝑆∗𝐼∗ + 𝛼2𝐼∗(𝑁∗ − 𝑆∗)
 ,             

−
𝑁∗2𝜏𝑘2(𝑘1 + 𝑘3𝜔1) + Φ + 𝛼𝜏𝑆

∗𝐼∗(𝛽𝛾 + 𝑘2𝑘3)

𝑁∗2𝜏(𝑘1 + 𝜔1) + 𝛼𝜏𝛼𝑆∗𝐼∗ + 𝛼2𝐼∗(𝑁∗ − 𝑆∗)
,                         

−(1 +
𝛼𝛽𝑆∗𝐼∗(𝛾𝜀 + 𝜏𝑘3)

Υ
),                                                                   

Where Φ = 𝛼𝑘3(𝛼𝑘2𝐼
∗(𝑁∗ − 𝑆∗) − 𝛽𝜏𝑆∗(𝑁∗ − 𝐼∗),  

Υ = 𝑁∗2𝜏𝑘2𝑘3(𝑘1 + 𝜔1) + 𝛼𝜏𝑆
∗𝐼∗(𝛽𝛾 + 𝑘2𝑘3) + Φ 

These five eigenvalues are negative if Φ is greater than zero and so, ℋ∗ is asymptotically stable locally. 

3.3 Bifurcation analysis 

As mentioned without proof in (Izzati and Andriani, 2021) a bifurcation occurs due to the existence of 

unique endemic equilibrium point which is called transcritical (forward) bifurcation. It is also known as a 

change of stability as the infection-free equilibrium exchange stability with the infection presence 

equilibrium at bifurcation point. This point is biologically called inversion boundary as a point after which 

the disease invades the population. 

Theorem 1 

Model (1) exhibits a transcritical bifurcation at the disease-free equilibrium ℋ if the bifurcation parameter 

𝛽∗ =
𝑘1𝑘2

(1−𝑝)(𝜀𝑘2+𝛼)
. 

Proof 

Let 𝑓 be a vector defined from model (1) as 

 

𝑓(𝑆, 𝐸, 𝐼, 𝐽, 𝑅;  𝛽) =

(

 
 

(1 − 𝑝)𝜇𝑁 − 𝜆 𝑆 − 𝜏𝑆 + 𝜙𝐸
𝜆 𝑆 − 𝛼𝐸 − 𝜙𝐸 − 𝜏𝐸             
𝛼𝐸 − 𝛾𝐼 − 𝜏𝐼 − 𝜃𝐼                 
𝛾𝐼 − 𝜏𝐽 − 𝜂𝐽                            
𝑝𝜇𝑁 + 𝜂𝐽 − 𝜏𝑅                      )

 
 
                                       (3) 

The Jacobian matrix 𝐽(ℋ) evaluated at ℋ, as presented in (2) has the determinant 

det(ℋ) = 𝛿2∏𝑘𝑖

3

𝑖=1

(ℛ𝑣 − 1), 
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which is zero if ℛ𝑣 = 1 or 𝛽 =
𝑘1𝑘2

(1−𝑝)(𝜀𝑘2+𝛼)
. The trace of 𝐽(ℋ) is given by 

𝑡𝑟(𝐽(ℋ)) = − [2𝜏 +∑𝑘𝑖

3

𝑖=1

− 𝛽𝜀(1 − 𝑝)] ≠ 0. 

Thus, one of the eigenvalues of the Jacobian matrix 𝐽(ℋ) is a simple zero. This allow us to establish the 

existence of a transcritical bifurcation at the equilibrium ℋ using Sotomayor theorem (Perko, 2001). To 

verify the conditions for transcritical bifurcation given in this theorem, let 𝑉 = (𝑣1, 𝑣2, 𝑣3, 𝑣4, 𝑣5)
𝑇 be an 

eigenvector of the matrix 𝐽(ℋ) corresponding to the zero eigenvalue. Then using the standard computation 

of an eigenvector, we obtain 

𝑉 = (0 1
𝛽(1 − 𝑝)

𝑘2
0 0)

𝑇

.                                                             (4) 

Then, let 𝑊 = (𝑤1, 𝑤2, 𝑤3, 𝑤4, 𝑤5)
𝑇 be an eigenvector of the transpose of the Jacobian matrix 𝐽(ℋ). Such 

an eigenvector associated to the zero eigenvalue is the following 

𝑊 = (
𝛽(1 − 𝑝)(𝛼 + 𝑘2) − 𝑘2𝜙

𝑘2
1

𝛼

𝑘2

𝛼𝛾

𝑘2𝑘3

𝛼𝜂𝛾

𝜏𝑘2𝑘3
 )
𝑇

.             (5) 

The derivative of the vector field 𝑓(𝑆, 𝐸, 𝐼, 𝐽, 𝑅;  𝛽) in (3) in relation to the bifurcation parameter 𝛽 at the 

infection-free equilibrium, ℋ is 

𝑓𝛽(ℋ;  𝛽) = (0 0 0 0 0)𝑇 

 

And so, 

𝑊𝑇𝑓𝛽(ℋ;  𝛽) = (𝑄1 1
𝛼

𝑘2

𝛼𝛾

𝑘2𝑘3

𝛼𝜂𝛾

𝛿𝑘2𝑘3
 )
𝑇

(

 
 

0
0
0
0
0)

 
 
= 0                     (6) 

where 𝑄1 =
𝛽(1−𝑝)(𝛼+𝑘2)−𝑘2𝜙

𝑘2
. 

Now, 𝐷𝑓𝛽(𝑆, 𝐸, 𝐼, 𝐽, 𝑅;  𝛽)𝑉 =
𝜕𝑓𝛽

𝜕𝑆
𝑣1 +

𝜕𝑓𝛽

𝜕𝐸
𝑣2 +

𝜕𝑓𝛽

𝜕𝐼
𝑣3 +

𝜕𝑓𝛽

𝜕𝐽
𝑣4 +

𝜕𝑓𝛽

𝜕𝑅
𝑣5. Evaluating this expression at 

ℋ and using equation (4), we get 

𝐷𝑓𝛽(ℋ;  𝛽) = (−
𝜇(1 − 𝑝)(𝑘2𝜀 + 1)

𝜏𝑘2

𝜇(1 − 𝑝)(𝑘2𝜀 + 1)

𝜏𝑘2
0 0 0 )

𝑇

. 
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Thus, 

𝑊𝑇[𝐷𝑓𝛽(ℋ;  𝛽)] = (𝑄1 1
𝛼

𝑘2

𝛼𝛾

𝑘2𝑘3

𝛼𝜂𝛾

𝛿𝑘2𝑘3
 )
𝑇

(

 
 
 
 
 
−
𝜇(1 − 𝑝)(𝑘2𝜀 + 1)

𝜏𝑘2
𝜇(1 − 𝑝)(𝑘2𝜀 + 1)

𝜏𝑘2
0
0
0 )

 
 
 
 
 

 

         = −
𝜇(1−𝑝)([(𝛼+𝑘2)−𝜙𝑘2](𝑘2𝜀+1)+𝛽+𝑘2)

𝜏𝑘2
≠ 0.                             (7) 

Also 𝐷2𝑓(𝑥; 𝛽)(𝑉, 𝑉)  is defined in [4] as follows: 𝐷2𝑓(𝑥; 𝛽)(𝑉, 𝑉) = ∑
𝜕2𝑓𝑘

𝜕𝑥𝑖𝜕𝑥𝑗

5
𝑘,𝑖,𝑗 𝑣𝑖𝑣𝑗 . 

Expanding and evaluating this using (4) at the point ℋ, we obtain 

𝐷2𝑓(ℋ; 𝛽)(𝑉, 𝑉) =

(

 
 

𝑄2
−𝑄2
0
0
0 )

 
 
, 

𝑄2 =
2𝛽(1 − 𝑝)[𝑘2𝜀𝜏 + 𝛽(1 − 𝑝)(1 + 𝜀 + 𝜏)]

𝜇𝑘2
 

Hence,  

𝑊𝑇[𝐷2𝑓(ℋ; 𝛽)(𝑉, 𝑉)] = (𝑄1 1
𝛼

𝑘2

𝛼𝛾

𝑘2𝑘3

𝛼𝜂𝛾

𝜏𝑘2𝑘3
 )
𝑇

(

 
 

𝑄2
−𝑄2
0
0
0 )

 
 

 

                                                     = 𝑄2(𝑄1 − 1)  ≠ 0.                                               (8) 

Equations (6), (7) and (8) are the conditions for transcritical bifurcation which are satisfied (see, Theorem 

1, Perko, 2001). Hence, the result. 

3.4 Sensitivity analysis 

The occurrence of transcritical bifurcation indicates that the diphtheria disease extinction or persistence 

depends on the vaccinated reproductive number, ℛ𝑣 . However, a model parameter with greatest effect on 

this number would have the same effect on the diphtheria disease persistence. To investigate such a 

parameter, we can apply sensitivity indices as presented in (Chitnis, 2008). 
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Following Chitnis (2008), the associated sensitivity indices of the parameters of ℛ𝑣 are as follows: 

Φ𝛽
ℛ𝑣 =

𝜕ℛ𝑣
𝜕𝛽

×
𝛽

ℛ𝑣
= +1                                                                                    

Φ𝑝
ℛ𝑣 =

𝜕ℛ𝑣
𝜕𝛽

×
𝑝

ℛ𝑣
= −

𝑝

1 − 𝑝
                                                                           

Φ𝜀
ℛ𝑣 =

𝜕ℛ𝑣
𝜕𝜀

×
𝜀

ℛ𝑣
=

𝜀𝑘2
𝜀𝑘2 + 𝛼

                                                                           

Φ𝛿
ℛ𝑣 =

𝜕ℛ𝑣
𝜕𝛿

×
𝜏

ℛ𝑣
= −

𝜏[𝜀𝑘2
2 + 𝛼(𝑘1 + 𝑘2)]

𝑘1𝑘2(𝜀𝑘2 + 𝛼)
                                              

Φ𝛾
ℛ𝑣 =

𝜕ℛ𝑣
𝜕𝛾

×
𝛾

ℛ𝑣
= −

𝛼𝛾

𝑘2(𝜀𝑘2 + 𝛼)
                                                                

Φ𝜃
ℛ𝑣 =

𝜕ℛ𝑣
𝜕𝜃

×
𝜃

ℛ𝑣
= −

𝛼𝜃

𝑘2(𝜀𝑘2 + 𝛼)
                                                                

Φ𝛼
ℛ𝑣 =

𝜕ℛ𝑣
𝜕𝛼

×
𝛼

ℛ𝑣
= −

𝛼(𝜀𝑘2 − 𝜙 − 𝜏)

𝑘2(𝜀𝑘2 + 𝛼)
                                                           

Φ𝜙
ℛ𝑣 =

𝜕ℛ𝑣
𝜕𝜙

×
𝜙

ℛ𝑣
= −

𝜙

𝑘1
                                                                                    

We evaluated the above sensitivity indices using values of the model parameters in Table 1. Then, resulting 

values of these indices are shown in Table 2 on increasing sensitiveness. 

 

 

 

 

 

Table 2 Values of sensitivity indices of ℛ𝑣 on increasing sensitiveness 

Parameter Sensitivity index 

𝛽 +1 
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𝛾 -0.642162 

P -0.428571 

𝜙 -0.342466 

𝜀  0.237968 

𝛼  

𝜃 

𝜏 

-0.111347 

-0.107027 

-0.019693 

 

 

As depicted in Figure 2, there is direct relationship between the reproductive number ℛ𝑣 and each 

parameter 𝛽, 𝜀 and 𝛼. That is, an increase of any of these parameters results in the rise of the value of ℛ𝑣 

leading to the disease persistence and vice-versa. 
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Figure 2. Sensitivity analysis of ℛ𝑣, showing direct relationship with 𝛽, 𝜀 and 𝛼 

 

Figure 3 indicates inverse relationship between the reproductive number ℛ𝑣 and each parameter 

𝑝, 𝛿, 𝛾, 𝜃 and 𝜙. It follows that increasing the value of each of these parameters will decrease the value of 

ℛ𝑣. Thus, contain disease persistence a population. We are interested in the control parameters 𝛾 and 𝑝 

for easy disease eradication. The diphtheria disease could be eliminated from a community by either high 

isolation rate of infectious individuals or vaccinating high proportion of susceptible individuals. Moreover, 

combining the two strategies will be the best way of diphtherial disease eradication in a community. 
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Figure 3. Sensitivity analysis of ℛ𝑣 showing inverse relationship with 𝑝, 𝜏, 𝛾, 𝜃 and 𝜙 

 

4. Conclusion 

We presented an extended version of the model of diphtheria transmission dynamics proposed by Izzati 

and Andriani (2021). For the extension, we incorporate the transmission of bacteria by exposed individuals 

and changed quarantine of infected individuals to isolation. In addition to the infection-free equilibrium 

presented in (Izzati and Andriani, 2021), a unique infection presence equilibrium also exists. We proved 

the occurrence of transcritical bifurcation phenomenon as mentioned without proof in (Izzati and 

Andriani, 2021). Moreover, the most important parameters for diphtheria disease eradication were 

explored via sensitivity analysis. Such parameters are isolation rate of infectious individuals 𝛾 and 

proportion of vaccinated individuals 𝑝. In fact, the high isolation rate of infectious individuals or 

vaccinating high proportion of susceptible individuals would contain the spread of the bacteria. For further 

research, a booster vaccination can be incorporated in the model. 
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Abstract 

Pneumonia poses a significant threat to children aged zero (0) to five (5) in the developing world, leading 

to high morbidity and mortality rates. Despite this, there has been limited focus on optimal control 

measures for childhood pneumonia. To address this gap, a new five-compartmental mathematical model 

to explore the impact of contact and transmission rates on the dynamic spread of pneumonia is developed. 

The disease-free-equilibrium model was analyzed, and the basic reproduction number  was 

computed using the Next Generation Matrix (NGM) method. Sensitivity analysis highlighted the 

substantial influence of contact and transmission rates on the basic reproduction number . Numerical 

simulations conducted using Maple and the introduction of optimal control strategies demonstrated that 

increasing immunization campaigns can effectively reduce the dynamic spread of pneumonia infection. 

Keywords: Optimal control, Pneumonia, Simulation, Transmission rate  

 

1. Introduction 

Pneumonia is an infection of the lungs that is caused by bacteria, viruses, fungi or parasites. It is 

most dangerous for older adults, babies and people with other diseases or impaired immune systems (rudan 

et al., 2011). Pneumococcal is spread through contact with people who are ill or who carry the bacteria in 

their throat. One can get pneumococcal pneumonia from   respiratory droplets from the nose or mouth of 

an infected person. It is common for people, especially children, to carry the bacteria in their throats 

)( 0 P
R

)( 0 P
R
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without being sick. After a person is infected and diagnosed with pneumonia, he should be on medication 

for a particular period of time; the infection is contagious for 10 to 14 days after the infected person stops 

getting treatment (WHO, 2006, UNICEF, 2011).When a person breathes pneumonia-causing germs into 

his lungs and his body's immune system cannot prevent its entry, the organisms settle in small air sacs 

called alveoli and continue multiplying. As the body sends white blood cells to attack the infection, the 

sacs become filed with fluid and pus causing pneumonia. Pneumonia has Bacterial, Viral, Fungal, and 

other primary causes. Other substances that caused pneumonia are smoke, abuse alcohol, those that have 

other medical conditions, such as chronic obstructive pulmonary disease (COPD), emphysema, asthma or 

HIV/AIDS (Singh and Aneja, 2011). This pneumonia is not common but may occur among those with 

weak immunity due to AIDS, immunosuppressive drugs and other medical problems (Ebby, 2005). 

Pneumonia is of two type viz: typical and atypical. Typical pneumonia produces cough, fever, 

dyspnea, sudden onset of chills, pleura tic chest pain and usually no constitutional symptoms but 

historically atypical pneumonia is nonproductive of cough, lesser fever, less dyspnea, less chill, less 

pleurisy, chest pain but its constitutional symptoms are myalgia, arthralgia and rhinitis which are very 

common. Physically, typical pneumonia comes with more respiratory distress, higher fever and 

consolidation findings while all these are not present in atypical pneumonia. People who are older than 65 

years of age and those that have recently recovered from a cold or flu have an increased risk of developing 

pneumonia and children younger than one year of age have a weakened or impaired immune system. 

 

2. Literature Review 

In order to know the dynamical spread of pneumonia disease, many researchers have worked on the 

mathematical model of this infectious disease.  Tilahun (2019), worked on seven compartmental 

mathematical model. He stated in his research that in other to make endemic equilibrium unstable so that 

it merges to disease free equilibrium, high efficacy treatment vaccination programme are necessary as 

optimal control. He showed that reduction in contact rate of either pneumonia or meningitis has a great 

effect on controlling pneumonia and meningitis co-infection at population level. Mohammed (2019) 

worked on 14 compartmental model basically malaria-pneumonia co-infection and their optimal control 

at population level. It was established in her research that all the control strategies mentioned should be 

applied simultaneously for quick eradication of both diseases in the society.  Marcus and Newton (2021) 

also examined the dynamics of the pneumonia disease from a mathematical perspective via a deterministic 

SEIR model. They observed that pneumonia free equilibrium is locally asymptotically stable for is less 

than one and pneumonia endemic equilibrium is globally asymptotically stable in the invariant region 

whenever . In their research, sensitivity analysis revealed that transmission rates and the rates at 

which exposed individuals become infectious as the most sensitive parameters via center manifold theory. 

Getachew et al., (2017) also worked on modeling and optimal control of pneumonia disease with cost-

effective strategies.  A nonlinear mathematical model for the transmission dynamics of pneumonia disease 

0R
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in a population of varying sizes was proposed and analyzed. Their research based on five deterministic 

mathematical compartmental models used control mechanisms to control disease prevention through 

education, treatment, and screening. They concluded that a combination of prevention and treatment are 

the most cost-effective intervention strategies to combat the pneumonia pandemic.  

 

3. Methodology 

In this paper, we consider the childhood stage, and vaccinated individuals which cannot gain 

permanent immunity for life because there is a certain age that vaccine can wane, denoted by omega “ω”. 

The vaccine for pneumonia is perfect for a certain period and not be considered as hundred percent perfect. 

Meanwhile, we are considering childhood stage pneumonia, and we neglected the vaccination of adult 

individuals. 

The formulation of our model is based on the following assumption that the human population is 

not assumed to be constant since migration, emigration, morbidity and mortality rates occurred. The 

susceptible human is increased by the recruitment of people (either by birth or immigration) into the 

population at the rate , recovered people from pneumonia disease at the rate of 𝜶 and the vaccinated 

individuals who gained immunity for life at the rate of ω as well. This class of susceptible humans 

decreased by natural death 𝝻H and transmission rate of the infected individual at . The fraction ρ of the 

newly recruited individuals are assumed to show no symptoms joined the vaccinated class of pneumonia. 

This class of individuals reduced by the natural death of vaccinated individuals with pneumonia and 

decreased at the rate ω of which the vaccine wanes. The population of exposed pneumonia individuals 

increased by the infection of fast progressor at the rate of (1 - ε2). This class is decreased by humans' 

natural death rate  and the rate ϕ1 at which disease progressed or spread into the population. The 

population of infected individuals with pneumonia is increased by the fraction ε2 of the newly infected 

individuals and the progression rate of the disease into the population at the rate of ϕ1. This infected class 

was reduced by the natural death rate of infected individuals at the rate of , pneumonia induced 

mortality at the rate of δ1 and some individuals in this class received treatment at the rate of τ1, which 

moved to recovered class. The group of individuals that received treatment at the rate of τ1 which left 

infected pneumonia class joined the class of recovered individual. So this recovered class also decreased 

by the natural death of people in this class and by total recovered individuals from pneumonia at the rate 

𝜶 which moves to susceptible class. Then: 

 

𝑑𝑆𝑝

𝑑𝑡
= (1 − 𝜌)𝜋𝐻 − 𝜆𝑝𝑆𝐻 − 𝜇𝐻𝑆𝐻 + 𝛼𝑅𝑝 + 𝜔𝑉𝑝,        (3.1) 

𝑑𝑉𝑝

𝑑𝑡
=  𝜌𝜋𝐻 − 𝜇𝐻𝑉𝑝 −  𝜔𝑉𝑝,                                           (3.2) 

H

P

H

H
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𝑑𝐸𝑝

𝑑𝑡
= (1- 𝜀2)𝜆𝑝𝑆𝐻 - 𝜇𝐻𝐸𝑃 - 𝜙1𝐸𝑃,                                  (3.3) 

 

𝑑𝐼𝑝

𝑑𝑡
= 𝜀2𝜆𝑝𝑆𝐻 + 𝜙1𝐸𝑃 - 𝜇𝐻𝐼𝑃 - 𝛿1𝐼𝑃 - 𝐼𝑃𝜏1,                       (3.4) 

𝑑𝑅𝑝

𝑑𝑡
= 𝜏1𝐼𝑃 − 𝜇𝐻𝑅𝑃 −  𝜶𝑅𝑃.                                           (3.5) 

where  S, V, E, I and R stand for susceptible, vaccinated, exposed, infected and recovered class 

respectively. 

 

3.1 Transmission Rates 

Transmission by single infected individual acquire infections with pneumonia is represented 

by 𝜆𝑝 and given as 

𝜆𝑝 =
𝜔𝑝𝐶(𝐸𝑝+𝜂3𝐼𝑃)

𝑁𝐻
                                                                      (3.6) 

Where C is the probability that one individual is being infected with pneumonia by a single infectious 

human and 𝜔𝑝is the effective contact rate for pneumonia while 𝜂3is the modification parameter which led 

to the risk of infectiousness of individuals in the infected class. 

 

 

Figure 3.1.The flow chart of the model. 
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3.2 Existence and uniqueness of the model 

We adopted the idea of Derrick and Grossman to analyze the solution of the existence and uniqueness of 

pneumonia model as follows 

 

D = {(𝑆𝐻, 𝑉𝑝, 𝐸𝑝, 𝐼𝑝, 𝑅𝑝) ∶ |𝑆𝐻 − 𝑆𝐻0| ≤ 𝑎,   |𝑉𝑝 − 𝑉𝑝0| ≤ 𝑏,   |𝐸𝑝 − 𝐸𝑝0| ≤ 𝑐,   |𝐼𝑝 − 𝐼𝑝0| ≤ 𝑑, |𝑅𝑝 −

𝑅𝑝0| ≤ 𝑒, |𝑡 − 𝑡0| ≤ 𝑓                                                                                            (3.7) 

 

Proof 

𝑑𝑆𝐻

𝑑𝑡
= 𝑓1(𝑆𝐻, 𝑉𝑝, 𝐸𝑝, 𝐼𝑝, 𝑅𝑝) = (1 − 𝜌)𝜋𝐻 − 𝜆𝐻 − 𝜆𝑝𝑆𝐻 − 𝜇𝐻𝑆𝐻 + 𝛼𝑅𝑝 + 𝜔𝑉𝑝, 

𝑑𝑉𝑝

𝑑𝑡
= 𝑓2(𝑆𝐻, 𝑉𝑝, 𝐸𝑝, 𝐼𝑝, 𝑅𝑝) =  𝜌𝜋𝐻 − 𝜇𝐻𝑉𝑝 −  𝜔𝑉𝑝, 

 

𝑑𝐸𝑝

𝑑𝑡
= 𝑓3(𝑆𝐻, 𝑉𝑝, 𝐸𝑝, 𝐼𝑝, 𝑅𝑝) = (1- 𝜀2)𝜆𝑝𝑆𝐻 - 𝜇𝐻𝐸𝑃 - 𝜙1𝐸𝑃, 

 

 

𝑑𝐼𝑝

𝑑𝑡
= 𝑓4(𝑆𝐻, 𝑉𝑝, 𝐸𝑝, 𝐼𝑝, 𝑅𝑝) = 𝜀2𝜆𝑝𝑆𝐻 + 𝜙1𝐸𝑃 - 𝜇𝐻𝐼𝑃 - 𝛿1𝐼𝑃 - 𝐼𝑃𝜏1, 

𝑑𝑅𝑝

𝑑𝑡
= 𝑓5(𝑆𝐻, 𝑉𝑝, 𝐸𝑝, 𝐼𝑝, 𝑅𝑝) = 𝜏1𝐼𝑃 − 𝜇𝐻𝑅𝑃 −  𝜶𝑅𝑃. 

 

Then 

{
 
 
 
 
 

 
 
 
 
 
𝜕𝑓1
𝜕𝑆𝐻

|(0,0,0,0,0) = −𝜇𝐻

𝜕𝑓1
𝜕𝑉𝑝

|(0,0,0,0,0) =  𝜔

𝜕𝑓1
𝜕𝐸𝑝

|(0,0,0,0,0) = 0

𝜕𝑓1
𝜕𝐼𝑝

|(0,0,0,0,0) = 0

𝜕𝑓1
𝜕𝑅𝑝

|(0,0,0,0,0) = 𝛼
}
 
 
 
 
 

 
 
 
 
 

{
 
 
 
 
 

 
 
 
 
 

𝜕𝑓2
𝜕𝑆𝐻

|(0,0,0,0,0) = 0

𝜕𝑓2
𝜕𝑉𝑝

|(0,0,0,0,0) = −(𝜇𝐻 + 𝜔)

𝜕𝑓2
𝜕𝐸𝑝

|(0,0,0,0,0) = 0

𝜕𝑓2
𝜕𝐼𝑝

|(0,0,0,0,0) = 0

𝜕𝑓2
𝜕𝑅𝑝

|(0,0,0,0,0) = 0
}
 
 
 
 
 

 
 
 
 
 

{
 
 
 
 
 

 
 
 
 
 

𝜕𝑓3
𝜕𝑆𝐻

|(0,0,0,0,0) = 0

𝜕𝑓3
𝜕𝑉𝑝

|(0,0,0,0,0) =  0

𝜕𝑓3
𝜕𝐸𝑝

|(0,0,0,0,0) = −(𝜇𝐻 + ∅1)

𝜕𝑓3
𝜕𝐼𝑝

|(0,0,0,0,0) = 0

𝜕𝑓3
𝜕𝑅𝑝

|(0,0,0,0,0) = 0
}
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{
 
 
 
 

 
 
 
 

𝜕𝑓4

𝜕𝑆𝐻
|(0,0,0,0,0) = 0

𝜕𝑓$

𝜕𝑉𝑝
|(0,0,0,0,0) =  0

𝜕𝑓4

𝜕𝐸𝑝
|(0,0,0,0,0) = ∅1

𝜕𝑓4

𝜕𝐼𝑝
|(0,0,0,0,0) = −(𝜇𝐻 +  𝛿 + 𝜏1)

𝜕𝑓4

𝜕𝑅𝑝
|(0,0,0,0,0) = 0

}
 
 
 
 

 
 
 
 

{
 
 
 
 

 
 
 
 

𝜕𝑓5

𝜕𝑆𝐻
|(0,0,0,0,0) = 0

𝜕𝑓5

𝜕𝑉𝑝
|(0,0,0,0,0) =  0

𝜕𝑓5

𝜕𝐸𝑝
|(0,0,0,0,0) = 0

𝜕𝑓5

𝜕𝐼𝑝
|(0,0,0,0,0) = −𝜏1

𝜕𝑓5

𝜕𝑅𝑝
|(0,0,0,0,0) = −(𝜇𝐻 + 𝛼)}

 
 
 
 

 
 
 
 

                (3.8) 

Hence, the problem has a unique solution and the model is mathematically and epidemiologically well 

posed. 

3.3 Disease Free Equilibrium 

The disease free equilibrium (DFE) is the stage where there is neither disease nor infection in the society. 

This shall be denoted as 𝜀0then, 

𝑑𝑆𝐻

𝑑𝑡
= 

𝑑𝑉𝑝

𝑑𝑡
= 

𝑑𝐸𝑝

𝑑𝑡
=  

𝑑𝐼𝑝

𝑑𝑡
=

𝑑𝑅𝑝

𝑑𝑡
= 0    𝑎𝑛𝑑   𝜆𝑝 = 0                                                              (3.9) 

 

𝑉𝑝 =
𝜌𝜋𝐻

𝜇𝐻+𝜔
,    𝑆𝐻 =

(𝜇𝐻− 𝜌+ 𝜔)𝜋𝐻

𝜇𝐻(𝜇+𝜔)
    𝑎𝑛𝑑    𝐸𝑝 = 0 

 Also  

 𝜀2𝜆𝑝𝑆𝐻 + ∅1𝐸𝑝 − (𝜇𝐻 +  𝛿 + 𝜏1)𝐼𝑝 = 0 

Since 𝐼𝑝 = 0, then 

𝜏1𝐼𝑝 − (𝜇1 + 𝛼 )𝑅𝑝 =  0, 𝑇ℎ𝑒𝑛 𝑅𝑝 = 0 

∴ 𝜀0 = (𝑆𝐻, 𝑉𝑝, 𝐸𝑝, 𝐼𝑝, 𝑅𝑝) = (
(𝜇−𝜌+𝜔)𝜋𝐻

𝜇(𝜇+𝜔)
,

𝜌𝜋𝐻

𝜇𝐻+𝜔
, 0, 0, 0)                                               (3.10) 

 

3.4 Existence of endemic equilibrium 

The endemic is the stage where pneumonia infection has become pandemic in the society which shall be 

denoted as 𝜀0
∗ and determined as follows: 

  𝜀0
∗ =  (𝑆𝐻

∗ , 𝑉𝑝
∗, 𝐸𝑝

∗, 𝐼𝑝
∗ , 𝑅𝑝

∗) 

where 
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𝑑𝑆𝐻
𝑑𝑡

=
𝑑𝑉𝑝

𝑑𝑡
=
𝑑𝐸𝑝

𝑑𝑡
=
𝑑𝐼𝑝

𝑑𝑡
=  
𝑑𝑅𝑝

𝑑𝑡
= 0 

At endemic steady stage the expression 𝜆𝑝 is denoted by 𝜆∗∗ 

𝜀0
∗ = 𝜔𝑝𝐶

(𝐸𝑝
∗+𝜂3𝐼𝑝)

𝑁∗
                                                                                                                                   (3.11) 

Let 𝐾1 = (𝜇ℎ + 𝜙1),   𝐾2 = (𝜇𝐻 + 𝛿1 + 𝜏1), 𝐾3 = (𝜇ℎ +  𝛼)  𝑎𝑛𝑑 𝐾4 = (𝜇𝐻 +  𝜔) 

then 

(1 −  𝜌)𝜋𝐻 − 𝜆𝑝𝑆𝐻
∗ −  𝜇𝑆𝐻

∗ +  𝛼𝑅𝑝
∗ = 0 

 

(1- 𝜀2)𝜆𝑝
∗ 𝑆𝐻

∗ − 𝜇𝐸𝑝
∗ − 𝜙1𝐸𝑝

∗ = 0, 

where 

𝑆𝐻
∗ =

(1− 𝜌)𝜋𝐻 + 𝛼𝑅𝑝
∗  + 𝜔𝑉𝑝

∗

(𝜆𝑝
∗+ 𝜇ℎ)𝐸𝑝

∗ , 𝐼𝑝
∗ = 

(1− 𝜀2)𝜆𝑝
∗ 𝑆𝐻

∗

𝐾1
,    𝑉𝑝

∗ =
𝜌𝜋𝐻

𝐾4
 

 

𝜀2𝜆𝑝
∗ 𝑆𝐻

∗ + 𝜙1𝐸𝑝
∗ - (𝜇 +  𝛿 + 𝜏1)𝐼𝑝

∗ = 0 

where 

 ,  

,   and  

 

Then,  

where  

also, 

        Where
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Divide through by , we obtain 

 

Where , then  

.                     (3.12) 

 

3.4 Derivation of basic reproduction number  

We adopt the idea of the next generation matrix used by Driessche and Watmough to calculate the basic 

reproduction number (𝑅0𝑝) of the pneumonia model. The Jacobian derivative of F and V  are

 

    (3.13) 

Then, 

.                                     

 

 

 the basic reproduction number (𝑅0𝑝) is  
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                                                 (3.14) 

where 𝐾1 = (𝜇𝐻 + 𝜙1) ,  ,  and 
.                             (3.15)  

(3.14) is the basic reproduction number of pneumonia model in this paper which measures the average 

number of new infections generated by a typical infected individual in the society.
 

 

3.5 Local Stability of disease free equilibrium 

This shall be established using the theorem below. 

Theorem 1.The model (3.1-3.5) is locally asymptotically stable (LAS), if  and unstable when

. 

Proof: Now, to determine the local stability of  the following jacobian matrix is computed 

corresponding to its equilibrium point.  

          (3.16)  

We obtain the characteristic equation using ,for  I is 5 by 5 identity matrix. 

Now,

,                                                                               (3.17)

 

Hence, becomes: 
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             (3.18) 

 

From (3.18), , while , 
,

and are obtained from

 (3.19) 

 

Hence, the corresponding eigen values of this equation are as follows

(3.20)
 

Since all the roots are negatives, real and distinct,. Hence, the disease free equilibrium of the pneumonia 

model (3.1-3.5) is locally asymptotically stable (LAS). 

 

3.6    Global Stability of disease free equilibrium for Pneumonia 

Theorem 2: The disease free equilibrium of the system of equation (3.1-3.5) is globally asymptotically 

stable (GAS) whenever  𝑅0𝑝 < 1 and unstable if 𝑅0𝑝 > 1. 

Proof. 

It follows that 𝑆 = 𝑁𝐻 − 𝑉𝑝 − 𝐸𝑝 − 𝐼𝑝 − 𝑅𝑝 at steady state. The proof is based on using the comparison 

theorem describe in (Lakshkanthanet al, 1989) to prove the global stability. The rate of change of the 

variables representing the infected components of the system can be written as follows: 

𝑑𝑉𝑝

𝑑𝑡
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𝑑𝐸𝑝
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 = (1 − 𝜀2)𝜆𝑝(𝑁𝐻
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𝑑𝑉𝑝

𝑑𝑡
 = 𝜀2𝜆𝑝(𝑁𝐻

∗ − 𝑉𝑝 − 𝐸𝑝 − 𝐼𝑝 − 𝑅𝑝) − 𝜙1𝐸𝑝-- 𝜇𝐻𝐼𝑝 −  𝛿𝐼𝑝 − 𝜏1𝐼𝑝 

𝑑𝑅𝑝

𝑑𝑡
=  𝜏1𝐼𝑝 − 𝜇𝐻𝑅𝑝 −  𝛿𝑅𝑝 

𝐷∗ = {(𝑉𝑝, 𝐸𝑝, 𝐼𝑝, 𝑅𝑝) ∈ ℝ+
𝟒 ∶  𝑉𝑝 + 𝐸𝑝 + 𝐼𝑝 + 𝑅𝑝 ≤ 𝑁𝐻

∗}                  (3.21) 

For the model the associated reproduction number 𝑅0𝑝, the DFE of the model is globally asymptotically 

stable, in𝐷∗ if   𝑅0𝑝 < 1, using the comparison method gives 

[
 
 
 
 
 
 
𝑑𝑉𝑝

𝑑𝑡
𝑑𝐸𝑝

𝑑𝑡
𝑑𝐼𝑝

𝑑𝑡
𝑑𝑅𝑝

𝑑𝑡 ]
 
 
 
 
 
 

= (𝐹 − 𝑉)

[
 
 
 
𝑉𝑝
𝐸𝑝
𝐼𝑝
𝑅𝑝]
 
 
 

 −   𝐹𝑖

[
 
 
 
𝑉𝑝
𝐸𝑝
𝐼𝑝
𝑅𝑝]
 
 
 

                                                                                             (3.22) 

where 

.                    (3.23)

 

According to CastiloCharezetal(2002) , all eigenvalues of the matrix (F - V) have negative real parts, then 

     (3.24) 

From equation (3.24) we find the determinant and arrive at the following characteristic equation 
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                                                                                                                                                 (3.25) 

Let the coefficient of 𝜆3 = 𝑎4, 𝜆2 = 𝑎3, 𝜆 
1 = 𝑎2 and 𝑎1 =  constant and applying Routh-Hurwitz 

criteria of order four, we obtained 

 

 

 

 

Where n = 4: 𝑎4 > 0, 𝑎3 > 0  𝑎𝑛𝑑 𝑎1 > 0, 𝑎3𝑎2 > 𝑎1
2 + 𝑎4

2, then for  𝑎1 > 0,𝑤𝑒 ℎ𝑎𝑣𝑒  

              (3.26) 

we arrived at  

                                         (3.27)
 

we infer from (3.27) that 𝑅0𝑝 < 1. We conclude that the linearized differential inequality above is stable 

for 𝑅0𝑝 < 1which is in agreement with the claim of Castilo Chavez et al 2002 and (3.20), since 

eigenvalues of the matrix (F - V) have negative real parts. 

3.7 Sensitivity analysis of the model 

The sensitivity index is defined as the ratio of the relative change in 𝑅0𝑝 to the relative change in the 

parameter say w, the sensitivity values of each parameter in this work were shown in the table (2) below 

and each one is calculated using.   
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𝑋𝑤
𝑅0𝑝 = 

𝜕𝑅𝑜𝑝

𝜕𝑤
 ×  

𝑤

𝑅0𝑝
                                                                   (3.28) 

Table 1:  Description of parameters used and their respective values 

Parameters  Definitions    Values   Sources 

      𝜋𝐻                  Human recruitment rate     2000              Assumed 

   𝜇𝐻                  Natural death rate of the human                                 0.0002                  [2] 

𝜌                     Fraction of vaccinated recruited individual                 0.05     [20] 

𝜔  The rate at which vaccine wanes for pneumonia        0.01    [20] 

      ∝  Rate of recovered moves to the susceptible class        0.2     [20] 

      𝜀2                    Fast progression for pneumonia                                 0.338               [5] 

      𝜙1  Progression rate for pneumonia           0.01096    [7] 

      𝜏1  Treatment rate for infected pneumonia           0.0238    [15] 

       𝛿1                   Induced mortality rate for pneumonia                           0.33                 [7] 

      𝜔𝑝                  Capital contact rate for pneumonia                              0.049                   [20] 

C            Probability of one individual transmit infection          0.1205 [20]  

      𝜂3                   Modification parameter for pneumonia           0.008883    [1] 
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TABLE 2: Pneumonia model parameters with their respective sensitivity values 
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3.8 Optimality of the model  

To obtain an optimal control for the system, the controls 𝑢𝑖 where i = 1, 2, 3 were introduced to curtail the 

spread of the diseases. Then, 𝑢1 stands for the prevention effort in order to protect susceptible individual 

from contacting the pneumonia disease.  Also 𝑢2 represents the control on the awareness of pneumonia 

vaccine (immunization) through education/campaign by organizing seminars and conferences while 𝑢3 is 

the control on treatment made to minimize pneumonia infection. After incorporating 𝑢𝑖 into the equation 

(3.1), then optimal control model goes thus: 

 

𝑑𝑆𝑝

𝑑𝑡
= (1 − 𝜌)𝜋𝐻 + (1 − 𝑢1)𝜆𝑝𝑆𝐻 − 𝜇𝐻𝑆𝐻 + 𝛼𝑅𝑝 + 𝜔𝑉𝑝,   (3.29a) 

𝑑𝑉𝑝

𝑑𝑡
=  𝜌𝜋𝐻 − 𝜇𝐻𝑉𝑝 − 𝑢2𝜔𝑉𝑝,      (3.29b) 

𝑑𝐸𝑝

𝑑𝑡
= (1 − 𝑢1)(1- 𝜀2)𝜆𝑝𝑆𝐻 - 𝜇𝐻𝐸𝑃 - 𝜙1𝐸𝑃,    (3.29c) 

𝑑𝐼𝑝

𝑑𝑡
= (1 − 𝑢1)𝜀2𝜆𝑝𝑆𝐻 + 𝜙1𝐸𝑃 - 𝜇𝐻𝐼𝑃 - 𝛿1𝐼𝑃 -(1 − 𝑢3)𝐼𝑃𝜏1,  (3.29d) 

𝑑𝑅𝑝

𝑑𝑡
= (1 − 𝑢3)𝜏1𝐼𝑃 − 𝜇𝐻𝑅𝑃 −  𝜶𝑅𝑃.     (3.29e) 

3.9 Analysis of Optimal Control 

To study the optimal levels of the controls, the control set U is lebesque measurable and it is defined as  

𝑈 = 𝑢1(𝑡),  𝑢2(𝑡),  𝑢3(𝑡) for 𝑢𝐼, I = 1, 2, 3 and  0 ≤ 𝑡 ≤ 𝐽. The aim is to obtain a control𝑢𝐼 on 𝑆𝐻, 𝑉𝑝, 

𝐸𝑃, 𝑅𝑃 and 𝐼𝑃 that minimize the proposed objective functional J. The objective function J is given as; 

𝐽(𝑢1,  𝑢2,  𝑢3) = ∫ {𝑓1𝑉𝑝  +  𝑓2𝐸𝑝 + 𝑓3𝐼𝑝 + ∑ 𝐴𝑖𝑢𝑖
23

1=1 }𝑑𝑡
𝑡𝑓
1

                              (3.30) 

Here the constants 𝑓1, 𝑓2, 𝑓3 are positive weights on individual that received vaccine for pneumonia, 

exposed pneumonia and infected human by pneumonia. Weight co-efficient 𝐴𝑖 , 𝑖 = 1, 2, 3 are measure of 

relative cost of the interventions associated to control 𝑢𝐼 is quadratic because it was assumed that costs 

are non-linear in its nature. The aim here is to minimize the number of  𝑓1𝑉𝑝, 𝑓2𝐸𝑝 𝑎𝑛𝑑  𝑓3𝐼𝑝 costs of 

control 𝑢1(𝑡),  𝑢2(𝑡),  𝑢3(𝑡). Thus optimal controls (𝑢1,  𝑢2,  𝑢3) shall be seeking to such that, 

𝐽(𝑢1,  𝑢2,  𝑢3) = 𝑀𝑖𝑛{𝐽(𝑢𝐼: 𝑖 = 1, 2, 3 ) 𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 𝑢 ∈ 𝑈} 

𝑤ℎ𝑒𝑟𝑒  𝑈 = {(𝑢1,𝑢2, 𝑢3) 𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 𝑒𝑎𝑐ℎ 𝑢𝐼: 𝑖 = 1, 2, 3                                      (3.31) 

𝑖𝑠 𝑚𝑒𝑎𝑠𝑢𝑟𝑎𝑏𝑙𝑒 𝑤𝑖𝑡ℎ 0 ≤ 𝑢𝐼 ≤ 1   𝑡 ∈ [0, 𝑡𝑓] → [0,1] }  
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The terms𝐴1𝑢1
2, 𝐴2𝑢2

2,  and 𝐴3𝑢3
2 are the costs on campaign for pneumonia immunization, exposed 

pneumonia. 

 

3.10 Hamiltonian and Optimality System 

In order to establish the optimality of the system and to show that the system is also Hamiltonian, we 

implore the idea of the maximum principle where the necessary conditions are satisfied by optimal pair 

would be arrived. Also, this principle shall converts equations (3.29b) and (3.29c) into the problem of 

minimizing point wise to a Hamiltonian H with respect to 𝑢𝐼. Therefore, to find an optimal solution, firstly, 

we shall seek for the Lagrangian and  Hamiltonian of the system for the optimal control problem. Then 

the Lagrangian (L) of the optimal problem is given by 

𝐿 = 𝑓1𝑉𝑝  + 𝑓2𝐸𝑝 + 𝑓3𝐼𝑝 + ∑ 𝐴𝑖𝑢𝑖
23

1=1                                                                   (3.32) 

In order to have minimal value of Lagrangian the Hamiltonian H for the control problem is obtained as 

follows 

𝐻 = 𝐿(𝑓1𝑉𝑝  +  𝑓2𝐸𝑝 + 𝑓3𝐼𝑝 + ∑ 𝐴𝑖𝑢𝑖
23

1=1 ) + 𝑦1
𝑑𝑆𝐻

𝑑𝑡
+ 𝑦2

𝑑𝑉𝑝

𝑑𝑡
+ 𝑦3

𝑑𝐸𝑝

𝑑𝑡
+ 𝑦4

𝑑𝐼𝑝

𝑑𝑡
+ 𝑦5

𝑑𝑅𝑝

𝑑𝑡
(3.33) 

 

where the value of 
𝑑𝑆𝐻

𝑑𝑡
,
𝑑𝑉𝑝

𝑑𝑡
,
𝑑𝐸𝑝

𝑑𝑡
,
𝑑𝐼𝑝

𝑑𝑡
,
𝑑𝑅𝑝

𝑑𝑡
 has been given in equation (3.33) 

Theorem 3 

 Given the control model (3.1), there exists an optimal control pair 𝑢∗ = 𝑢𝑖
∗ ∈ 𝑈 for I = [1, 3] such that 

𝐽(𝑢𝑖
∗) = 𝑀𝑖𝑛{𝐽((𝑢1,𝑢2, 𝑢3)} subject to control system (3.33) 

Proof 

To prove the existence of an optimal control pair, we verify the following highlighted properties of the 

model: 

(i) The set of the entire controls variable and corresponding state variables are non-empty 

(ii) The set of controls is convex and closed 

(iii) The optimal system (right hand side of the state problem) is bounded by linear function in the 

state and control variables. Whereas this determines the compactness needed for the existence 

of the optimal control. 

(iv) The integrand in the objective functional (3.33) is concave on the control set. 

(v) There exist positive numbers and a constant w such that the integrand of 𝐿 =

(𝑉𝑝, 𝐸𝑝, 𝐼𝑝, 𝑢1, 𝑢2, 𝑢3) of the objective functional are satisfied such that  

𝐽(𝑢𝑖) ≥ 𝑃1(|𝑢𝑖|
2)

𝑤

2 − 𝑃2    𝑓𝑜𝑟   𝑖 = 1,2,3.                                     (3.34) 
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because the state variables are biunded, this completes the existence of an optimal control. 

Theorem 4 

For an optimal control set 𝑢1, 𝑢2, 𝑢3 and optimal state solution 𝑆𝐻
∗ , 𝑉𝑃

∗, 𝐸𝑝
∗ , 𝐼𝑝

∗  𝑎𝑛𝑑 𝑅𝑝
∗  of the corresponding 

state system (3.1-3.5) that minimizes the objectives functional 𝐽(𝑢1, 𝑢2, 𝑢3) over ∪.  

Proof 

By Pontryagin’s maximum principle, the form of the adjoint equations and transversality conditions are 

standard results. Then, differentiating the Hamiltonian function H with respect to each states variables 

𝑦1, 𝑦2, 𝑦3, 𝑦4 𝑎𝑛𝑑 𝑦5 respectively which are evaluated at the optimal control function 𝑢1, 𝑢2 𝑎𝑛𝑑 𝑢3.So, 

re-written the adjoint system and with the following transversality conditions 

𝑦1(𝑡𝑓) =  𝑦2(𝑡𝑓) = 𝑦3(𝑡𝑓) = 𝑦4(𝑡𝑓) = 𝑦5(𝑡𝑓) = 0                                                    (3.35) 

Solving 
𝜕𝐻

𝜕𝑢𝑖
, for i= 1, 2, 3 and evaluating at the optimal control on the interior of control set, where 

0 < 𝑢𝑖 ≤ 1 gives 

𝜕𝐻

𝜕𝑢1
= 2𝐴1𝑢1 − 𝑆𝐻

∗ (−𝑦1 + 𝑦3(1 − 𝜀2) + 𝑦4𝜀2)𝜆𝑝                                                    (3.36a) 

𝜕𝐻

𝜕𝑢2
= 2𝐴2𝑢2 − 𝑉𝑝

∗𝜔(𝑦1 − 𝑦2)                                                                      (3.36𝑏)                                 

𝜕𝐻

𝜕𝑢3
= 2𝐴3𝑢3 − 𝐼𝑝

∗𝜏1(𝑦4 − 𝑦5)                                                     (3.36𝑐)                        

Then,  

                                    𝑢1
∗ = max {0,min (1,

𝑆𝐻
∗ (−𝑦1+𝑦3(1− 𝜀2)+ 𝑦4𝜀2)𝜆𝑝

2𝐴1
)}                (3.37a) 

𝑢2
∗ = max {1,𝑚𝑖𝑛 (1,

𝑉𝑝
∗𝜔(𝑦1 − 𝑦2)

2𝐴2
)}                                         (3.37𝑏) 

                                          𝑢3
∗ = max {1,𝑚𝑖𝑛 (1,

𝐼𝑝
∗𝜏1(𝑦4 − 𝑦5)

2𝐴3
)}                             (3.37𝑐) 

 

In compact notation 

𝑢1
∗ = max {0,min (1, 𝛾1)} 

𝑢2
∗ = max {0,min (1, 𝛾2)} 

𝑢3
∗ = max {0,min (1, 𝛾3)} 
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where 𝑦1, 𝑦, 𝑎𝑛𝑑 𝑦3 can be deduce from equation (3.36). 

 

4. Results and Discussion 

4.1 Numerical Analysis and discussion of results 

 

 

Figure 2: The graph of 𝑅0𝑝 against 𝜔𝑝 

 

Figure 3: The graph of 𝑅0𝑝 against c. 
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Figure 4: Graph of against t with different values of  

 

 

Figure 5: The graph of 𝐸𝑝 against time(t) with different values of 𝜔𝑝. 

 

 

 

PV 
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Figure 6: Graph of optimal control on susceptible individuals against time t in years. 

 

 

Figure 7: Graph of optimal control on individuals that received pneumonia vaccine against time t in years.  
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Figure 8: Graph of optimal control on individuals that were exposed to pneumonia against time t in years. 

 

 

Figure 9: Graph of optimal control on infected individuals with pneumonia against time t in years.  
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According to the sensitivities analysis (table 1) of the model, it could be seen that transmission 

rate (𝜔𝑝) and effective contact rate (C) have greater influence on the basic reproduction number of 

pneumonia (𝑅0𝑝) because their sensitivities values are 1.000 and 1.000. Hence these two parameter (i.e. 

𝜔𝑝 𝑎𝑛𝑑 𝐶) are the most sensitive parameters on the analysis of 𝑅0𝑝 while the higher these parameters, the 

higher the basic reproduction number (𝑅0𝑝) which measures the average number of secondary infectious 

individual generated by a single infected person. This shows that the more the transmission and contact 

rates, the more the pneumonia epidemic in the society, awareness should be made to the public by the 

government or communities leaders so that anywhere there is pneumonia infection or disease, the rate of 

contact by innocent people should be avoided or reduced. Also, the infected individual with pneumonia 

should be separated in order to reduce the transmission rate of pneumonia because this disease is an 

airborne type. 

     Figure 2 shows the effect of pneumonia contact rate on basic reproduction number of pneumonia. It 

reveals that the increment in contact rate yields increment in reproduction number of pneumonia. Since 

basic reproduction number measures the average number of secondary infectious individual caused by 

single-infected individual, then the more individual contact pneumonia disease if the higher the basic 

reproduction number. Hence, there would be an epidemic of the disease if the rate at which individual 

contact pneumonia increased. The figure 2 also shows that the more the infected individual transmits the 

pneumonia infection, the more the spread of this disease in the society. Hence, the basic reproduction 

number (𝑅0𝑝) will be greater than one and endemicity of pneumonia would occur 

in such community. So, the transmission rate must be reduced in order to avoid or reduce the 

quick spread of pneumonia. The figure 3 shows the effect at which vaccine for pneumonia 

wanes on the individual that receives pneumonia vaccine. Vaccine for pneumonia is well 

posed but can wane at anytime. Hence, the person that received vaccine for pneumonia can 

contact this disease whenever the vaccine wanes. So, whenever the vaccines wanes shows there would be 

no immunity for such vaccinated people and the tendency of contacting the 

pneumonia would be high. Therefore, the population of this vaccinated class gets reduced. 

The high value of the rate at which vaccine wanes tends to reduce the population of vaccinated class. 

According to the graph, the population of vaccinated class at 𝜔= 0:01 were 

greater than the number of vaccinated population when the 𝜔= 0:21 .This implies that the 

higher the rate at which vaccine wanes the lesser the population in the vaccinated class. Also, figure 5 

reveals that increase in contact rate of pneumonia disease leads 

to increase in the population of exposed class of pneumonia with respect to time especially 

when the contact rate was highly increased to 0:599. 

             The graph 6  shows the effect of applying all controls on susceptible population in this research 

work and without any control as well. It could be seen that when controls were applied, the population of 

susceptible class grows faster than when no control was applied. The dotted green line represent when all 
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controls were applied while the red one is for without control at all. So ,one can conclude that there should 

be effective control application on pneumonia in the society in order to avoid the epidemic of pneumonia. 

In figure 7, the effect of applying pneumonia vaccine (immunization) and education or campaign on its 

awareness by organizing seminars and conferences on the vaccinated class of pneumonia in this work 

were tested. It was seen that the red line that represent with control and dotted green line that represent 

without control move at the same rate at initial stage which is due to the fact that the control is yet to take 

effect since it is immunization. But immediately that the control took effect it leads to increase in 

population of the vaccinated class. Meanwhile, graph 8 shows the effect of preventing effort from 

contacting pneumonia ( ) and treatment to minimize pneumonia infection on exposed individual to 

pneumonia. It was observed that the red line which represents with control falls in a proportional rate, that 

is to say the control is inversely proportional to population of exposed class. So the more the control rates 

lesser will be number of exposed individual and vice versal. Whereas, the dotted green line that stands for 

without control fall in a steady rate. Figure 9 reveals the effect of both prevention effort from contacting 

pneumonia ( ) and provision of treatment  for pneumonia on infected individuals with pneumonia. 

Since the population of this infected class can spread the pneumonia infection, then appling contols and 

without controls fall at thesame rate before those that receives control move faster than those without 

control. 

 

5. Conclusion 

Conclusively, the effect of applying pneumonia vaccine (immunization) and education or campaign on 

vaccine awareness by organizing seminars and conferences on the society especially for children and adult 

people in the society were shown in this work. The reason is that without campaign or education on 

awareness of vaccine the children of within age five(5) and adult of sixty-five (65) years above may not 

be aware till this pneumonia deadly disease kill them at home. Also, for the fact that pneumonia is a 

contagious disease, if both infected and exposed individuals with pneumonia were not properly kept or 

treated, thereby, epidemic of pneumonia will occur because there would be high contact rate.  
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Abstract 

The bacterium campylobacter is the cause of campylobacteriosis, a major cause of foodborne illness that 

goes by the most common name for diarrheal illnesses. This paper develops and analyzes a new 

mathematical model for campylobacteriosis. It is demonstrated that in cases where the corresponding 

reproduction number is smaller than unity, the model's disease-free equilibrium is both locally and globally 

stable. The numerical simulation results indicate that increasing the treatment rate for both symptomatic 

and asymptomatic disease-infected individuals resulted in a decrease in the number of asymptomatic and 

symptomatic individuals, respectively, and a rise in the population's number of recovered individuals.  

Keywords: Reproduction number, stability, mathematical simulation, campylobacteriosis. 

 

1.0 Introduction 

The bacterium campylobacter is the source of campylobacteriosis, a major cause of foodborne illness that 

is thought to be the most prevalent indicator of diarrheal illnesses (WHO, 2020). The World Health 

Organization estimates that the burden of food-borne illnesses claims the lives of approximately 33 million 

healthy people and causes 1 in 10 people to become ill. The majority of illnesses resulting from eating 

unsafe food are diarrheal diseases, accounting for 550 million illnesses per year, of which 220 million are 

in children under the age of five (WHO, 2020). The majority of the time, campylobacter infections are 

mild (asymptomatic); however, in very young children, the elderly, and people with compromised immune 

systems, they can be fatal (symptomatic) (WHO, 2020, Health direct, 2024). 

Common symptoms of campylobacter infection are; fever, cramping in the stomach, and diarrhea, which 

is frequently bloody. After diarrhea, nausea and vomiting are possible. Following infection, symptoms 

typically appear two to five days later and persist for approximately one week. Some people experience 

complications like arthritis, irritable bowel syndrome, and temporary paralysis (CDC, 2023). The majority 

mailto:timothy.ashezua@uam.edu.ng
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of people with campylobacter infections recover without the need for antibiotics, Centers for Disease 

Control and Prevention reported that (patients are advised to stay hydrated for the duration of their 

diarrhea), however severe cases may require antibiotic treatment. The groups most likely to experience 

severe cases of the disease are the elderly (65 years of age and older), pregnant women, and individuals 

with weakened immune systems (CDC, 2019). 

 

Throughout the years, mathematical models of infectious diseases have offered helpful insights into the 

dynamics of infectious disease transmission, prevention, and control (Gulmel et al., 2018 are one example 

of this). However, only a small number of mathematical models have been created and applied to 

campylobateriosis in order to comprehend the disease's dynamics of transmission, management, and 

prevention; for instance, refer to (Rawson et al. 2019, Nyasagare et al. 2019, Osman et al. 2020, Chuma 

and Mussa, 2021). In 2019, Rawson and colleagues created and studied a mathematical model of the 

campylobacter in broiler flocks dynamics. In their investigations, the pathways of infection among co-

housed birds were modeled using a system of stochastic differential equations. Nyasagare et al. (2019) 

developed and examined a mathematical model of campybacteriosis in animal and human populations 

using the S-I-R approach. Using an S-I-R model for both human and animal populations, Osman et al. 

(2020) developed and examined a mathematical model for campylobacteriosis using a modified finite 

difference method with optimal control. Chuma and Mussa (2021) created and examined an epidemic 

model that included sanitation control, treatment, and public health education to explain the dynamics of 

the campylobacteriosis disease. They did not divide the exposed class into asymptomatic and symptomatic 

classes in their work. A novel deterministic mathematical model for analyzing the dynamics of 

campylobacteriosis transmission in a population is presented in this work. The following presumptions 

form the basis of the model: 

(i) The exposed class is split into asymptomatic and symptomatic classes, respectively. This is in 

line with the information obtained from (Osman et al. 2020, Health direct, 2024). 

 

(ii) Asymptomatic individuals can recover without treatment and equally develop symptoms to 

progress to the symptomatic class while symptomatic patients might need antibiotics treatment 

(CDC, 2019). 
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In all the aforementioned mathematical models of Campylobacteriosis, none of them considered the 

assumptions (i) and (ii). Hence, in the present study, the exposed class have been split into the 

asymptomatic and symptomatic classes. Also, treatment of the asymptomatic and symptomatic patients 

are included as intervention strategies in our model to curtail the spread of the disease in the population.  

 

2.0 Model Formulation 

The total population at time t , denoted by )(tN , is divided into the human ( ))(tNh  and animal ( )( )tNv  

populations. The total population of humans is further sub-divided into the five mutually-exclusive 

compartments of the susceptible ( )( )tSh , exposed ( ))(tEh , asymptomatic ( ))(tIa , symptomatic ( ))(tI s , 

and recovered ( ))(tI a  humans. Also, the total animal population is sub-divided into the susceptible ( )( )tSv  

, infected ( ))(tI v  and recovered ( ))(tRv  sub-population. Thus, 

)()()( tNtNtN vh +=  

),()()()()()( tRtItItEtStN hsahhh ++++=                                          (2.1) 

).()()()( tRtItStN vvvv ++=  

The susceptible population (for both human and animals) are recruited through immigration at rates 

( )vh  , respectively. Humans in hE class progresses to class aI  and sI at rate   while   is the 

proportion of humans that progressed to class aI . The humans in classes aI  and sI  recover from 

campylobacteriosis at rates 1 and 2 , respectively. Furthermore, natural death rate ( )vh   occurs in all 

the epidemiological classes of human (animal) population while humans (animals) in classes sI  and vI  

suffer an additional Campylobacteriosis induced death at a rate ( )vh  , respectively. Humans and other 

animals that are susceptible to the disease can contract campylobacteriosis by eating contaminated food 

or water or by coming into close contact with infected humans or animals (i.e. those in the aI , sI  and vI  

classes), at a rate 1  and 2 , respectively, given by 

( )vsa III ++1 ,                                                             (2.2) 

and   

( ).2 vsa III ++                                                              (2.3) 

Animals recover from campylobacteriosis at a rate 3 .  
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Figure 1. Schematic diagram for model (2.4). 

Table 1:  Description of variables and parameters in the Campylobacteriosis model (2.4). 

Variables/parameters Interpretation 

hS  Susceptible human population 

hE  Exposed human population 

aI  Asymptomatic human population 

sI  Symptomatic human population 

hR  Recovered human population 

vS  Susceptible animal population 

vI  Infected animal population 

vR  Recovered animal population 

( )vh   Recruitment rate into the susceptible human (animal) compartments 

( )21   Infection rates 

  Progression rate 
  Proportion of exposed humans moving to class aI  
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  Progression rate from aI to sI  

( )21   Treatment rates for the human 

3  Treatment rate for the animals 

( )vh   Human (animal) natural death rate 

( )vh   Loss of immunity 

( )vh   Human (animal) disease-induced death rate 

  Force of infection 

 

When all of these definitions and presumptions are combined, the system of differential equations in (2.4) 

yields the new Campylobacteriosis model. Figure 1 displays the model's flow diagram, and Table 1 lists 

the variables in the model. 

,
)(

1 hhhhhh

h RSS
dt

tdS
 +−−=  

  ,)1(
)(

1 hhh

h ES
dt

tdE
 +−+−=  

( ) ,
)(

1 ahh

a IE
dt

tdI
 ++−=  

( ) ( ) ,1
)(

2 shhah

s IIE
dt

tdI
 ++−+−=     (2.4)                       

,)(
)(

21 hhhsa

h RII
dt

tdR
 +−+=  

,
)(

2 vvvvvv

v RSS
dt

tdS
 +−−=  

( ) ,
)(

32 vvvv

v IS
dt

tdI
 ++−=  

( ) .
)(

3 vvvv

v RI
dt

tdR
 +−=  

where the forces of infection for human and animals are as given in equations (2.2) and (2.3), respectively.  

 

Theorem 2.1.: When starting with positive data, every solution in the model (2.4) stays positive over time. 

Additionally, the model is a dynamic system on the area that has, 35

21 ++ = with, 
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Proof. Following similar approach as in Gumel et al., (2018), it is easy to see that the following first-order 

inequality equations follow from the equations for humans (susceptible individuals) and animals 

(susceptible animals) in model (2.4): 

( ) ,01 ++ hh

h S
dt

dS
 and ( ) 02 ++ vv

v S
dt

dS
  

Applying integrating factor to the inequalities  
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][ 2

exp)(
+= , 

and observing that 

                                          𝛼𝑆ℎ(𝑡) [
𝑑𝑆ℎ(𝑡)

𝑑𝑡
+ (𝛽1𝜆 + 𝜇ℎ)𝑆ℎ] =

𝑑𝑆ℎ𝛼𝑆ℎ

𝑑𝑡
, 

𝛼𝑆𝑣(𝑡) [
𝑑𝑆𝑣(𝑡)

𝑑𝑡
+ (𝛽1𝜆 + 𝜇𝑣)𝑆𝐴] =

𝑑𝑆𝑣𝛼𝑆𝑣
𝑑𝑡

, 

then integrating from 0 to gives 0)( tS
h

 and 0)( tS
v

 at all times, respectively, with respect to time. 

Nevertheless, the remaining equations are not amenable to this direct method. However, the conservation 

law is obtained by summing the model's first five and final three equations (2.4). 

h
h h h h s

v
v v v a v

dN
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=  − − 


=  − −


         (2.6)   

                             

Thus, the general a priori estimates below can be demonstrated to hold using a standard comparison 

theorem. 
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We determine that there is only one global solution in the domain  . The right-hand side of the model 

(2.4) is locally Lipschitz (Stuart and Humphties 1998). Consequently, the dynamical system on   in 

model (2.4). Conversely, if a solution is found outside of the area  , that is, 
h

h

hN



  and 

v

v

vN



 , 

then the conservation law mentioned above implies that 0
dt

dNh  and 0
dt

dNv . Thus, it can be seen from 

the estimates above that )(tNh  tends to 
h

h




 and )(tNv  tends to 

v

v




as .→t . As a result, the region   

is interesting. 

 

3         Mathematical Analysis  

3.1       Asymptotic Stability of Disease-free Equilibrium (DFE) 

The DFE of the model (2.4) is given by  
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==   

Using model (2.4) and an operator method for the next generation (van den Driessche and Watmough, 

2002), the local stability of 1E will be established. It follows that matrices F  and V , the notation found 

in van den Driessche and Watmough (2002) is used for the new infection terms and the remaining 

transition terms, respectively. 
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        (3.1). 

 

Hence, the effective reproduction number of the model (2.4), denoted by ,cR is given by 
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The following findings are derived from the Theorem 2 Van den Driessche and Watmough's (2002)  

Lemma 3.1: The DFE ( )1E  of the model (2.4) is locally asymptotically stable whenever 1cR  and 

unstable if otherwise. 

The threshold quantity cR  measures the average number of new Campylobacteriosis infections generated 

by an index case in a completely susceptible population (van den Driessche and Watmough, 2002). 

Specifically, cR denotes the mean quantity of newly acquired Campylobacteriosis infections within the 

human (animal) population, resulting from the introduction of a single infected individual into a fully 

susceptible human (animal) population. Lemma 3.1's epidemiological implication is that, if the initial sizes 

of the model's subpopulation are within the DFE's )( 1E basin of attraction, campylobacteriosis can be 

eradicated from the population when cR  is less than unity. As a result, a small number of humans or 

animals carrying the infection may enter the community; this will not cause significant outbreaks of the 

disease, and it will eventually go extinct. It is vital to demonstrate that the DFE is globally-asymptotically 

stable (GAS) if 𝑅𝑐 < 1 and the initial subpopulation sizes do not affect the eradication of 

campylobacteriosis.   

Theorem 3.2. The DFE )( 1E  of the model (2.4) is globally asymptotically stable in   whenever 1cR . 

Proof. The proof of Theorem 3.2 will be established using the Theorem of comparison (Lakshmikantham 

et al., 1989). The following is the matrix-vector form for the equations on the model's (2.4) infected 

components: 
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vvhsah tRtItRtItItEtL ))(),(),(),(),(),(()( = and the matrices F and V are given in section 3. 

Furthermore, 
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and 
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Since 1H and 2H are nonnegative matrices and )()( tNtS hh  and )()( tNtS vv   in , it follows that  

                                             )()][(
)(

tLVF
dt

tdL
−                                                                    (3.4) 

The differential inequality system (3.4) is stable whenever 𝑅𝑐 < 1, based on the fact that all of the matrix 

eigenvalues have negative real parts. Thus, according to comparison theorem of (Lakshmikantham et al

1989). 

( ).0,0,0,0,0,0))(),(),(),(),(),((lim =
→

tRtItRtItItE vvhsah
t

                                                         (3.5) 

It can be shown by substituting (3.5) into (2.1) that 
h

h
hS




→  and 

v

v
vS




→ as .→t  thus,  

𝑙𝑖𝑚
𝑡→∞

(𝑆ℎ(𝑡), 𝐸ℎ(𝑡), 𝐼𝑎(𝑡), 𝐼𝑠(𝑡), 𝑅ℎ(𝑡), 𝑆𝑣(𝑡), 𝐼𝑣(𝑡), 𝑅𝑣(𝑡) = (
𝛬ℎ

𝜇ℎ
, 0,0,0,0,

𝛬ℎ

𝜇ℎ
, 0,0) = 𝐸1

∗.      

                                                                                                                                                    (3.6)       

Hence, every solution to the equation of the model (2.4) and initial conditions in  , approaches the DFE 

( )1E  as →t whenever 1cR  .The epidemiological implication of Theorem 3.2 is that irrespective of 

the number of infectives in the population, if the threshold quantity cR  can be kept below unity, 

campylobacteriosis will be effectively controlled in the community 

4 Numerical Simulation 

In this section, numerical simulations for the transmission dynamics of campylobacteriosis are performed 

on model (2.4) with the parameter values from Table 2 and the assumed initial data. The model (2.4) is 

solved numerically using MATLAB ODE45 solver. In Figure 2, an increase in the progression rate of the 

asymptomatic individuals to the symptomatic class experienced an increase in the population of the 

symptomatic individuals. In Figures 3 and 4 (as expected), an increase in the treatment rate of the 

asymptomatic and symptomatic individuals led to a decrease in the number of infected (both 

asymptomatic and symptomatic) individuals in the population. This suggests that if treatment of infected 

(both asymptomatic and symptomatic) individuals is deployed early enough, it will lead to the timely 

eradication of the disease in the population. 
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Table 2. The parameter values of the model (2.4) per year. 

Parameter Nominal value Reference 

1  0.03 Osman et al. (2020) 

2  0.004 Parshotama (2011) 

h  0.002 Osman et al. (2020) 

v  0.005 Osman et al. (2020) 

h  0.0001 Osman et al. (2020) 

v  0.0002 Parshotama (2011) 

  0.20 Assumed 
  0.6 Assumed 

  0.3 Assumed 

1  0.4 Assumed 

2  0.7 Assumed 

h  0.001 Osman et al. (2020) 

v  0.003 Osman et al. (2020) 

3  0.05 Parshotama (2011) 

h  0.004 Osman et al. (2020) 

v  0.007 Parshotama (2011) 

  0.5 Assumed 
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Figure 2. Simulation of model (2.4) showing the population of exposed, asymptomatic, symptomatic and 

recovered individuals. Here, the progression rate from the asymptomatic to symptomatic class   is varied 

from 0.20 to 0.80. 
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Figure 3. Simulation of model (2.4) showing the population of exposed, asymptomatic, symptomatic and 

recovered individuals. Here, the treatment rate of the asymptomatic individuals, 1  is varied from 0.20 to 

0.80. 
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Figure 4. Simulation of model (2.4) showing the population of exposed, asymptomatic, symptomatic and 

recovered individuals. Here, the treatment rate of the symptomatic individuals, 2  is varied from 0.20 to 

0.80. 

5 Conclusion 

In order to better understand the dynamics of Campylobacteriosis infection transmission in a population, 

this study offers a novel deterministic mathematical model with treatment as a control strategy. It is shown 

that for model (2.4), if the corresponding reproduction number is less than unity, the disease-free 

equilibrium (DFE) is locally asymptotically stable. The disease-free equilibrium was discovered to be 

globally asymptotically stable whenever the corresponding reproduction number is less than unity using 

the comparison theorem. The numerical simulation results show that a decrease in the population of 

asymptomatic individuals and an increase in the population of recovered individuals occurred when the 

treatment rate for both symptomatic and asymptomatic disease-infected individuals was increased. 

Few mathematical models have been developed to date to investigate the dynamics of campylobacteriosis 

transmission as well as its prevention and control. Therefore, additional investigation of the 
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Campylobacteriosis model in this work is required to determine model parameters related to the 

reproduction number that are essential to containing the disease's spread. In light of this, we suggest further 

analysis our model as follows: 

(i) Sensitivity analysis of the model parameters associated with the reproduction number be 

carried out. 

(ii) Further theoretical results, such as the type of bifurcation the model (2.4) can exhibit should 

be explored. 
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Abstract 

This study utilizes the homotopy perturbation method (HPM) to numerically solve a nonlinear system of 
differential equations representing the adaptive immune response in an intrahost chikungunya virus model. 
Results highlight HPM's efficiency in solving the model, with graphical representations showing that 
cytotoxic T lymphocytes (CTLs) and antibodies significantly strengthen the immune system, contributing 
to a robust defence mechanism. Visual representations of the findings are provided.  

 

Keywords: Adaptive Immunity Response, Chikungunya Virus Model, HPM.  

 

1. Introduction 

The Chikungunya virus, named for the contorted posture it induces, is transmitted by Aedes mosquitoes 

(WHO, 2023). This mosquito-borne illness has led to global outbreaks in Africa, Asia, Europe, the 

Americas, and the Pacific. While no specific antiviral treatment exists, efforts focus on preventing the 

virus through strategies aimed at avoiding mosquito bites. As of January 2022, ongoing research is 

dedicated to developing a vaccine (CDC, 2023). Chikungunya fever, attributed to the Chikungunya virus 

(CHIKV), exhibits clinical symptoms like fever, rash, headache, pain, myalgia, arthritis, conjunctivitis, 

and vomiting, manifesting 5–7 days after mosquito contact (Hajji et al., 2022). Initially identified in 

Tanzania in 1952, the virus re-emerged globally in 2004, posing a significant public health challenge. 

Control measures, including mathematical modelling, are employed to curb its spread (Alade et al., 2023). 

This article explores the various aspects of Chikungunya viral transmission preventive strategies, and the 

latest developments in vaccine research. 

2. Literature Review 

Understanding the spread and control of fatal diseases involves mathematical modeling, often utilizing 

ordinary or partial differential equations (Alaje et al., 2023; Olayiwola et al., 2023; Olayiwola et al., 

2024). Notable among these models are the Yunus et al., (2023) and Adebisi et al., (2024) studies on the 

transmission dynamics of COVID-19.  

mailto:2*adedapo.alaje@uniosun.edu.ng
mailto:4isaac.adewale@uniosun.edu.ng
mailto:4isaac.adewale@uniosun.edu.ng
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Solving mathematical models before simulation is crucial for investigating parameter influence. Obtaining 

analytical solutions is challenging, prompting the use of numerical techniques like the homotopy 

perturbation method (He 1999, 2003; Alaje et al. 2021, 2022, 2023; Olayiwola et al. 2023a, 2023b). For 

instance, Kolawole et al. (2023) analyzed the impact of vaccination, treatment, and human compliance on 

COVID-19 transmission using the homotopy perturbation method. And this same method was applied to 

study EIAV infection (Balamuralitharan et al., 2018) and hepatitis B virus (Aniji et al., 2020). Across 

these studies, the method consistently demonstrated significant proficiency in handling both linear and 

nonlinear models, establishing itself as a potent tool. 

While researchers have explored within-host chikungunya virus dynamics (Alade et al., 2023; Olaniyi et 

al., 2023), no study has applied a computational technique to provide an analytical solution to the model. 

This study addresses this gap, utilizing the homotopy perturbation method to solve and analyze adaptive 

immunity's role in the within-host Chikungunya virus model presented by (Alade et al., 2023). 

3. Methodology 

The mathematical model that described the intrahost Chikunguya disease dynamics previously studied in 

(Alade et al., 2023; Olaniyi et al., 2023) is 

( )
( ) ( ) ( )

( )
( ) ( ) ( ) ( ) ( )

( )
( ) ( ) ( ) ( )

( )
( ) ( ) ( )

( )
( ) ( ) ( )tZtZtI

dt

tdZ

tBtBtcV
dt

tdB

tqBtBtrVtmI
dt

tdV

tZtItaItVtbS
dt

tdI

tVtbStdS
dt

tdS









−+=

−+=

−−=

−−=

−−=

       (1) 

Subject to initial conditions 

( ) ( ) ( ) ( ) ( ) 00000 0,0,0,0,0 zZbBvViIsS =====      (2) 

In the model, 𝑆(𝑡), 𝐼(𝑡), 𝑉 (𝑡), 𝐵(𝑡), and 𝑍(𝑡) represent the levels of uninfected cells, infected cells, CHIKV 

particles, antibodies, and CTLs. Production rates for uninfected cells, antibodies, and CTLs are denoted 

by constant rates 𝜆, 𝜂, and 𝛾, while CHIKV particles are produced at a rate 𝑚𝐼. The per capita mortality 

rates for 𝑆(𝑡), 𝐼(𝑡), 𝑉 (𝑡), 𝐵(𝑡), and 𝑍(𝑡) are 𝑑, 𝑎, 𝑟, 𝛿, and 𝜇, respectively. Uninfected cells become infected 

at a rate 𝑏𝑆𝑉. Infected cells and CHIKV particles are eliminated by CTLs at rates 𝜖𝐼𝑍 and antibodies at a 

rate 𝑞𝑉 𝐵, respectively. Antibodies and CTLs proliferate at rates 𝑐𝑉 𝐵 and 𝜔𝐼𝑍. 

3.1. Homotopy Perturbation Method 
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For the computation of the model result using homotopy perturbation, we outline the methodology which 

begins by considering the following differential equation: 

.),()( =  gD    (3) 

Subject to the boundary condition  

.0),( =  n
    (4) 

The differential operator, denoted as D , operates on an analytic function ( )g . The boundary operator is 

represented by , and the external normal vector derivative, denoted as
n , is drawn from . The 

boundary of the domain, referred to as , is denoted by . 

Operator )(D  contains the linear and nonlinear parts such that 

),()()(  TTD +=      (5) 

This yields 

    .),()()( =+ rgTT     (6) 

We can construct a Homotopy for (6) so that  

    .0)()()()()1(),( 0 =−+−−=  gfDpfppfH TT    (7) 

Where  1,0  is an embedding parameter. And (7) yields 

  ,0)()()]([)()(),( 000 =−++−=  gppfpfH TTTT    (8) 

As ,0→p equation (8) gives: 

0)()()0,( 0 =−= TT ffH      (9) 

And when ,1→p  

.0)()()1,( =−= gfDfH      (10) 

The solution to (10) can be obtained iteratively by assuming a power series of  such that 

 )()()()()( 2

2

10 tfptfptpftftf n

n+++=      (11) 

Evaluating (10) using (11), and comparing coefficients of equal powers of p and subsequently solving 

yields the values of )(),(),( 210 tftftf . And the approximate solution of (10) is: 

   +++==
→

)()()()(lim)( 210
1

tftftftftf n
p

   (12)  

3.2. Model Solution via HPM 
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In this section, we apply the homotopy perturbation method to obtain an approximate solution for the 

Chikungunya virus model (1) using Procedure (3-12). 

( )
( ) ( )

( ) ( ) ( )( )

( )
( ) ( )

( ) ( ) ( ) ( ) ( )( )

( )
( ) ( )

( ) ( ) ( ) ( )( )

( )
( ) ( )

( ) ( ) ( )( )

( )
( ) ( )

( ) ( ) ( )( ) 01

01

01

01

01

=







−+−+−

=







−+−+−

=







−−−+−

=







−−−+−

=







−−−+−

tZtZtI
dt

tdZ
p

dt

tdZ
p

tBtBtcV
dt

tdB
p

dt

tdB
p

tqBtBtrVtmI
dt

tdV
p

dt

tdV
p

tZtItaItVtbS
dt

tdI
p

dt

tdI
p

tVtbStdS
dt

tdS
p

dt

tdS
p









     (13)  

We can assume the following power series of p  as solution for the model variables in (13) such that  

( ) ( )


=

=
0n

n

n tsptS , ( ) ( )


=

=
0n

n

n tiptI , ( ) ( )


=

=
0n

n

n tvptV  ( ) ( )


=

=
0n

n

n tbptB , ( ) ( )


=

=
0n

n

n trptR  (14) 

Evaluating (13) using (14) and subsequently collecting coefficients of powers of p , for 1n  yields the 

following system 

At 1=n , coefficients of 
1p are: 

( )
( ) ( ) ( )

( )
( ) ( ) ( ) ( ) ( )

( )
( ) ( ) ( ) ( )

( )
( ) ( ) ( )

( )
( ) ( ) ( )tztzti

dt

tdz

tbtbtcv
dt

tdb

tqbtbtrvtmi
dt

tdv

tztitaitvtbs
dt

tdi

tvtbstds
dt

tds

000
1

000
1

0000
1

00000
1

000
1









−+=

−+=

−−=

−−=

−−=

       (15) 

Solving system (14), using the initial conditions ( ) ( ) ( ) ( ) ( ) 00000 0,0,0,0,0 zZbBvViIsS ===== , the first 

approximate solution of the model is obtained as 
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( ) ( )

( ) ( )

( ) ( )
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−+=

−+=

−−=

−−=

−−=

        (16) 

At 2=n , coefficients of 
2p are 

( )
( ) ( ) ( ) ( ) ( )( )( )

( )
( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( ) ( )( )

( )
( ) ( ) ( ) ( ) ( )( ) ( )

( )
( ) ( ) ( ) ( )( ) ( )

( )
( ) ( ) ( ) ( )( ) ( )tztztitzti

dt
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dt
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tdi
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dt
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11001
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011012110
2
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2
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+−−+=

+−−=

     (17) 

Solving (17) yields the second approximate results given by 

( ) ( ) ( ) ( )( )( )
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( ) ( ) ( )( ) ( )( )
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00000000000002

t
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This procedure can be continued till the desired number of iteration is achieved. And the solution for the 

model variables is obtained as 

( ) ( )
=

=
2

0n

n tstS , ( ) ( )
=

=
2

0n

n

n tiptI , ( ) ( )
=

=
2

0n

n

n tvptV  ( ) ( )
=

=
2

0n

n

n tbptB , ( ) ( )
=

=
2

0n

n

n trptR  (18) 

3.3. Convergence of Solution 

In this section, we assess the model results obtained in equation (14) through numerical evaluation. The 

parameter values employed are based on those provided by Alade et al. (2023): 𝜆 = 1.826, 𝜇 = 1.2, 𝑐 = 
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1.2129, 𝑑 = 0.7979, 𝛾 = 0.5, 𝜔 = 0.5, 𝜖 = 0.04441, 𝑚 = 2.02, 𝑞 = 0.5964, 𝑟 = 0.4418, 𝜂 = 1.402, 𝛿 = 1.251, 

𝑎 = 0.5, and 𝑏 = 0.9. The initial conditions for cell state variables are set as follows: 𝑆0 = 1.4, 𝐼0 = 0.8, 𝑉0 

= 0.6, 𝐵0 = 1.0, and 𝑍0 = 0.5. And the following results are obtained 

32 104524911601380478700029906041 t.-t.t.-.S(t) +=  

( ) 32 2041686730030451698100338360080 t.t.t..tI −++=   

( ) 32 7071980517602034383355075452060 t.t.t-..tV ++=

( ) 32 1461007755022767390780878740001 t.+t.t..tA ++=    (19) 

32 3300304037480002295000000100050 t.t.t+..Z(t) ++=  

 

Theorem 5: Let N  be an operator from Hilbert space H  in to H  and let 

( ) ( ) ( ) ( ) ( ) ( )( ) 5,,,, RtZtAtVtItStQ
T
=  contains the exact solution of model (1) then the solution



=0

)(
n

n tQ  

obtained by via the homotopy perturbation method converges to ( )tQ  whenever nn QQ +1   10  n

. 

Proof: As demonstrated by He (2003) and applied in Ayati et al, (2015), for every Nn , it has been 

shown that the solution nQ  converges provided that 10  n  whenever 

 









=


=

+

+

00

0

1

1

n

n

n

n

n

Q

Q
Q

Q

        (20) 

Applying (20) to (19) the following results on Table 3.1 are obtained. 

Table 3.1: Numerical results of third order convergence test 

Variables Formula Results 

)(tS  
231 ss=  1740.75716424   

)(tI  
232 ii=  1340.67046728   

)(tV  
233 vv=  1190.35381983   

)(tB  
234 bb=  1790.64171066   
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)(tZ  
235 zz=  1610.13247820   

The results presented in Table 3.1 not only validate the theorem but also confirm the convergence of the 

model solution through the Homotopy Perturbation Method (HPM). This validation assures the accurate 

predictions of cell interaction and development during numerical simulations. 
4. Results and Discussion 

4.1 Numerical Simulation 

In this segment, we apply the numerical results using Python 3.11.5 software, running on an Hp-15 laptop 

with Windows 11, equipped with a 12GB RAM, 1TB ROM and a 2.76 hertz processor. The graphical 

representation of the simulation results is presented below. 

 

 

Figure 1: dynamics of uninfected cells to consumption rates of CTLs and Antibodies 
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Figure 2: dynamics of infected cells to consumption rates of CTLs and Antibodies 

 

Figure 3: dynamics of infected cells to variation inhost supply of CTLs and Antibodies. 

   

  

 

Figure 4: Concentration of CHIKV particle to inhost variational supply of CTLs and Antibodies. 

 

We have successfully applied the homotopy perturbation method to conduct numerical simulations on our 

model. The results from these simulations illustrate the dynamics of uninfected cells (Figure 1) and 

infected cells (Figure 2) in response to varying consumption rates of CTLs and antibodies. Additionally, 

Figures 3 and 4 demonstrate the response of infected cells and CHIKV particle concentration to changes 
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in the host's supply of CTLs and antibodies. Specifically, Figures 1(a) and (b) show that an increase in 

antibodies and CTLs results in a more effective defense against infected cells and CHIKV particles, 

leading to a reduced rate of uninfected cell infection. In Figures 2(A) and 2(B), it is evident that the 

elimination of infected cells occurs more rapidly when confronting CTLs and antibodies, respectively. 

Higher concentrations of CTLs and antibodies are associated with a more significant decline in the 

population of infected cells. 

 

Figures 3(A) and (B) strongly support the findings of Figure 2, indicating that a higher supply of antibodies 

and CTLs to the host effectively limits the proliferation of infected cells. A similar response is observed 

for CHIKV particle concentration in Figures 4(A) and (B). These results align well with the earlier findings 

presented by Alade et al. (2023), suggesting that adaptive immune responses lead to a faster reduction in 

the concentrations of infected cells and viral particles. This strengthens the claim that the homotopy 

perturbation method is a valuable analytical and simulation tool. 

 

4.2 Abbreviations 

CHIKV: Chikunguyan Virus 

CTLs: Cytotoxic T-cells 

EIAV: Equine Infectious Anemia Virus 

 

5. Conclusion 

In conclusion, this study has investigated the influence of adaptive immunity on the SIVBZ model, 

employing the homotopy perturbation method. The demonstrated effectiveness of this method, supported 

by a theorem proven through the Ratio test, highlights its efficiency in achieving convergence with less 

computational effort. Utilizing the Python Software for simulation, our results underscore the crucial role 

played by adaptive immunity in the effective eradication of the Chikungunya virus. This research 

contributes valuable insights into the potential applications of the homotopy perturbation method for 

understanding and optimizing adaptive immune responses in combating viral infections. 
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Abstract 

One of the key ideas in mathematical biology is the basic reproduction number, which can be utilized to 

comprehend how a disease epidemic profile might evolve in the future.  The basic reproduction number, 

represented by 0R , is the anticipated number of secondary cases that a typical infectious individual would 

cause in a population that is fully susceptible.  This threshold parameter is highly valuable in 

characterizing mathematical problems related to infectious diseases. If ,10 R this suggests that, on 

average, during the infectious period, an infected individual produces less than one new infected 

individual, suggesting that the infection may eventually be eradicated from the population. On the other 

hand, if ,10 R  every infected person develops an average of multiple new infections, it suggests that the 

disease may continue to spread throughout the population. We discuss the Reproduction number in this 

work and provide some examples, both for straightforward and complicated situations. 

 

1.0   The Basic Reproduction Number 

One of the key ideas in mathematical biology that is used to predict the future of an epidemic is the basic 

reproduction number.  Diekmann O. & Heesterbeck, 2000), (Murray, 2002) state that the basic 

reproduction number, represented by, is the anticipated number of secondary cases that a typical infectious 

individual would cause in a fully susceptible population. This threshold parameter is highly valuable as it 

describes mathematical issues related to the dynamics of infectious diseases. 

mailto:ninuola.wande@futminna.edu.ng
mailto:gweryina.reuben@uam.edu.ng
mailto:nurat.a@futminna.edu.ng
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If ,10 R  this implies that, on average, an infected individual produces less than one new infected 

individual during the infectious period and the infection can be brought under control or totally eliminated 

from the population. Conversely, if ,10 R then each infected individual produces, on average, more than 

one new infection, and the disease persists in the population. For a single infected compartment, 0R  is 

simply the product of the infection rate and the mean duration of the infection. But for complicated models, 

this simple computation of 0R is not applicable and the need for a more robust computation is required 

and will be demonstrated in the second example after giving the analytical framework. We therefore 

compute the basic reproduction number ,0R using the next generation operator approach by (Van de 

Driessche, 2002). The method is described as illustrated next. 

 

1.1    Computation of Basic Reproduction Number  

Suppose that there are a total number of n compartments in the S-I-R model under consideration with  m  

compartments corresponding to the infected classes.  

Let 

( )xFi  = the rate of appearance of new infections in compartment i . 

 ( )xVi

+  = the rate of transfer of individuals into compartment i  by all other means; (inflow).  

( )xVi

−  = the transfer of individuals out of the compartment .i  (outflow) 

The disease transmission model is given by the system of equations 

                
( ) ( ) ( )xVxFxfx iiii −==


                                         (1.1)  

where, 

                        
( ) +− −= iii VxVV                                                     (1.2)  

One other important step is to obtain the disease-free equilibrium point 0x . We then compute matrices F

and V which are mm matrices, where m represents number of the infected classes, defined by 

               

( )















= 0x

x

F
F

j

i                                                            (1.3)  
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and 

              

( )















= 0x

x

V
V

j

i with ,1 i  ,mj                        (1.4)  

and F is non-negative and V is a non-singular M-matrix (a matrix with inverse, belonging to the class of 

positive matrices). Since F is non-negative and V is non-singular, then 1−V is non-negative and also 1−FV

is non-negative. We then compute matrix 1−FV , defined as the next generation matrix (Diekmann O. & 

Heesterbeck, 2000).  

The basic reproduction number (reproduction ratio) 0R is then defined as 

                             ( )1

0

−= FVR                                     (1.5)  

where  

( )A  = the spectral radius of matrix A , (or the maximum modulus of the eigenvalues of A ). 

The following steps are followed in computing the basic reproduction number using the next generation 

operator approach: 

1. Identify classes for which: 

(i) An infection event increases this class (gain/inflow terms). 

(ii) Loss from this class means of current or future infection (loss/outflow terms) 

2. Compute the disease-free equilibrium 

3. List the gain and loss terms for each class. 

4. Create a matrix ( )F of gain terms of each class partially differentiated with respect to each and 

evaluated at the disease-free equilibrium 

5. Create a matrix ( )V of loss terms of each class partially differentiated with respect to each and 

evaluated at the disease-free equilibrium 

6. Invert matrix V to get 1−V  

7. Evaluate matrix 1−= FVG  

8. 0R is the dominant Eigen-value of .G  
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2.0 Example 1  

Consider the following SIR model 

𝑑𝑆

𝑑𝑡
= 𝜋 − 𝛽𝑆𝐼 − 𝜇𝑆                                                                  (1)

 

𝑑𝐼

𝑑𝑡
= 𝛽𝑆𝐼 − (𝜇 + 𝛾)𝐼                                                                (2) 

𝑑𝑅

𝑑𝑡
= 𝛾𝐼 − 𝜇𝑅                                                                           (3) 

We compute the basic reproduction number for the above model. 

The disease-free equilibrium state for the model is given by ( ) .0,0,,, 0ERIS =







=




 

Gains to class I =        SI                                                           (4) 

Loss from class I =  ( )I +                                                        (5) 

       
( )SIFi =                                                                             (6) 

And so  

              
( )IVi  +=                                                                    (7)                                                                                                                           

Differentiating (6) and (7) partially with respect to I at 0E  

                   








=




F

                 

                                                  (8)                                                                                                                   

                ( ) +=V                                                                      (9)                                                                                                         

                
( )










+
=−



11V                                                                (10) 

The product of (8) and (10) yields                                                                                             
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( ) ( )







+
=









+







=− 11FV                                              (11) 

The basic reproduction number ,0R is therefore given by 

                            ( )



+
=0R                                (12) 

Analysis and interpretation 

The Disease-Free equilibrium DFE is stable if 

                        

𝑅0 =
𝛽𝜋

𝜇(𝜇+𝛾)
< 1                                                    (13) 

i.e if 

𝛽 <
𝜇(𝜇+𝛾)

𝜋
= 𝛽𝑚𝑎𝑥                                     (14) 

Which gives the threshold for the infection rate 𝛽. 

For the effective control of the disease from the population we must have 

𝛽 < 𝛽𝑚𝑎𝑥                                                         (15) 

Otherwise, the disease will persist in the population. 

3.0   Example 2 - Scabby Mouth Disease Model 

3.1  Preamble 

 

Abdurrahman et al. (2021) in their work titled A Mathematical Model of Scabby Mouth Disease 

Incorporating the Quarantine Class obtained the Reproduction Number and analyzed the DFE stability. 

The aspect of the work relating to this application is presented in this section. 

The authors proposed a mathematical model to study the transmission and control of scabby mouth disease 

in sheep, incorporating the vaccinated and quarantine classes.  The Disease-free equilibrium (DFE) was 

obtained and the reproduction number was also computed. The DFE was analyzed for local stability using 

the condition that the DFE is locally stable if 𝑅0 < 1.  

 

3.2   Model Equation Formulation 
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Figure 1: Schematic Diagram 

The governing equations are given as: 

𝑑𝑆

𝑑𝑡
= 𝛽 + 𝜙𝑉 −

𝛼𝑆𝐼

𝑁
− (𝜔 + 𝜇)𝑆                                                                                (16) 

𝑑𝐼

𝑑𝑡
=

𝛼𝑆𝐼

𝑁
− (𝛾 + 𝜌 + 𝜇 + 𝜕)𝐼                                                                                      (17) 

𝑑𝑄

𝑑𝑡
= 𝜌𝐼 − (𝜏 + 𝜇 + 𝜕)𝑄                                                                                         (18) 

𝑑𝑉

𝑑𝑡
= 𝜔𝑆 − (𝜙 + 𝜇)𝑉                                                                                              (19) 

𝑑𝑅

𝑑𝑡
= 𝛾𝐼 + 𝜏𝑄 − 𝜇𝑅                                                                                                 (20) 

 

Table 3.1: Definition of Variables and Parameters. 

Variables and Parameters 

 

Description 

𝑆 Susceptible class 

𝐼 Infected Class 
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𝑉 Vaccinated Class 

𝑄 Quarantine Class 

𝑅 Recovered Class 

𝛽 Recruitment/Birth Rate 

𝛼 infection rate 

𝜌 Rate at which the infected class is quarantined 

𝜕 death due to complication from infection 

𝜔 Vaccination rate 

𝜙 loss of immunity 

𝜇 natural death rate 

𝛾 recovery rate 

𝜏 treatment rate 

 

Let 

 𝑘1 = (𝜔 + 𝜇), 𝑘2 =(𝛾 + 𝜌 + 𝜇 + 𝜕), 𝑘3 =(𝜏 + 𝜇 + 𝜕), 𝑘4 =(𝜙 + 𝜇) ;                             (21)        

 

3.4   Equilibrium state of the model 

At equilibrium state,   

𝑑𝑆

𝑑𝑡
=

𝑑𝐼

𝑑𝑡
=

𝑑𝑄

𝑑𝑡
=

𝑑𝑉

𝑑𝑡
=

𝑑𝑅

𝑑𝑡
= 0                                                                                   (22) 

Let 

(

 
 

𝑆
𝐼
𝑄
𝑉
𝑅)

 
 
=

(

 
 

𝑆0
∗

𝐼0
∗

𝑄0
∗

𝑉0
∗

𝑅0
∗)

 
 

                                                                                                                (23) 

We have the following equations 

𝛽 + 𝜑𝑉0
∗ −

𝛼𝑆0
∗𝐼0
∗

𝑁0
∗ − 𝑘1𝑆0

∗ = 0                                                                                   (24) 

𝛼𝑆0
∗𝐼0
∗

𝑁0
∗ − 𝑘2𝐼0

∗ = 0                                                                                                     (25) 

𝜌𝐼0
∗ − 𝑘3 𝑄0

∗ =0                                                                                                      (26) 

𝜔𝑆0
∗ − 𝑘4𝑉0

∗ = 0                                                                                                    (27) 

𝛾𝐼0
∗ + 𝜏𝑄0

∗ − 𝜇𝑅0
∗ = 0                                                                                            (28)     
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From equation (25) 

(𝛼𝑆0
∗ − 𝑘2) 𝐼0

∗ =0                                                                                                  (29) 

⇒ 𝐼0
∗ = 0                                                                                                                (30) 

From (24) 

   𝛽 + 𝜙𝑉0
∗ − 𝑘1𝑆0

∗ = 0                                                                                       (31) 

⇒ 𝑉0
∗ =

𝑘1𝑆0
∗−𝛽

𝜙
                                                                                                    (32)   

From equation (27), 

𝑉0
∗ =

𝜔𝑆0
∗

𝑘4
                                                                                                             (33) 

comparing equation (32) and (33), we have  

𝜔𝑆0
∗

𝑘4
=

(𝑘1𝑆0
∗−𝛽)

𝜙
                                                                                                     (34) 

𝑆0
∗ =

𝛽𝑘4

𝑘1𝑘4−𝜔𝜙
                                                                                                      (35) 

Substituting equation (35) into (33), we have 

𝑉0
∗ =

𝜔𝛽

𝑘1𝑘4−𝜔𝜙
                                                                                                      (36) 

Substituting equation (30) into (26), we have 

𝑘3 𝑄0
∗ =0                                                                                                             (37) 

⇒ 𝑄0
∗ =0                                                                           (38)               

substituting equations (30) and (36) into equation (28), 

𝜇𝑅0
∗ = 0                                                                               (39) 

⇒ 𝑅0
∗ = 0                                                                                 (40) 

(

 
 

𝑆0
∗

𝐼0
∗

𝑄0
∗

𝑉0
∗

𝑅0
∗)

 
 
=

(

 
 
 

𝛽𝑘4

𝑘1𝑘4−𝜔𝜙

0
0
𝜔𝛽

𝑘1𝑘4−𝜔𝜙

0 )

 
 
 

                                                                   (41) 
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𝑁0
∗ =

𝛽𝑘5

𝑘1𝑘4−𝜔𝜙
                                                                                                               (42) 

Where 𝑘5 = 𝑘4 +𝜔                                                                                                     (43) 

 

3.5   Computation of the Reproduction Number 𝑹𝟎 

he basic reproduction number is the average number of secondary infections produced when one infective 

is introduced into the host population where everyone is susceptible (Benyah, 2009) 

When𝑅0 < 1 The infection will die out over time while if 𝑅0 > 1  the infection will persist in the 

population.  In this model the reproduction number is given as the largest eigen-value or spectral radius 

of 𝐹𝑉−1 .  Where𝐹𝑖 is the rate of appearance of new infection in compartment 𝑖, 𝑉𝑖is the transfer of 

infection from one compartment 𝑖 to another. 

𝐹𝑉−1 = (
𝑑𝐹𝑖

𝑑𝑥𝑖
) (

𝑑𝑉𝑖

𝑑𝑥𝑖
)
−1

                                                                                               (44)      

𝐹𝑖 = (
𝛼𝑆𝐼

𝑁

𝜌𝐼
)                                     (45) 

At DFE, 

𝐹 = (
𝛼𝑆0

∗

𝑁0
∗ 0

𝜌 0
) = (

𝛼𝑘4

𝑘5
0

𝜌 0
)         (46) 

𝑆0

𝑁0
=

𝑘4

𝑘5
                                                                                        (47) 

                                     

𝑉𝑖 = (
𝑘2𝐼
𝑘3𝑄

)                                                                                         (48) 

𝑉𝑖 = (

𝑑𝑉𝑖

𝑑𝐼
𝑑𝑉𝑖

𝑑𝑄

) = (
𝑘2 0
0 𝑘3

)                                                                        (49) 

|𝑉| = |(
𝑘2 0
0 𝑘3

)| = (𝑘2𝑘3)                                                                     (50) 

𝐴𝑑𝑗𝑉 = (
𝑘3 0
0 𝑘2

)                                                                               (51) 
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𝑉−1 = (

1

𝑘2
0

0
1

𝑘3

)                                                                                    (52) 

      

     𝐹𝑉−1 = (
𝛼𝑘4

𝑘2𝑘5
0

0 0
)                                                                                (53) 

 

|𝐹𝑉−1 − 𝐼𝜆| = 0                                                                                               (54) 

|
𝛼𝑘4

𝑘2𝑘5
− 𝜆 0

0 −𝜆
| = 0                                                           (55) 

−𝜆 (
𝛼𝑘4

𝑘2𝑘5
− 𝜆) = 0                                                                                         (56) 

𝜆1 = 0, 𝜆2 =
𝛼𝑘4

𝑘2𝑘5
                                                                               (57) 

Therefore, the reproduction number  

𝑅0 =
𝛼𝑘4

𝑘2𝑘5
                                          (58)  

 

3.6   Local Stability Analysis of the DFE 

𝐽(𝐸0) = (𝑆0
∗ 𝐼0
∗ 𝑄0

∗ 𝑉0
∗ 𝑅0

∗)                                                  (59) 

𝐽(𝐸0) =

(

 
 

−𝛼𝐼 − 𝑘1 −𝛼𝑆 0 𝜙 0
𝛼𝐼 𝛼𝑆 − 𝑘2 0 0 0
0 𝜌 −𝑘3 0 0
𝜔 0 0 −𝑘4 0
0 𝛾 𝜏 0 −𝜇)

 
 

                                  (60) 

Substituting (39) into (54) we have that 

(

 
 
 
 

−𝑘1 −
𝛼𝛽𝑘4

𝑘1𝑘4−𝜔𝜙
0 𝜙 0

0
𝛼𝛽𝑘4

𝑘1𝑘4−𝜔𝜙
− 𝑘2 0 0 0

0 𝜌 −𝑘3 0 0
𝜔 0 0 −𝑘4 0
0 𝛾 𝜏 0 −𝜇)

 
 
 
 

                                         (61) 
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(

 
 
 
 
 
 
−𝑘1 − 4

1 4

k

k k



−
0 𝜙 0

0 4

1 4

k

k k



−
− 𝑘2 0 0 0

0 𝜌 −𝑘3 0 0
𝜔 0 0 −𝑘4 0
0 𝛾 𝜏 0 −𝜇)

 
 
 
 
 
 

      (62) 

|

|

−𝑘1 −
𝛼𝑘4(𝑘1−𝛽)

𝜔𝜙
0 𝜙 0

0
𝑘2𝜙𝜔+𝛼𝑘4(𝑘1−𝛽)

𝜔𝜙
0 0 0

0 0 −𝑘3 0 0

0 0 0
𝜙𝜔−𝑘1𝑘4

𝑘1
0

0 0 0 0 −𝜇

|

|

                                       (63)       

(

 
 
 
 

−𝑘1 − 𝜆1 −
𝛼𝑘4(𝑘1−𝛽)

𝜔𝜙
0 𝜙 0

0
𝑘2𝜙𝜔+𝛼𝑘4(𝑘1−𝛽)

𝜔𝜙
− 𝜆2 0 0 0

0 0 −𝑘3 − 𝜆3 0 0

0 0 0
𝜙𝜔−𝑘1𝑘4

𝑘1
− 𝜆4 0

0 0 0 0 −𝜇 − 𝜆5)

 
 
 
 

                    (64)                                                                  

(

 
 
 
 

𝜆1 = −𝑘1

𝜆2 =
−𝑘2𝜙𝜔+𝛼𝑘4(𝑘1−𝛽)

𝜔𝜙

𝜆3 = −𝑘3

𝜆4 =
𝜙𝜔−𝑘1𝑘4

𝑘1

𝜆5 = −𝜇 )

 
 
 
 

                                                                                                    (65) 

For the Disease-Free state to be achieved 𝜆2 and 𝜆4have to be negative.  For 𝜆2to be negative we have that 

−𝑘2𝜙𝜔 + 𝛼𝑘4(𝑘1 − 𝛽) < 0                                                                                            (66) 

⇒ 𝛼𝑘4(𝑘1 − 𝛽) < 𝑘2𝜙𝜔                                                                                                  (67) 

𝛼𝑘4(𝑘1−𝛽)

𝑘2𝜙𝜔
< 1                                                                                                                    (68) 

Comparing (58) to (68) 

⇒ 𝑅0 < 1which implies that the disease will die out if this inequality holds. 

On the other hand, 𝜆4 < 0 implies that 
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⇒ 𝜙𝜔 < 𝑘1𝑘4                                                                                                                  (69) 

⇒ 𝜙𝜔 < (𝜔 + 𝜇)(𝜙 + 𝜇)                                                                                                (70)    

⇒ 𝜙𝜔 < 𝜙𝜔 + 𝜔𝜇 + 𝜇𝜙 + 𝜇2                                                                                        (71) 

 ⇒ −𝜔𝜇 < 𝜇𝜙 + 𝜇2                                                                                                          (72) 

𝜔 > −(𝜙 + 𝜇)                                                                                                             (73) 

 

3.7   Conclusion 

The DFE is locally stable if 𝑅0 =
𝛼𝑘4

𝑘2𝑘5
< 1 which implies that 

𝛼 <
𝑘2𝑘5

𝑘4
<

(𝛾+𝜌+𝜇+𝜕)(𝜙+𝜇+𝜔)

(𝜙+𝜇) 
= 𝛼𝑚𝑎𝑥                                                                       (74) 

Hence, the infection rate should not exceed 𝛼𝑚𝑎𝑥  in order to effectively control the disease. 

 

4.0   Example 3 - A TB model  

Ashezual et al. (2017), in their work titled A Mathematical Model of Scabby Mouth Disease Incorporating 

the Quarantine Class obtained the Reproduction Number and analyzed of the DFE stability. 

















−−=

+++−++=

−+−−=

−−−−=

RRI
dt

dR

RIdLSk
dt

dI

LLSk
dt

dL

SSkSk
dt

dS









4

432

31

21

)()(

)()1(

)1(

                                                (75) 

With,
                  N

I
c =                                                                                           (76) 

( )tS   Number of susceptible individuals at time t 

( )tL   Number of exposed individuals at time t 
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( )tI   Number of infected individuals at time t 

( )tR  Number of recovered individuals at time t 

The disease-free equilibrium state for the model is given by 

 ( ) .0,0,0,,,, 0ERILS =







=




                                                                      (77) 

This represents the state in which there is no TB infection and is known as the disease-free equilibrium 

point. 

 

                         

( )






















−

=

0

0

1

2

1

S
N

I
ck

S
N

I
ck

Fi




                                                              (78) 

 and 

                      





















++−

++−+−

+++−+−

++

=

RRI

SSkSk

IdRL

LL

Vi









4

21

43

3

)1(

)()(

)(

                                   (79)                                         

We then obtain the partial derivatives of (78) and (79) with respect to ( )IL,  and by substituting the disease-

free equilibrium point 0E  we get a 22 matrix since there are two infectious classes. 

           

( )


















−

=

N

S
ck

N

S
ck

F





2

1

0

10
                                                                            (80)                                                                                           

and 
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( )
( )










++−

+
=

d
V



 0
                                                                        (81)                                                                               

Taking the inverse of (81) gives: 

            

( )

( )( ) ( )

















+++++

+
=−

dd

V






1

0
1

1
                                                           (82)                                                      

By computing the product of (80) and (82), we obtain 

                  

( )
( )( )

( )
( )

( )( ) ( ) 

















+++++

++

−

+++

−

=−

d

ck

d

ck
d

ck

d

ck

FV
















22

11

1

11

                                                 (83)                                                            

From (83), we calculate the eigenvalues to determine the basic reproduction number, 0R by taking the 

spectral radius (dominant eigenvalue) of the matrix .1−FV This is computed by ,0=− IJ  hence the 

matrix becomes 

           

( )
( )( )

( )
( )

( )( ) ( )

0

11

22

11

=

−
+++++

++

−
−

+++

−


















d

ck

d

ck
d

ck

d

ck

                                                 (84)                                                 

From (84), we obtain two eigenvalues,
1 and

2 which are given by 

           

( ) ( ) 
( )( )d

kkc

+++

−++
=






112
1                                                                    (85)                                                                          

and 

                          02 =                                                                                       (86)                                                                                                              

Clearly,
1 is the dominant eigenvalue and therefore becomes the effective reproduction number esR for the 

model. This is called the effective reproduction number because of the control parameters contained in the 

dominant eigenvalue. 
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5.0 Example 4 Vector-Host Model  

In their research, Akinwande (2017) described the relationship between a population of humans and 

mosquitoes, with the human population represented as hhh SIS →→ and the mosquito dynamics 

represented in mm IS → a model where  hS denotes susceptible humans, hI is the human population that is 

infected, and 
MS stands for both susceptible mosquitoes and MI  infected mosquitoes. 

According to such a model, the mode of transmission occurs in each population in two stages: 

Humans become infected ( )hI  when they come into contact (i.e. h , biting rate) with mosquitoes carrying 

the infection, which then spreads to other susceptible humans ( )hS .  When a susceptible mosquito ( )mS  

bites a human who is infected, it can spread the virus to other mosquitoes.  Infected humans move into the 

removed compartment at a rate and the removed compartment move to the susceptible compartment at 

a rate r .  Additionally, we take into account that while infected humans die at a rate  , mosquitoes and 

humans also have constant natural death rates hw and mw . Human and mosquito birth rates are hb and mb

, respectively. 

hhmhhhhh SwISrRbS −−+=
•

                                                                               (87) 

( ) hhmhhh IwISI  ++−=
•

                                                                                 (88) 

( ) hhhh RrwIR +−=
•

                                                                                            (89) 

while that for mosquitoes is 

mmhmmmm SwISbS −−=
•

                                                                                     (90) 

mmhmmm IwISI −=
•

                                                                                             (91) 

with  

hhhh RIST ++=                                                                                                (92) 

mmm IST +=                                                                                                      (93) 



Proceedings of International Conference on Mathematical Modelling Optimization and Analysis of 

Disease Dynamics (ICMMOADD) 2024 

 
 

185 
 

The disease-free equilibrium state of the system (87) - (91) is: 











= 0,,0,0,0

m

m

h

h

w

b

w

b
x                                                                                          (94) 

The Jacobian for system (87) - (91) for new infections and transfer from one compartment to another is 

provided by the next generation method as follows: 























=

hmm

mhh

i

IS

IS

F





0
0

0

                                                                                                  (95) 

and 

( )

( )























−

−+

++

−−

=

mm

mmm

hhh

hh

hhhh

i

Iw

bSw

IRrw

Iw

rRbSw

V 



                                                                                      (96) 

Taking the partial derivatives with respect to hI and mI , and solving at the disease-free equilibrium 

produces 









=

0

0

m

h
F




                                                                                                    (97) 

and 

( )







 ++
=

m

h

w

w
V

0

0
                                                                                      (98) 

The inverse of (98) yields 
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( )



















++
=−

m

h

w

w
V

1
0

0
1

1 
                                                                                  (99) 

The product of (97) and (99) gives                                     

( ) 

















++

=−

0

0
1







h

m

m

h

w

w
FV                                                                                (100)     

Next, we compute 

01 =−− IFV  as 

( )

0=

−
++

−









h

m

m

h

w

w
                                                                                       (101) 

The evaluation of (101) gives 

( )
02 =

++
−






hm

hm

ww
                                                                                    (102) 

From (102), we obtain the eigenvalues 

( )




++
=

hm

hm

ww
                                                                                      (103) 

From (103) we define our basic reproduction number, 0R  as the spectral radius (dominant eigenvalue) of 

the next generation matrix 
1−FV  since the basic reproduction number cannot be negative. Therefore 

( )



++
+=

hm

hm

ww
R0                                                                                    (104) 

 

Interpretation and Analysis 
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( )



++h

h

w
 represents the average number of newly infected humans that an infected mosquito spreads 

throughout the course of its infectivity from a population of humans that are only susceptible to the virus, 

and 
( ) ++hw

1
is the average amount of time that each infected person spends prior to any kind of 

transfer. Also, 
m

m

w


 represents the quantity of infected mosquitoes that an infected human generates during 

its infectious period from a population of purely susceptible mosquitoes close to the DFE and 
mw

1
 is the 

average number of hours an infectious mosquito stays within the infectious chamber.   The following 

scenarios will be taken into consideration for the system's stability: 

(i) If ( ) 10 ++ Rww hmhm  , hence, the equilibrium is unstable, which implies that if a 

disease is introduced into the human and mosquito populations, it will persist. 

(ii) If ( ) 10 ++ Rww hmhm  , thus there is stability in the equilibrium. In that case, the 

illness might not persist. 

As a result, this provides guidance to the vector control and public health agencies regarding the efforts 

to be made to stop the disease's spread. 

 

6.0   Example 5 - A COVID-19 Pandemic Mathematical Model 

Akinwande et al. (2023) proposed a model on Covid-19 pandemic, the disease Free Equilibrium was 

computed, the effective reproduction number was calculated and the stability analysis of the DFE was 

performed.  Below is the model formulation: 

6.1  Model Formulation 

By dividing the entire human population ( )tN  at time t  nine sub-populations of susceptible ( )tS , first 

dose vaccinated ( )tV1 , second dose vaccinated ( )tV2 , latently infected ( )tL , quarantined ( )tQ , 

asymptomatic infectious ( )tI a , symptomatic infectious ( )tI s , hospitalized (isolated) ( )tP  and removed 

( ).tR a model for the dynamics of COVID-19 transmission within a population in the presence of first and 

second doses of vaccination is fomulated. 

Susceptible individuals are recruited at a constant rate  . The individuals in susceptible class are infected 

through contact with an infected person at the probability 1  and effective contact rate c1 and moved to 

latent class. The individuals in first dose vaccinated class are infected through contact with an infected 



Proceedings of International Conference on Mathematical Modelling Optimization and Analysis of 

Disease Dynamics (ICMMOADD) 2024 

 
 

188 
 

person at the probability 2  and effective contact rate c2 and moved to latent class. Also, the susceptible 

vaccinated individuals moved to first dose vaccinated class at vaccination rate 
1 . First dose vaccinated 

individuals moved to second dose vaccinated class at vaccination rate 2  after getting second dose of 

vaccine. First dose vaccinated individuals moved to susceptible class at waning rate  . Second dose 

vaccinated individuals moved to removed class at progression rate 3 . People in latent class move to 

quarantine class and infected class at the quarantine rate   and progression rate   respectively.  Some 

individuals in latent class recovered from the disease through natural immune and move to removed class 

at the recovery rate 1 . The individual in quarantine class move to isolation class and removed class at the 

isolation rate 1  and recovery rate 2  respectively.  The individuals in infected classes move to isolation 

class at the isolation rates 2  and 3 . Those in isolation class are moved to the removed class at the 

recovery rate 3 . Those in symptomatic infectious class and hospitalized (isolated) class can die due to 

COVID - 19 at disease-induced death rate 1  and 2 respectively. Those in symptomatic infectious class 

have reduced infectiousness compared to asymptomatic infectious class at the rates  . 

The formulation of our model is guided by the following assumptions: 

1. Individual in first dose vaccinated class can reverse back to susceptible class as a result of the waning 

of the vaccine.  

2. There is permanent immunity after recovery.  

3.  While all infected classes are contagious, both hospitalized (isolated) and quarantined individuals have 

negligible contact rates and are therefore thought to be non-infectious under ideal (normal) conditions. 

4.  The risk of infection is further decreased with the second dosage. 

5. Every individual has equal chance of contracting the disease. 

The above description leads to the flow diagram in Figure 6.1.  



Proceedings of International Conference on Mathematical Modelling Optimization and Analysis of 

Disease Dynamics (ICMMOADD) 2024 

 
 

189 
 

 

Figure 6.1: Flow diagram of COVID-19 dynamics  

 

Using these definitions, assumptions and Figure 6.1 we arrive at the following non-linear system of 

equations that model the transmission dynamics and control of COVID-19 pandemic in a homogeneously 

mixing population: 

( )SSV
dt

dS
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dt
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( )QL
dt

dQ
 ++−= 21                                                                                             (109) 

( ) ( ) a

a IL
dt

dI
 ++−−= 21                                                                                     (110) 

( ) sa

s IIL
dt

dI
 ++−+= 13

                                                                                     (111) 

( )PIIQ
dt

dP
sa  ++−++= 23321                                                                             (112) 

RPQLV
dt

dR
 −+++= 32123                                                                                   (113) 

With initial conditions: 

( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) 00

00002021010

0,0

,0,0,0,0,0,0,0

RRPP

IIIIQQLLVVVVSS ssaa

==

=======
     (114) 

Movement out of the susceptible class, S  into latently infected class, L  occurs at a rate  

( )( )
N

IIc sa 


+−
=

11

1
                                                                                                     (115) 

Movement out of the first dose vaccinated class, 1V  into latently infected class, L  occurs at a rate  

( )( )
N

IIc sa 


+−
=

12

2
                                                                                                   (116) 

where,  

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )tRtPtItItQtLtVtVtStN sa ++++++++= 21                                       (117) 

 

The parameters and variables of the model indicated in Figure 6.1 are defined in Tables 6.1 and 6.2. 
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Table 6.1: Description of Variables  

S/N Variable Description 

1 S  Susceptible class.  

2 V1 First Dose Vaccinated class 

3 V2 Second Dose Vaccinated class 

4 L  Latent class   

5 Q  Quarantined class 

6 
aI  Asymptomatic Infectious class 

7 
sI  Symptomatic Infectious class. 

8 P  Hospitalized (Isolated) class 

9 R  Removed class 

10 N  Total Population 

 

Table 6.2: Description of Parameters  

S/N Parameters Description 

1   Constant recruitment into the population via 

birth or immigration  

2 ρ1 First Dose Vaccination rate 

3 ρ 2 Second Dose Vaccination rate 

4 ρ 3 Progression rate from 2V  to R  

5   Waning rate of first dose 

6   Natural death rate 

7 
1  The disease-induced death rate of aI . 

8 
2  The disease-induced death rate of P . 

9 
1  Covid-19 transmission probability per contact 

from S. 

10  2  Covid-19 transmission probability per contact 

from V1. 

11 c  Average contact rate, and thus c = is the 

effective contact rate in the absence of any 

control measure. 

12   Efficacy of public enlightenment 

13   Rate of compliance to public enlightenment. 

14 
1  Rate of hospitalization of L . 
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15 
2  Rate of hospitalization of aI . 

16 
3  Rate of hospitalization of sI . 

17   Rate of quarantine L to Q 

18   Modification parameter associated with 

reduced infectiousness of sI  compared to aI . 

19   Progression rate of disease from L to aI and sI  

20   Proportion of L that goes to sI . 

21 
1  Self- immune recovery of the L individuals 

22 
2  Self- immune recovery of the Q individuals 

23 
3  Recovery of P individuals due to treatment 

24 
 Progression Rate from aI  to sI   

 

6.2 Disease Free Equilibrium (DFE) 

The disease-free equilibrium of model system (105) – (116) is obtained by setting 

021 =========
dt

dR

dt

dP

dt

dI

dt

dI

dt

dQ

dt

dL

dt

dV

dt

dV

dt

dS sa ,                                                (118) 

and in the absence of disease, 0===== PIIQL sa  and further simplification gives:   𝐷𝐹𝐸(𝐸0) =

(𝑆0, 𝑉1
0, 𝑉2

0, 𝐿0, 𝑄0, 𝐼𝑎
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,

𝛬𝜌1𝜌2

𝑘3(𝑘1𝑘2−𝜌1𝜔)
, 0,0,0,0,0,

𝛬𝜌1𝜌2𝜌3

𝜇𝑘3(𝑘1𝑘2−𝜌1𝜔)
)           (119) 

where, 

 +=++=+= 332211 ,, kkk  

6.3   Computation of the Basic Reproduction Number, 0   

Since the infection components in this model are sa IIQL ,,,  and P , then from (105) –(116)  
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Partial differentiation of iF  with respect to sa IIQL ,,,  and P  gives the new infection matrix 
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On the other hand, 
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Partial differentiation of iV  with respect to sa IIQL ,,,  and P gives the transition matrix 
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It follows that 
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It follows that the next generation matrix is given by 
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Where, 
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The spectral radius for 1−FV  gives the effective reproduction number (basic reproduction number with 

controls) denoted by c

0  which is given by 

( ) ( ) ( )( )( )( )
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          (126)  

which provides a measurement for the disease risk during COVID-19 transmission.  

 

6.4   Local Asymptotic Stability of DFE 

Theorem 4: The DFE, 0E  of the model equations (105) – (116) is locally asymptotically stable if 0R .  

Proof: The stability of 0E  is established from the roots of the characteristic polynomial, which says that 

the equilibrium is stable if the roots of the characteristic polynomial are all negative. The Jacobian Matrix 

of equations (105) to (116) is given as: 
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At DFE (127) becomes, 
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Applying elementary row operation on (128) gives 
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where, 
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The characteristic equation of (130) is given as 
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( )( )( )( )( )( )( )( )( )1 9 3 4 5 14 15 8 0k B k k k B B k         − − − − − − − − − − − − − − − − =         (132) 

1 1 2 9 3 3 4 4 5 5 6 14 7 15 8 8 9, , , , , , , ,k B k k k B B k         = − = = − = − = − = − = = − = −       (133) 

It is observed from equation (133) that for the DFE to be stable  2  and 7 must be less than zero ( 2 0   

and 7 0  ) ;  

This implies that,  
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From equation (134) the DFE will be stable if 2
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Divide (135.5.28) 4 6 7k k k  gives 

( ) ( )8 6 8 7 7

4 6 7

1 1
1
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    − + + −
                                                                 (136) 

 

The Left Hand Side of (134) is equivalent to the Right Hand Side of (127). Hence,  

0 1R                                                                                                                                (137) 

Therefore, the DFE is locally asymptotically stable if 2
1

2

k

k







−
 and 0 1R  . 

7.0   Concluding Remarks 

We have presented a discourse on the methods of computation of  basic reproduction number which is 

one of the fundamental concepts in mathematical biology that is used to analyze the stability of Disease 

Free Equilibrium state. The note will be of great assistance to researchers in epidemiological modelling. 
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Abstract 

This paper explores the multifaceted role of mathematical modeling in understanding and managing 

infectious diseases, examining its implications for green energy, governance, and democracy. The 

mathematical modeling of infectious diseases has proven instrumental in shaping effective public health 

policies, guiding governance strategies, and influencing democratic decision-making. The interplay 

between these domains showcases the interconnectedness of mathematical modeling with societal 

resilience and sustainable development. A deterministic model was formulated using system of differential 

equation with aim to investigate roles of mathematical modelling in governance, democracy and green 

energy. The key features, including the disease-free equilibrium, endemic equilibrium, and stability 

properties, were analyzed. It was  discovered that the disease-free equilibrium is locally and asymptotically 

stable when the basic reproduction number (R₀) is less than 1, indicating disease control, and unstable 

otherwise, suggesting potential outbreaks. Sensitivity analysis and numerical simulations were conducted 

considering the total population of Kogi State as at December 2023 estimated to be 4,466, 800 ( data 

obtained from National Population  Commission of Nigeria) in order to validate the model against real-

world observations. The analysis revealed the crucial role of mathematical epidemiology in governance, 

democracy and green energy, especially in the context of the Nigeria region. By introducing a hospitalized 

compartment, the model captured the dynamics of severe cases and the impact on disease transmission. 

The sensitivity analysis highlighted parameters influencing the model's behavior, providing insights into 

factors that significantly affect chickenpox dynamics. Various applications of mathematical epidemiology 

in governance, democracy and green were discussed intensively. 

Keywords: Africa, Basic reproduction Number, Chickenpox, Democracy, Governance, Green energy, 

Hospitalization, Infectious Disease, Mathematical modelling, Numerical Simulation. Sensitivity Analysis,  

1. Introduction  
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Mathematical modeling of infectious diseases is closely tied to governance, democracy, and green energy. 

In governance, models help authorities plan and implement effective public health policies, allocate 

resources, and make informed decisions during outbreaks. Democracy is impacted as governments 

communicate and enforce measures, requiring public cooperation. Green energy can be affected indirectly 

as disruptions in societal functions during pandemics may influence energy consumption patterns [6]. 

Furthermore, the modeling of infectious diseases can highlight vulnerabilities in healthcare systems, 

prompting governments to invest in resilient and sustainable healthcare infrastructure, indirectly linking 

to green energy efforts. Overall, mathematical modeling in this context is crucial for understanding, 

responding to, and mitigating the impact of infectious diseases on society [15]. Chickenpox, caused by 

the Varicella-Zoster virus (VZV), has a long history in Africa, affecting populations across the continent 

[14]. The epidemiological landscape of chickenpox in Africa is influenced by factors such as population 

density, healthcare infrastructure, and socio-economic conditions. While historical records may not 

extensively document chickenpox in Africa, the disease has been a part of the infectious diseases 

landscape for centuries [11]. The introduction of vaccination against chickenpox has played a crucial role 

in altering the disease's dynamics. However, the accessibility and implementation of vaccination programs 

in various African countries have varied, impacting the overall prevalence and severity of chickenpox in 

the region. The treatment of chickenpox in Africa aligns with global practices, focusing on symptom 

management and, in severe cases, antiviral therapy [11,14]. Access to healthcare resources and 

medications, however, can pose challenges in some regions.  Community awareness and education 

regarding the importance of seeking medical attention for chickenpox complications are vital. Antiviral 

medications such as acyclovir can be prescribed to reduce the severity and duration of symptoms, 

especially in high-risk populations. Public health efforts in Africa are increasingly emphasizing the 

importance of vaccination as a preventive measure. Varicella vaccines are being integrated into routine 

immunization schedules, contributing to the reduction of chickenpox incidence and its associated 

complications [8]. The virus spreads through respiratory droplets and direct contact with the fluid from 

the chickenpox blisters. It is particularly contagious during the early stages of the infection, making 

person-to-person transmission common [4]. It is a global phenomenon, affecting individuals of all ages. 

While most cases occur in childhood, the virus can also manifest in adults. The prevalence varies across 

regions, influenced by vaccination rates and healthcare infrastructure. Chickenpox is typically a self-

limiting disease, but complications can arise, particularly in vulnerable populations. Severe cases may 

lead to pneumonia, encephalitis, or secondary bacterial infections. Pregnant women and immune 

compromised individuals are at higher risk for complications [3].  Diagnosis is often based on clinical 

presentation and a history of exposure. Laboratory tests, such as polymerase chain reaction (PCR) or 

serological assays, can confirm the diagnosis by detecting VZV antibodies or the virus itself. The varicella 

vaccine is a highly effective preventive measure against chickenpox. It has significantly reduced the 

incidence and severity of the disease [3,4]. Vaccination is recommended in childhood, and a booster shot 

may be administered in adolescence. Early symptoms include fever, headache, and malaise, followed by 
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the characteristic itchy rash. The rash progresses from macules to papules, vesicles, and finally, crusts. 

The presence of lesions in various stages is a hallmark of chickenpox [14]. 

The basic Susceptible-Infectious-Recovered (SIR) model forms the foundation, characterizing the 

transitions between susceptible, infectious, and recovered individuals. However, a comprehensive 

understanding of the disease dynamics requires the inclusion of a hospitalized compartment to account for 

severe cases requiring medical attention. Hospitalization rates, treatment durations, and the impact on 

overall transmission dynamics are essential factors considered in this extended model. [1] formulated 

mathematical for the control of chickenpox with vaccination and treatment strategies. They used a 

deterministic mathematical model to formulate five dimensional ordinary differential equations modelling 

chickenpox with treatment and vaccination strategies. [12] also developed and analyzed a model for a 

varicella zoster virus model with vaccination.  

This article aims to contribute to the existing body of knowledge by presenting a refined mathematical 

model that better reflects the nuanced dynamics of chickenpox, especially in the context of hospitalization. 

Insights gained from this model can inform public health strategies, vaccination campaigns, and resource 

allocation in healthcare systems. 

2.0 Effects of Hospitalization in the Management of Chickenpox in Africa 

Chickenpox, caused by the Varicella-Zoster virus (VZV), generally presents as a self-limiting disease. 

However, in some cases, especially in vulnerable populations, severe complications may arise, 

necessitating hospitalization. The effects of hospitalization in the management of chickenpox in Africa are 

crucial considerations for public health strategies and healthcare systems [14]. 

Complication Management: Hospitalization allows for the proper management of complications such 

as pneumonia, encephalitis, and bacterial infections, which can be more prevalent in certain regions of 

Africa due to varying healthcare access and socio-economic conditions. 

Supportive Care: Severe cases of chickenpox may require supportive care, including intravenous fluids, 

pain management, and respiratory support. Hospitalization ensures the availability of necessary resources 

and expertise to provide comprehensive care [12]. 

Prevention of Secondary Infections: Hospital settings facilitate infection control measures, reducing the 

risk of secondary bacterial infections, a concern particularly in areas with limited access to healthcare and 

hygiene facilities. 

Monitoring High-Risk Groups: Vulnerable populations, such as pregnant women and immune 

compromised individuals, benefit from close monitoring during hospitalization to prevent and manage 

potential complications [6]. 

Public Health Surveillance: Hospitalization data contribute to public health surveillance, aiding in the 

understanding of the disease burden and informing vaccination strategies and healthcare resource 

allocation. 

Impact on Healthcare Infrastructure: The strain on healthcare infrastructure due to severe chickenpox 

cases underscores the importance of vaccination programs to reduce hospitalization rates and alleviate 

pressure on medical facilities [9, 12]. 
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Mathematical epidemiology plays a crucial role in informing governance, democracy, and green 

energy policies by providing quantitative insights into disease spread, population dynamics, and 

sustainable practices. 

1. Governance: Disease Modeling: Mathematical models help policymakers predict and manage disease 

outbreaks. For instance, the SEIR model (Susceptible-Exposed-Infectious-Removed) aids in 

understanding the progression of infectious diseases, enabling timely interventions. 

 Resource Allocation: Models assist in optimizing resource allocation, guiding decisions on healthcare 

infrastructure, vaccine distribution, and public health measures, enhancing the efficiency of governance 

[6,12]. 

2. Democracy: Informed Decision-Making:  Transparent communication of mathematical models 

fosters an informed public, allowing citizens to understand the rationale behind policy decisions. This 

contributes to a democratic process by involving the populace in decision-making. 

 Public Health Policies: Democratic societies benefit from mathematical epidemiology as it guides the 

development and implementation of evidence-based public health policies, ensuring the well-being of the 

population [15]. 

3. Green Energy: Population Dynamics: Mathematical models are used to project population growth 

and energy consumption patterns, aiding in the development of sustainable green energy policies. 

 Environmental Impact Assessment: Epidemiological modeling extends to assessing the environmental 

impact of policies, helping governments make informed decisions regarding green energy initiatives and 

their implications on public health [6]. 

3.0 Model Formulation 

The total population (t)N is divided into five epidemiological compartments, the susceptible individuals

(S) , the exposed individuals (E) , the infected individuals (I) , hospitalized individuals (H) , and recovered 

individuals (R) . Supposed  denotes the constant recruitment where every individuals is recruited into 

the population by birth or immigration and every susceptible human becomes exposed at the rate ,  where 

, denotes rate of infection and f  is the rate at which infected humans become hospitalized. (1 )f −  

is the remaining fraction of infected individuals that recovered from chicken pox whereas   is the 

recovering rate of hospitalized individuals and   denotes natural  death rate. 1  and 2  are disease 

induced death rates associated with infection and hospitalization respectively. 
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Fig: 1 Schematic diagram for the Model  

 

 Model Equation         

1

2

( )S

( ) E

( ) I

( ) H

(1 f)

Λ
ds

E
dt

dE
SE

dt

dI
E

dt

dH
f I

dt

dR
I H R

dt

 

  

   

   

  

= − +

= − +

= − + +

= − + +

= − + −

          (1)  

3.1 Variables and Parameters Interpretation 

Variables Interpretation 

S( )t  Susceptible humans at time t 

( )E t  Exposed humans at time t     

H( )t   Hospitalized humans at time t 

I( )t   Infected humans at time t  

R( )t  Recovered humans at time t  

Parameter  Description  

Λ  Constant recruitment rate   
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  Rate of exposure to chicken pox   

  Constant recruitment rate   

   Natural death rate  

f  Rate of hospitalization   

  Rate at which hospitalized individuals recovered  

(1 f)−  Remaining fractions of infected individuals that recovered  

1  Disease induced death rate  

2  Disease induced death rate associate with hospitalization  

 

3.1 Invariant Region of the Model 

The solutions of the proposed model are feasible for all t > 0, if they enter the invariant region D, which 

is given by: 

 ( ), , , , : 0, 0, 0, 0, 0,D S E I H R S E I H R N


 
=       
 

 

Proof 

The total population of the model is given as 

 ( )N t S E I H R= + + + +  

The sum of the differential equations is 

 ( )' ' ' ' ' 'N t S E I H R= + + + +  

On evaluating the algebraic terms, we obtain 

 ( ) ( )'

1 2( )N t S E I H R I H  = − + + + + − +  

 ( )'

1 2( )N t N I H  = − − +  

 
dN

N
dt

  −  

Solving the differential equation using the integrating factor method, we obtained 

 ( ) (0) tN t N e 

 

−  
 + − 

 
 

Applying Birkhoff and Rota’s theorem on the inequality, we obtain   
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 0 N



   as t →  

Thus, D  is a positively invariant set under the flow described by the model (1) so that no solution path 

leaves through the boundary of region D .Thus, in this region, the model can be considered as being 

epidemiologically and mathematically well posed [7,13]. 

3.2 Positivity of Solution of the Model 

It is necessary to prove that all state variable of the model in are non-negative for all time ( )t , for the model 

to be epidemiologically and mathematically well posed in a feasible region D  given by: 

 ( ) ( ) 5, , , ,R :D S E I H R S E I H R N+=  + + + +   

This is done by considering, 

 ( ) 5, , , , 0S E I H R R+   

Lemma 1:  

Let the initial data for the model (1) be ( ), , , , 0S E I H R  . Then the solutions ( ), , , ,S E I H R  of the model 

(2) are positive for all time 0t   

Proof 

Let  1 sup 0 : 0, 0, 0, 0, 0 [0, ]t t S E I H R t=        . Thus 0.t   

We have from the first equation that 

 ( )
d

t
S

S
E

d
 −=  +  

 ( )E
dt

S
dS

 +−  

This can also be written as 

 ( )
dS

E dt
S

  − +   

We obtained: 

 (ln )S E t C  − + +  
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)

(
(

)
E t

S t Ce
 − +

  

Applying the initial condition; when 0,  (0)t S C= =  

Therefore, 
( )( ) (0) 0E tS t S e  − +  since ( ) 0E +   

Similarly, it can be shown that , , , , 0S E I H R   

3.3 Asymptotic Stability of the Disease Free Equilibrium of the Model 

 The steady state where there is no infection (or absence of the disease), a point where 0E I H R= = = =  

is called the disease-free equilibrium point (DFE) which is given 

  
** * * *

0 , , , , 0 ,0,0,0,0S E I H R


 
=  =  

 
 

3.4 Basic Reproduction Number of the Model 

The basic reproduction number of infected individuals denoted by 0R  is defined as the average number of 

secondary infections produced by a single infectious individual introduced in a wholly susceptible 

population during his or her entire infectious period. We calculate the basic reproduction number by using 

the next generation operator method on the dynamical system (1) [5].  

Hence, it follows that 

 ( )1

0R FV −=  where  is the dominant eigenvalue of 1FV −  

0 0

0 0 0

0 0 0

F





 
 
 

=  
 
 
  

   1

2

( ) 0 0

( ) 0

0 ( )

V

f

 

   

   

+ 
 

= − + +
 
 − + + 

   1

0 0
( )

. 0 0 0

0 0 0

F V



  
−

 
 +
 

=  
 
 
  

 

Therefore the basic reproduction number of the model is 

( )
0R



  



+
=  
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3.5 Local Asymptotic Stability of the DFE of the Model 

Theorem 1 

The disease-free equilibrium point of the is locally asymptotically stable (LAS) if 0 1R  , and unstable if 

0 1R  . 

Proof 

Using Jacobian matrix to prove the local stability of the disease free equilibrium point 

( )0

2

0 0 0

0 ( ) 0 0 0

0 ( ) 0 0

0 0 ( ) 0

0 0 (1 )

J

f

f







 



   

   

  

−  
− 
 

 
− + 

=
 

− + + 
 

− + +
 
 − − 

 

Since the diagonal  of the first and last column consist of only the diagonal element, we can reduce ( )0J 

to 

  ( )1 0

2

( ) 0 0

( ) 0

0 ( )

J

f


 



    

   

 
− + 

 
= − + + 
 

− + +
 
  

 

The characteristics polynomial of ( )1 0J  is 

The characteristics polynomial of ( )1 0J  is 

 

( )

( )

( )( ) ( ) ( )( )

2 2
2 13

2 32 22 1 2 1 2 1 2 1

12 (1 0) R

          

 

                



        



− + + + + +

−

 + + + + − − − − − − + + + +
+

+ + ++ + −
−

 

Applying Routh-Hurwitz criterion to the Characteristics polynomial, we have that 

( )
0

1 0HR−   

 
0

1HR   

Thus the DFE point of the model is locally asymptotically stable. 

3.7 Global Asymptotic Stability of the Disease free equilibrium Point of the   Model. 

To investigate the global stability of the disease free equilibrium, we use the technique implemented by 

Castillo-Chavez and Song. 
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To do this, we write the equation in the uninfected class as  

  ( ),
dX

F X Z
dt

=  

And we re-write the equation in the infected class as  

   ( , )
dz

G X Z
dt

=  

Where 
1X S
+

=  denotes the uninfected population and  

  ( ) 4, , ,Z E I H R +=  denotes the infected population 

 *

0 ( ,0)X =  represents the disease free equilibrium of the system, and it globally asymptotically 

stable if it satisfies the following conditions: 

 ( )* *

1 :   ,0 , 
dX

H F X X
dt

= is globally asymptotically stable 

 ( ) ( )*

2 :  ,0 ,ˆ
Z

dZ
H D G X Z G X Z

dt
= −   

 ( )ˆ , 0G X Z  for all ( ),X Z D and where ( )*,0ZD G X  is an M- matrix (i.e the diagonal 

elements are no-negative and it is also the Jacobian of ( )ˆ , 0G X Z   evaluated at *( ,0).X  

If the system satisfies the above condition, then the theorem below holds [,7, 9, 13]. 

Theorem 2 

The equilibrium point *

0 ( ,0).X =  is globally asymptotically stable if  0 1R   

 
( E )S

( , )
(1 f)

F X Z
I H R

 

  

 − + 
=  

− + − 
  

 1

2

( ) E

( , ) ( ) I

( ) H

SE

G X Z E

f I

  

   

   

− + 
 

= − + +
 
 − + + 

   

   

At disease free equilibrium, 

1 :H  

 
dS

S
dt

=  −   

 0
dR

dt
=   

2 :H    
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( )*

1

2

( )

( ) I

( )

0

H

,Z E

f

E

D Z

I

G X

 

   

   





  
−  

  
 =


+

− + +

− + +
 
 
 
 

 

 

( ) ( ) ( )*, ,0 ,ˆ
ZG X Z D G X Z G X Z= −     

 ( ), 0

0

ˆ

E S

G X Z




  
−  

  
 =
 
 
 
 

  

Clearly, S



 this implies that ( )ˆ , 0G X Z  .  

Therefore the disease free equilibrium of the model is globally asymptotically stable. 

Therefore, the disease free equilibrium of the model is globally asymptotically stable. 

3.8 Endemic Equilibrium Point of the Model 

The endemic equilibrium point is the steady state where there is persistence or prevalence of a disease in 

the population.  

To obtain the endemic equilibrium we set the RHS of the differential equations in (1) to zero and solve for 

the state variables. 

Thus, at the endemic equilibrium point,  

0
dS dE dI dH dR

dt dt dt dt dt
= = = = = . 

Let ( )** ** ** ** ** **, , , ,S E I H R =  be the endemic equilibrium point. 

We have that,  

 **S
 



+
=  

 ** ( )

( )
E

   

  

 − +
=

+
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 **

1

( )

( )( )
I

   

     

 − +
=

+ + +
 

 **

1 2

( )

( )( )( )

f f
H

     

        

 − +
=

+ + + + +
 

 
( ) ( )1**

1 2

( ) 1 ( ) ( )

( )( )( )

f f f
R

             

        

+ + −  − + +  − +
=

+ + + + +
 

 

3.9 Sensitivity Analysis of the Model 

Sensitivity analysis is carried out to determine the parameters that enhance the spread of chickenpox as 

well as control of the infection in a population. 

The sensitivity index of the reproduction number of the model with respect to any parameter say x  is 

given by: 

 0 0

0

R

x

R x

x R


 = 


 

Given that  

 
( )0R


  


=

+
 

 0 1.0000
R


 =  

 0 1.0000
R

 =


 

 0 .9860 8
R 

 
= − −

+
=  

 0 0.0131
R 

 
= − −

+
=  

 0 1
R 

 
− = −

+
 =  
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Figure 2 Sensitivity bar chat 

3.10 Numerical Simulations of the Model 

Numerical simulation plays a crucial role in the mathematical modeling of chickenpox by allowing 

researchers to simulate and analyze the dynamic interactions within a population. Through computational 

methods, mathematical models can incorporate various factors influencing the spread of chickenpox, such 

as transmission rates, population density, vaccination strategies, and immunity dynamics [9]. Simulation 

enables researchers to explore different scenarios and assess the impact of interventions, like vaccination 

campaigns or social distancing measures, on the spread of chickenpox. It aids in understanding the disease 

dynamics over time, identifying critical parameters, and optimizing control strategies. By running 

simulations, scientists can observe the progression of the disease under different conditions, helping to 

predict outbreaks, assess the effectiveness of public health measures, and inform policy decisions. Overall, 

numerical simulation enhances the precision and practical applicability of mathematical models in 

understanding and managing the spread of chickenpox within populations [1,9] 

Table 2. Parameter values of the model (1) with the total population of Kogi State, Nigeria as at 

December 2023 estimated to 4,466,800 (Data obtained from National population Commission of 

Nigeria) 

Parameter Value Source 
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f  0.000584 [1] 

  0.00004 Assumed 

  0.08 Assumed 

  0.02 [1] 

  0.2 Assumed 
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                             Figure   3c                                                      Figure 3d                                        

 

               Figure 3e                                                                              Figure    3f 

 

4. Conclusion  

From the sensitivity analysis and the resultant bar chat in figure 2, it is observed that the parameters with 

positive sensitivity indices enhance the transmission of the disease within the human population. Thus, 

parameters like   and   enhance the endemicity of the disease within the population. Also, parameters 
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such as ,   with negative sensitivity indices will ultimately curb the prevalence of the disease within the 

human population. In figure 3a, the number of susceptible individuals decreases to zero with time, though 

in figure 3b, the number of exposed individuals increases initially and later decreases quickly as it 

approaches zero which indicates disease control. In figure 3c, the number of infected individuals decreases 

rapidly with time which leads to decrease in the number of hospitalized individuals in figure 3d, this shows 

that effective hospitalization and awareness can tame the spread of chickenpox. The effective treatment 

observed in 3d produced to high recovery rate in figure 3e while figure 3f gives the cumulative new case 

of each compartment of the model.  our mathematical model offers valuable insights into the transmission 

dynamics of chickenpox, considering the impact of hospitalization on disease management. The local and 

global stability analyses provided a thorough understanding of the equilibrium states, crucial for predicting 

potential outbreaks. Sensitivity analysis emphasized the importance of certain parameters in influencing 

disease dynamics. Notably, the results indicated that effective hospitalization significantly contributes to 

disease control, especially in regions like Africa with diverse healthcare challenges. Numerical 

simulations further validated the model, aligning our findings with real-world observations. The 

enumeration of the effects of hospitalization in the management of chickenpox in Africa underscores the 

importance of targeted public health interventions and healthcare infrastructure improvements to mitigate 

the impact of severe cases and reduce overall disease burden. 

In conclusion, the role of mathematical modeling in infectious diseases extends far beyond the realms of 

epidemiology. Its impact on green energy, governance, and democracy underscores the need for 

interdisciplinary collaboration in addressing complex global challenges. As we navigate the complexities 

of the modern world, leveraging mathematical models becomes crucial for informed decision-making, 

resilient governance, and sustainable development. This paper underscores the importance of integrating 

mathematical modeling into the fabric of our societal responses to infectious diseases, paving the way for 

a more resilient and interconnected future. 
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Abstract 

This study delves into the intricate transmission dynamics of Rift Valley fever (RVF), involving 

interactions between mosquitoes and livestock, utilizing a compartmental model. The investigation 

incorporates the isolation of infected individuals as a control measure. 

Calculation of the basic reproduction number 0R  using the next-generation matrix sheds light on the 

disease-free equilibrium state. It is found that the equilibrium state is locally asymptotically stable when 

0R less than 1, i.e. is. ( 10 R ).Indicating potential control of RVF within a livestock population where 0R  

remains below this threshold. However, when R0 exceeds 1, i.e. ( 10 R ), the disease may become 

endemic, highlighting the critical importance of monitoring 0R  levels. 

Furthermore, sensitivity analysis is conducted to pinpoint essential parameters vital for livestock 

policymakers and veterinary workers to consider. Through numerical simulations, the study assesses the 

effectiveness of early detection and isolation of infected livestock, alongside other integrated control 

measures. These simulations offer valuable insights into the dynamic behaviour of RVF, aiding in the 

development of effective strategies for disease management and prevention. 

 

Keywords: Detection, Equilibrium Points, Isolation, Rift-Valley Fever, Sensitivity, Stability 

1. Introduction 
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Rift Valley fever (RVF) is a viral zoonotic disease with significant implications for public health, livestock 

production, and economic stability, primarily affecting regions of Africa and the Arabian Peninsula. The 

disease is caused by the Rift Valley fever virus (RVFV), belonging to the Phlebovirus genus within the 

Bunyaviridae family (Adeyeye et al., 2011), (Bird et al., 2009), (Mpeshe et al. 2011; 2014). RVFV is 

transmitted primarily through the bites of infected mosquitoes, with both animal and human populations 

susceptible to infection. Rift Valley fever (RVF) particularly impacts domesticated animals like farm 

animals, sheep, goats, and camels, although it can also pose a chance to humans. Transmission of the virus 

usually takes place through bites from inflamed mosquitoes, drastically species belonging to the Aedes 

and Culex genera. moreover, touch with inflamed animal tissues or fluids can make contributions to the 

unfolding of the virus. (Bird et al., 2016). RVF was initially documented in Kenya in 1931. Since its 

discovery, Cases of the disease have been documented in various regions of Africa and beyond, with 

notable occurrences reported in Madagascar in 1979, the Arabian Peninsula in 2000, and the Comoros 

archipelago in 2007 (Nanyingi et al., 2014), (Sissoko et al., 2009). In subsequent events, such as the virus's 

introduction to Egypt in 1977 through the trade of infected animals and a significant outbreak in Kenya, 

Somalia, and Tanzania in 1997-1998 exacerbated by El Niño and extensive flooding, the global 

significance of RVF has been underscored (Kanouté et al., 2017). A concerning development emerged 

when RVF spread beyond the African continent in 2000, reaching Saudi Arabia and Yemen following the 

trade of infected animals from the Horn of Africa. This marked the first documented instance of the virus 

extending beyond Africa, raising concerns about potential dissemination to other regions, including Asia 

and Europe. Given the multifaceted impact of RVF on both animal and human health, comprehensive 

strategies for surveillance, control, and prevention are imperative to mitigate its adverse effects on public 

health and the economy (WHO, 2023). In animals, RVF can cause a wide range of clinical signs including 

fever, abortion storms in pregnant animals, high mortality rates in newborns, and hepatitis (Oguntolu et 

al., 2022). In humans, RVF manifests as a febrile illness with symptoms such as fever, headache, muscle 

pain, joint pain, photophobia, and gastrointestinal symptoms. In severe cases, RVF can lead to 

complications such as hemorrhagic fever, encephalitis, retinitis, and death. Certain populations, such as 

farmers, herders, slaughterhouse workers, and veterinarians, are at increased risk of infection due to their 

close contact with livestock (Marion et al., 2018), (Salih et al., 2022). 

Many researchers have utilized mathematical models as valuable instruments for studying disease 

epidemiology in various populations (Musibau et al., 2022), (Bird et al., 2009), (Fischer et al., 2014), 

(Gachohi et al., 2016), (Fawzy and Helmy 2022), (Métras et al., 2017), (Pedro et al., 2014; 2016), (Ajao 

et al., 2023), (Akinwumi et al., 2021), (Adewale et al., 2015a; 2015b, 2015c; 2016). Previous studies have 

extensively explored the transmission dynamics and contagious properties of Rift Valley fever in both 

livestock and human communities. 

In a study conducted by (et al., 2018), an eco-epidemiological compartmental mathematical model was 

formulated. This model integrated ambient temperature and water availability, utilizing empirical 

environmental data sourced from Kenya to accurately reflect real-world conditions. This model effectively 

accounts for the intermittent nature of Rift Valley fever (RVF) occurrences, elucidating low-level 

circulation that often evades detection, intermittently emerging, and occasionally reappearing after 

prolonged periods. The research offers insights into the intricate dynamics of RVF concerning 

environmental influences, highlighting the sporadic patterns of its occurrence. In a study conducted by 

(Nielsen et al., 2021), an evaluation was performed to gauge the effectiveness of surveillance and control 

strategies for Rift Valley fever (RVF) in both Mayotte and the continental European Union (EU). 
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Mathematical models were employed as part of this assessment. The research aimed to evaluate the 

efficiency of different approaches in preventing and controlling RVF outbreaks in these areas. 

This study aims to develop a comprehensive model that integrates the effectiveness of isolating infected 

and infectious livestock, with the goal of better understanding how this isolation strategy influences the 

dynamics of disease within the animal population. Our objective is to explore and quantify the efficacy of 

isolating infected and infectious animals in reducing the spread of the disease among livestock. 

In Section 2 of this paper, we elaborate on the formulation of the model, outlining the variables and 

parameters involved—section 3 delves into the mathematical analysis of the model, examining its stability 

and dynamics. The findings of our study are presented in Section 4, where we discuss the implications of 

the model's outcomes. In Section 5, we engage in further discussions and draw conclusions based on our 

findings, emphasizing the significance of isolating infected and infectious livestock as a control measure 

in disease management strategies. Through this research, Our objective is to contribute to the advancement 

of more effective measures for mitigating disease transmission within animal populations. 

 

2. Model Formulation 

In constructing our model, we assume that livestock contract the infection primarily through contact with 

infectious mosquitoes. Additionally, a consistent natural death rate denoted by δ is applied uniformly 

across all compartments. For further details on parameters, please refer to Table 2.2. 

Our model comprises two main populations: livestock and mosquitoes. Within the livestock population, 

there are six compartments, namely LS Susceptible, LV  Vaccinated, LE  Exposed, LSy Symptomatic, LAy

Asymptomatic, LI Isolated, and LR  Recovered. Each of these compartments represents a distinct stage of 

infection or immunity within the livestock population. Meanwhile, the vector population is subdivided 

into two compartments: VS  Susceptible and VI  Infected. These compartments capture the different states 

that mosquitoes can occupy concerning their susceptibility to and infection with the virus. This detailed 

compartmentalization allows us to capture the nuanced dynamics of disease transmission between 

livestock and mosquitoes, enabling a more comprehensive understanding of Rift Valley fever's spread and 

control strategies. 

 

Livestock  
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LLLLLLLL RSSS  +−−=  

LLLLLLL ESE )()1(  +−−=  

LLLLLLLL AyEyA )()1(  ++−−=  

LLLLLLLLLLLL SyESyS )(  +++−+=
     (1.1) 

LLLLLLL ISyI )( ++−=   

LLLLLLLLLL RIAySyR )(  +−++=  
 

Vector 

VVVVVV SSS  −−=
         (1.2)

 

VVVVV ISI  −=  

L

VVL

L
N

I
 =   and 

V

LLLLV

V
N

SyAyE )( ++
=


  

 

Table 2.1. Description of Variables 

 

 

 

   LS     Susceptible Livestock Individual 

   LE      Exposed Livestock Individuals 

   LSy    Symptomatic Livestock Individual 

       LAy             Asymptomatic Livestock Individual 

   LI                                    Isolated Livestock Individual 

   LR     Recovered Livestock Individual 

   VS
    

Susceptible Vector Individual 

   VI                                    Infected Vector Individuals 

 

 

 

Table 2.2  Description of Parameters 

 

 

VL
   

Probability of transmission from an infectious vector to susceptible 

livestock. 

LV
   

Probability of transmission from an infectious livestock to susceptible 

vector. 

    Biting rate of vector 

L                  Recruitment rate of Livestock 

V                    Recruitment of vector 

L                     Force of infections of livestock 

 Variables                 Description 

 

Parameters Description 
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V                     Force of infections of vector 

                      Natural death 

L                     Loss of Immunity 

L                     Active infection 

L    Progression rate 

L    Detection rate of asymptomatic 

L                     Induced death from disease 

L                     Isolation of Symptomatic individual 

L                     Recovery of Symptomatic individual 

L                    Recovery of Asymptomatic individual 

                     Recovery of Isolated individual 

 

  

For better analysis, the following representation holds 

 

LLLLLLLL RSSS  +−−=  

LLLLL EKSE 1)1( −−=   

LLLLL AyKEyA 2)1( −−=   

LLLLLLLL SyKESyS 3−+= 
        

 

LLLL IKSyI 4−=  

LLLLLLLL RKIAySyR 5−++= 
       (1.3)

 

VVVVVV SSS  −−=  

VVVVV ISI  −=  

Where 

)(1 LLK  +=  

)(2 LLLK  ++=  

)(3 LLLLK  +++=  

)(4 LLLK ++=   

)(5 LLK  +=
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Figure 1.  Schematic Diagram of the RVF Model. 

 

2.1Analysis of the model 

Lemma 1: The close set 8

+= RDDD VL  is positive invariant for the model equation (1.3) 

with non-negative initial condition in 8

+R . 

Proof: Consider the biologically-feasible region 8

+= RDDD VL  with  

( )








= +


 L
LLLLLLLL NRRISyAyESD :,,,,, 6

      (1.4)

 

And   

( )








= +


V

VVVV NRISD :, 2
.        (1.5) 

We will demonstrate that D  is positive invariant (i.e all solutions within D  remain within D  for 

all time 0t ).  Therefore: 

)( LLLLLL

L ISyAyN
dt

dN
++−−=    and  VVV

V N
dt

dN
 −=  

Where LLLLLLL RISyAyESN +++++=  and  VVV ISN +=  

  It follows that 

LL
L N

dt

dN
 −           (1.6) 

And 

VVV
V N

dt

dN
 −           (1.7)  

A standard comparison theorem can be utilized to demonstrate that  
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In particular 
L

L
L tN




)(  and 

V

V
V tN




)(  

If  
L

L
LN




)0(  and 

V

V
VN




)0(  . Hence, all solutions of the model with the initial condition 

persist within this region for  0t  . This suggests that the region D   is positive-invariant, and 

thus, the model can be deemed epidemiologically and mathematically well-posed. 

 

2.2 Disease Free Equilibrium 

The model equation (1.3) has a disease free equilibrium which is derived by setting all the right 

hand sides of the equations in (1.3) to zero which is given by; 
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2.2 Existence of Endemic Equilibrium Point of VR−  Fever 

The endemic equilibrium is given point is given below;  
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Thus, the endemic equilibrium arises whenever the basic reproduction number 10 R . 

 

2.3Basic Reproduction Number 

Using next generation matrix method (Olopade et al., 2016; 2017; 2021a; 2021b; 2022). The 

non-negative matrix F  (representing new infection terms) and the non-singular matrix V  

(depicting other remaining transfer terms) of the model (1.3) are given respectively;  

V (





















 −
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)1(0000
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  (1.8) 

And 
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=  

0R Is the maximum value of the two Eigen-values determines 0R , the associated reproduction 

number for the rift valley fever model. This reproduction number, denoted by )( 1

0

−= FVR  , 

0R  Is the maximum value of the two Eigen values 2,1R hence, the associated reproduction number 

0R  for VR−  malaria model is given by )( 1

0

−= FVR  , where  represents the spectral radius 

of the dominant Eigen-value of the next generation matrix 1−FV . Thus 

 

321
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0

)

(
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R
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++−−+

−++−

=   (2.0) 

Is the average number of infections caused by one infected vector introduced into the completely 

susceptible populations of both livestock and vectors. 

 

 

2.4Local Stability of Disease Free Equilibrium 

Theorem 1:The disease free equilibrium of the model equation (1.3) is locally asymptotically 

stable if R0<1 and unstable if R0> 1.  

Proof: To ascertain the local stability of 0 , we compute the Jacobian matrix corresponding to 

the Disease-Free Equilibrium. Evaluating the stability of the disease-free equilibrium at 
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The characteristic equation of (2.1) above are obtained as IJ  −0
=0, where I is the (8*8) 

identity matrix. Then, =− IJ  0  
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The Eigen-values are 54321 ,,,, KKKKK −−−−− , L−  and V− twice. 

Hence, the disease equilibrium point is locally asymptotically stable since all the Eigen values 

are real and negative. This theorem implies that if the initial sizes of the sub-populations of the 

model lie within the basin of attraction of the disease-free equilibrium, the disease is controllable 

provided 1oR
 

 

2.5 Global Stability of Disease Free Equilibrium 

We study the global stability of equilibrium without disease and we implement the approach of 

(Philemon et al., 2023), then the equations of the model may be rewritten in the form; 

),(

),(

IMG
dt

dI

IMF
dt

dM

=

=

 

With 0)0,( =PG , where 
3P represents the uninfected classes ),,( VLL SRS and 

5I  

represents the infected classes ),,,,( VLLLL IISyAyE . Also, )0,( *Mo =  denotes the disease-free 

equilibrium of the model. 

The two conditions (H1) and (H2) stated below must be satisfied for the model to be globally 

stable; 

(H1): For *),0,( MMF
dt

dM
=  is globally asymptotically stable 

(H2): 0),(),,(),( −=


IMGIMGAIIMG  for DIM ),(  

Where )0,( *MGDA I= is an M-matrix (the off-diagonal elements of A are non-negative) and D 

is the region is the feasible region where the model is biologically meaningful. If (H1) and (H2) 

are satisfied, then the following theorem holds; 

Theorem 2:  The disease-free equilibrium )0,( *Mo =  is a globally asymptotically stable 

equilibrium of the model if 10 R  and that the conditions (H1) and (H2) are satisfied 

Proof: 

Now  ),,( VLL SRSM = and ),,,,( VLLLL IISyAyEI =  
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Since ,10    clearly ( ) 0, 
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  is a globally asymptotic stable 

equilibrium of the model equations. Thus, both conditions outlined above are met, indicating that 

the disease-free equilibrium is globally asymptotically stable. This biological implication 

suggests that the elimination of Rift Valley fever is independent of the initial sizes of the sub-

populations when the basic reproduction number is less than one. 

 

2.6  Sensitivity Analysis 

Sensitivity analysis plays a pivotal role in understanding the significance of each parameter in 

disease transmission dynamics. By calculating the sensitivity index of parameters with respect 

to the basic reproduction number, we gain insight into the degree of influence each parameter 

holds over disease transmission. This analysis allows us to identify the most critical parameters 

that impact the basic reproduction number, shedding light on their importance in driving disease 

transmission. By conducting sensitivity analysis, we can prioritize interventions and target 

control measures towards parameters that exert the most significant influence on the spread of 

the disease. This comprehensive evaluation improves our comprehension of the fundamental 

mechanisms influencing transmission dynamics and guides the development of more effective 

strategies for disease control and prevention. 

Definition: The normalized forward sensitivity index of a variable   that depends 

differentiability on a parameter  P  is defined as  
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0

0

R

P

dP

d
X

R

P =


          (2.6)

  

 The calculation of the sensitivity index is performed for each parameter using the data in Table 

3.1. The results are presented in Table 3.2. 

 

3. Numerical Analysis 

The numerical approximation and validation of the model's theoretical calculations are 

conducted through the implementation of a fourth-order Runge-Kutta numerical scheme. This 

numerical scheme is implemented using the MAPLE 18 program software. The model's 

calculations are validated using a predefined set of estimated parameter values, as detailed in 

Table 3.1. 

 

Table 3.1 Parameters and Values 

 

  

 VL                  0.7        (Pépin etal., 2010), (Jupp et al., 2002) 

 LV   0.21  (Pépin etal., 2010), (Turell et al., 1985) 

                      0.25  (Diallo et al., 2008), (Chitnis et al., 2013) 

 L             0.05  (Gaffet al., 2011), (Mehmood et al., 2021) 

 V             0.07  (Mehmood et al., 2021), (Kasariet al.,2008) 

 L              0.2  Assumed 

               0.2  Assumed 

 L   0.3  Assumed 

 L              0.3  (Adeyeye et al.,2011), (Jupp et al., 2002) 

 L              0.4  (Adeyeye et al.,2011), (Jupp et al., 2002) 

 V              0.07  (Chamchod et al.,2016), (Turell et al., 1985) 

 L              0.3  Assumed 

 L                     0.10  (Adeyeye et al.,2011), (Kasari et al.,2008) 

 L   0.25         (Adeyeye et al.,2011), (Kasari et al.,2008) 

 L   0.3  (Adeyeye et al.,2011), (Kasari et al.,2008) 

 

 

Table 3.2 Numerical Sensitivity Index for RV-Malaria 

 

  

VL                   1.00000         + 

LV        1.00000    + 

                      1.00000    + 

L               0.05371    + 

L               0.12227    + 

L              0.00755    + 

Parameter       Value       Source 

  

Parameter     Sensitivity Value        Sensitivity Sign 
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                     -0.12115    - 

L             -0.51223    - 

L                  -0.30122    - 

L            -0.00027    - 

L            -0.25999    - 

L                 -0.22598    - 

L            -0.04354     - 

 

 

 

 

 
Figure 2.Symptomatic Population with Isolation Rate  0.1&7.0,3.0=L   
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Figure 3.Recovered Population with Recovery of Isolated Individual Rate 0.1&6.0,,2.0=L  
 

 
Figure 4.Asymptomatic Population with Detection Rate 0.1&6.0,3.0=L   

 



Proceedings of International Conference on Mathematical Modelling Optimization and 

Analysis of Disease Dynamics (ICMMOADD) 2024 

 
 

229 
 

 
Figure 5.Symptomatic Population with Recovery Rate 0.1&5.0,3.0=L   

 

 

 

 

Figure 6.Asymptomatic Population with Recovery Rate 0.1&7.025.0
_

=L   
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Figure 7. Susceptible Livestock with biting rate 0.1&7.025.0=   

 

4. Results and Discussion  

A non-linear deterministic model for Rift Valley fever, considering the detection and isolation 

of infected livestock from susceptible individuals, is presented and thoroughly analyzed. This 

study aims to provide insights into the importance of early detection and isolation measures in 

minimizing and mitigating the spread of Rift Valley fever within livestock populations. 

The model's mathematical and epidemiological viability is confirmed through the positivity of 

its solutions, suggesting that it is well-posed both mathematically and epidemiologically. The 

analysis considers the existence of both disease-free and endemic equilibrium points, with the 

basic reproduction number serving as a crucial indicator of disease dynamics. Specifically, the 

disease is predicted to either die out (i.e. when 1R0  ) or spreads (i.e. when 10 R ), based on the 

value of the basic reproduction number. 

The analysis of both local and global stability of the disease equilibrium is conducted, 

demonstrating its stability. Furthermore, numerical simulations of sensitivity analysis, performed 

using MAPLE 18 software, aim to identify parameters influencing the spread of Rift Valley fever 

among livestock. The results highlight parameters with negative indices, which reduce disease 

spread, and those with positive indices, which increase the basic reproduction number, thereby 

intensifying disease transmission. 

An examination of Table 3.2 reveals that parameters with positive index values elevate the basic 

reproduction number, potentially leading to an endemic situation when it exceeds unity. Among 

the parameters, three stand out as the most sensitive contributors to the basic reproduction 

number: the transmission of infection from infective vectors to susceptible livestock, the 

transmission of infection from infective livestock to susceptible vectors, and the biting rate of 
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vectors. These findings underscore the critical role of these parameters in driving the spread of 

Rift Valley fever within livestock populations. 

Figure 2 illustrates the significance of isolating the symptomatic infected population, a pivotal 

measure in epidemiology for curtailing the transmission of infectious diseases. This practice 

involves segregating individuals showing symptoms from the general population to halt further 

spread. Effective implementation hinges on prompt identification, access to isolation facilities, 

adherence to protocols, and the contagious nature of the disease. Ultimately, it serves as a crucial 

tool in containing outbreaks and preserving public health. Figure 3 depicts the reintegration rate 

of individuals who were previously isolated due to infection and have now recovered into the 

general population. This aspect holds significant importance in epidemiology, aiding in the 

comprehension of disease transmission dynamics and the evaluation of control measures' 

effectiveness. Monitoring this rate allows for the assessment of isolation protocols, determination 

of post-recovery immunity duration, and evaluation of the overall impact on managing infectious 

disease outbreaks. Figure 4 illustrates the detection of Asymptomatic livestock population, 

focusing on identifying and diagnosing livestock infected with a disease but not exhibiting 

symptoms. This metric holds significance in controlling Rift Valley Fever, where asymptomatic 

livestock can transmit the virus. Improving detection rates through widespread testing among 

livestock is crucial for effectively managing outbreaks and implementing public health strategies. 

Figure 5 presents the Symptomatic livestock population with recovery rate, indicating the 

number of livestock showing symptoms of a disease who subsequently recover over time. This 

visualization is crucial for understanding the progression of the rift valley fever disease and 

assessing the effectiveness of recovery measures among livestock. Monitoring the recovery rate 

among symptomatic livestock provides valuable insights into disease dynamics and informs 

healthcare strategies aimed at managing and treating affected livestock populations. Figure 6 

illustrates the Asymptomatic Livestock Population with Recovery Rate, depicting the number of 

livestock that are asymptomatic for a disease and subsequently recover over time. This 

phenomenon may occur due to the consumption of certain grasses that unknowingly possess 

medicinal properties beneficial to livestock health. Monitoring the recovery rate among 

asymptomatic livestock provides insights into natural remedies and their potential impact on 

disease management within animal populations. Figure 7 emphasizes the seriousness of the 

situation where infected vectors transmit diseases to vulnerable livestock, exacerbating endemic 

conditions within the system due to the lack of effective intervention measures. It highlights the 

susceptibility of livestock populations to vector-borne infections and the pressing need for 

proactive and holistic interventions to limit their spread and alleviate their negative impacts. It 

underscores the vital importance of implementing timely and focused measures, including vector 

control strategies, vaccination campaigns, early detection of infected livestock and enhanced 

livestock management practices, to protect the health and welfare of susceptible livestock 

populations and mitigate the economic losses stemming from disease outbreaks. 

 

5. Conclusion  

In conclusion, addressing Rift Valley fever's impact on livestock populations necessitates a 

multifaceted and proactive strategy. This includes robust measures such as detecting and 

isolating asymptomatic and symptomatic infected livestock, implementing strategic management 

practices, and establishing early detection mechanisms. Veterinary practitioners are pivotal in 

championing and executing these strategies to ensure the health and longevity of livestock 

farming operations. By prioritizing these proactive approaches, stakeholders can effectively 
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mitigate the adverse effects of Rift Valley fever on livestock populations while promoting overall 

agricultural sustainability. 
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Abstract 

In this paper, a COVID-19-Diabetes Complication-free Equilibrium was obtained, and the 

positivity of the solution was verified. We also determined the basic reproduction number using 

the next-generation Matrix and Jacobian matrix methods. It follows that the positive eigenvalues 

represent the two reproduction numbers where 𝑅𝑖 represent the expected number of COVID-19 

infectiousness produced by one COVID-19 infectious individual, where 𝑅𝑑 represent the 

expected number of Diabetes without complication-induced COVID-19 infectiousness produced 

by one COVID-19 infectious individual.  

Keywords: Basic Reproduction,COVID-19, Diabetes Complication and Equilibrium 

 

1. Introduction 

In 2019, diabetes resulted in approximately 4.2 million deaths.  It is the 7th leading cause of death 

globally. The global Economic cost of diabetes-related health expenditure in 2017 was estimated 

at US$727 billion.  In the United States, diabetes cost nearly US$327 billion in 2017. Average 

medical expenditures among people with diabetes are about 2 to 3 times higher (IDF, 2020; 

WHO, 2020). 

The World as we know it has been ravaged by an ongoing coronavirus disease 2019 (COVID-

19) Pandemic (WHO, 2021). Which emerged from the city of Wuhan in China, in December of 

2019, caused by the novel coronavirus, SARS-COV2, a highly virulent  

virus that has caused COVID-19 to be a lethal disease, a disease which targets the human 

respiratory system, started as an outbreak of pneumonia of unidentified cause. It swiftly became 

an overwhelming pandemic, thinning out to every country on earth, and wreaking a brutal public 

health and socio-economic burden globally and the patients were linked to a seafood and wet 

animal market in Wuhan, Hubei Province, China, an ongoing coronavirus disease 2019 (COVID-

19) pandemic has decimated the world as we know it (WHO, 2021). SARS-COV2, a highly 

virulent virus that has caused COVID-19 to be a lethal disease, began as an outbreak of 

pneumonia of unknown origin in the Chinese city of Wuhan in December of 2019, caused by the 

novel coronavirus, SARS-COV2, a highly virulent virus that has caused COVID-19 to be a fatal 

disease, a disease that attacks the human respiratory system(Rothana and Byrareddy, 2020; 

mailto:abdullahyusuf90@gmail.com


Proceedings of International Conference on Mathematical Modelling Optimization and 

Analysis of Disease Dynamics (ICMMOADD) 2024 

 
 

237 
 

Gumel et al., 2020; Branswell, 2020; Dong et al., 2020; Roda et al., 2020;  Sun and Wang, 2020; 

Contreras et al., 2020;  Li et al., 2020; Zhu et al.,2020). It is reported that the virus might be bat 

origin (Zhou et al., 2020). The virus's spread could be linked to a Hunan Seafood Wholesale 

Market (Huang et al., 2020; Zhu et al., 2020b). By January 22, 2020, a total of 571 cases of 

COVID-19 were reported in 25 provinces in China (Rothana and Byrareddy, 2020; Lu, 2020). 

On January 30, 2020, about 7734 cases were confirmed in China, with 90 cases reported in about 

13 countries (Rothana and Byrareddy, 2020) Including the United States, India, Canada, France, 

Germany and the United Arab Emirates. 

People with certain underlying medical conditions may have a higher risk of severe illness from 

COVID-19. These conditions include diabetes, heart problems, obesity, and chronic kidney 

disease. Specifically, the available evidence suggests that people with type 2 diabetes have a 

higher risk of severe illness from COVID-19, according to the Centers for Disease Control and 

Prevention (CDC). People with type 1 or gestational diabetes may also have an increased risk, 

but the data is less conclusive (CDC,2021; IDF,2021). 

In general, infections are more serious in people with diabetes. One reason is that diabetes affects 

the way the immune system works, making it harder for the body to fight viruses. Also, diabetes 

causes high blood sugar levels, and the International Diabetes Federation observes that the novel 

coronavirus may thrive in an environment of elevated blood glucose. Diabetes also keeps the 

body in a low-level state of inflammation, which makes its healing response to any infection 

slower. High blood sugar levels combined with a persistent state of inflammation make it much 

more difficult for people with diabetes to recover from illnesses such as COVID-19 (IDF, 2021). 

Omame et al. (2022) They presented and analyzed the fractional optimal control model for 

COVID-19 and diabetes co-dynamics, using the Atangana-Baleanu derivative. They establish the 

positivity and boundedness of the solutions as was shown by the method of Laplace transform. 

The existence and uniqueness of the solutions of the model equation were established using the 

Banach fixed point Theorem and Leray–Schauder alternative Theorem.  

Kouidere et al. (2021) Pont rya gin's maximum principle was used, to characterize the optimal 

controls and the optimality system as solved by an iterative method and some numerical 

simulations were performed to verify the theoretical analysis using MATLAB 

In this paper, we verified the invariant region of the model and the positivity of the solution of 

the model. We also calculated the COVID-19 -Diabetes-Complication Free Equilibrium CDCFE, 

and the basic reproduction number using next-generation matrix and Jacobian matrix methods. 

2. Model Formulation 

The model equations are formulated using the first-order ordinary differential equation, with the 

total human population at time 𝑡, denoted by 𝑁. the total population is further divided into 

fourteen (14) compartment, which is susceptible to COVID-19(𝑆𝑖), Diabetic without 

complication and also susceptible to COVID-19(𝑆𝑑), Exposed to COVID-19(𝐸𝑖), COVID-19 

infectious (𝐼𝑖), Quarantine for COVID-19(𝑄𝑖), Isolated for COVID-19(𝑃𝑖), Recovered from 
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COVID-19(𝑅𝑖), Diabetics without complication and also COVID-19Exposed (𝐸𝑑), Diabetics 

without complication and also COVID-19Infectious(𝐼𝑑), Quarantine for COVID-19 and also 

diabetes without complication(𝑄𝑑), Isolated for COVID-19and diabetes without 

complication(𝑃𝑑), Recovered from COVID-19but having diabetes without complication  (𝑅𝑑), 

Diabetics with complication and also COVID-19Infectious (𝐼𝑐),  Isolated for COVID-19and 

diabetes with complication (𝑃𝑐). 

Recruitment to the susceptible to COVID-19 class is at a constant rate, The COVID-19 

susceptible individuals may acquire the infection after effective contacts 𝜂𝑖1, 𝜂𝑖2, 𝜂𝑖3, 𝜂𝑖4 with 

Exposed to COVID-19,  COVID-19infectious, Quarantine for COVID-19,   and Isolated for 

COVID-19, the quarantined are recruited through contact with the exposed class at rate 𝜎𝑖and 

return to the susceptible at a rate𝜉𝑖. 

The quarantined class become COVID-19 infectious at a rate i  
𝜏𝑖, COVID-19infectious is 

recruited to isolated for COVID-19 and subsequently 
𝛾𝑖,  is the rate at which isolated become 

recovered thus some of the recruited will become susceptible while some will be recruited to the 

class of Diabetic without complication and also susceptible to COVID-19, again recruitment to 

the diabetic without complication and also susceptible to COVID-19class at a constant rate.
 

The COVID-19 susceptible but diabetic without complication individuals may acquire infection 

after effective contact 
654321 ,,,,, dddddd  𝛼𝑑with Diabetics without complication and 

also COVID-19Exposed, Diabetics without complication and also COVID-19Infectious, 

Quarantine for COVID-19and diabetes without complication  Isolated for COVID-19and 

diabetes without complication, Diabetics with complication and COVID-19 Infectious, Isolated 

COVID-19 and diabetes with complications,  the quarantined are recruited through contact with 

the exposed class at rate 𝜎𝑑and return to the susceptible at a rate
. 
𝜉𝑑the quarantine class become 

COVID-19 infectious at a rate  
𝜌𝑑, and recruitment to COVID-19 infectious but diabetes with 

complication which move back to the susceptible class without complication and some to isolated 

with COVID-19but diabetes with complication, at a rate 
𝜏𝑑COVID-19 infectious is recruited to 

isolated for COVID-19 and subsequently 
𝛾𝑑. 

All individuals who are alive may die naturally at a rate similar to infectious and isolated 

individuals who experience an additional death burden occasioned by COVID-19, diabetes 

without complication and diabetes with complication at their respective rates  𝛿1, 𝛿2, 𝛿3.
 

The force of infection is given by;  

𝛼𝑖 = 𝑚𝑖 (
𝜂𝑖1𝐸𝑖+𝜂𝑖2𝑄𝑖+𝜂𝑖3𝐼𝑖+𝜂𝑖4𝑃𝑖

𝑁
)
       (1)

 

𝛼𝑑 = 𝑚𝑑 (
𝜂𝑑1𝐸𝑑+𝜂𝑑2𝑄𝑑+𝜂𝑑3𝐼𝑑+𝜂𝑑4𝑃𝑑+𝜂𝑑5𝐼𝑐+𝜂𝑑6𝑃𝑐

𝑁
)
     (2)
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Where 𝑚𝑖 , 𝑚𝑑 the number of contacts made between the susceptible to COVID-19, Diabetic 

without complication and also susceptible to COVID-19, and the agents of virus transmission. 
 

3 Assumptions of the Model 

The models are formulated based on the following Assumptions: 

i. The diabetes disease infections can either be without complication (acute) or with 

complication (chronic). 

ii. There can be death due to complications from COVID-19. 

iii. There can be death due to complications from acute diabetes. 

iv. There can be death due to complications from chronic diabetes. 

v. There is no recovery from COVID-19 when there is diabetes with complications. 

vi. If the person who is co-infected with both COVID-19 and diabetes is effectively 

treated for diabetes, the person moves into the class of diabetes without complication 

but is still COVID-19-infected. 

vii. people with diabetes are more likely to have more severe symptoms and 

complications when infected with COVID-19. 

viii. We assume that persons who already have diabetes complications are likely to have 

worse outcomes if they contract COVID-19. 

ix. After effective treatment of COVID-19, persons from the recovered class may move 

back to diabetes without complications but are susceptible to COVID-19 class after a 

while. 

 

Based on the assumptions, the equations governing the co-infection dynamics are given as, 

𝑑𝑆𝑖

𝑑𝑡
= 𝛽𝑖 − 𝛼𝑖𝑆𝑖 + 𝜂𝑖𝑅𝑖 + 𝜉𝑖𝑄𝑖 − 𝜇𝑆𝑖

       
(3) 

𝑑𝑆𝑑

𝑑𝑡
= 𝛽𝑑 − 𝛼𝑑𝑆𝑑 + 𝜔𝐼𝑐 + 𝜃𝑅𝑖 + 𝜂𝑑𝑅𝑑 + 𝜉𝑑𝑄𝑑 − 𝜇𝑆𝑑

    
(4) 

𝑑𝐸𝑖

𝑑𝑡
= 𝛼𝑖𝑆𝑖 − 𝐴11𝐸𝑖

         
(5)

 
𝑑𝑄𝑖

𝑑𝑡
= 𝜎𝑖𝐸𝑖 − 𝐴2𝑄𝑖

         
(6) 

𝑑𝐼𝑖

𝑑𝑡
= 𝜌𝑖𝑄𝑖 − 𝐴1𝐼𝑖         (7) 

𝑑𝑃𝑖

𝑑𝑡
= 𝜏𝑖𝐼𝑖 − 𝐴3𝑃𝑖

         
(8) 

𝑑𝐸𝑑

𝑑𝑡
= 𝛼𝑑𝑆𝑑 − 𝐴12𝐸𝑑         (9) 

𝑑𝑄𝑑

𝑑𝑡
= 𝜎𝑑𝐸𝑑 − 𝐴5𝑄𝑑

         
(10)

 
𝑑𝐼𝑑

𝑑𝑡
= 𝜌𝑑𝑄𝑑 − 𝐴4𝐼𝑑

         
(11)
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𝑑𝑃𝑑

𝑑𝑡
= 𝜏𝑑𝐼𝑑 − 𝐴6𝑃𝑑         (12) 

𝑑𝐼𝑐

𝑑𝑡
= (1 − 𝛼)𝐼𝑑 − 𝐴7𝐼𝑐

        
(13) 

𝑑𝑃𝑐

𝑑𝑡
= 𝜏𝑐𝐼𝑐 − 𝐴8𝑃𝑐

         
(14) 

𝑑𝑅𝑖

𝑑𝑡
= 𝛾𝑖𝑃𝑖 − 𝐴9𝑅𝑖

         
(15)

 
𝑑𝑅𝑑

𝑑𝑡
= 𝛾𝑑𝑃𝑑 − 𝐴10𝑅𝑑

         
(16) 

Were 

𝜏𝑖 + 𝛿1 + 𝜇 = 𝐴1,  𝜌𝑖 + 𝜉𝑖 + 𝜇 = 𝐴2, 𝛾𝑖 + 𝛿1 + 𝜇 = 𝐴3, 1 − 𝛼 + 𝜏𝑑 + 𝛿2 + 𝜇 = 𝐴4 

𝜌𝑑 + 𝜉𝑑 + 𝜇 = 𝐴5,𝛾𝑑 + 𝛿2 + 𝜇 = 𝐴6,𝜔 + 𝜏𝑐 + 𝛿3 + 𝜇 = 𝐴7, 𝛿3 + 𝜇 = 𝐴8,𝜂𝑖 + 𝜃 + 𝜇 =

𝐴9,𝜂𝑑 + 𝜇 = 𝐴10, 𝜎𝑖 + 𝜇 = 𝐴11,𝜎𝑑 + 𝜇 = 𝐴12
 

 

4. Invariant Region of the model. 

The entire population size can be determined by adding up equations (3) to (16) which will be 

examined in a biologically feasible region as follows. From the differential equation, we have  

𝑑𝑁

𝑑𝑡
= 𝛽𝑖 + 𝛽𝑑 − 𝜇𝑁 − 𝛿1(𝐼𝑖 + 𝑃𝑖) − 𝛿2(𝐼𝑑 + 𝑃𝑑) − 𝛿3(𝐼𝑐 + 𝑃𝑐)

   
(17) 

In the absence of the disease (𝛿1 = 𝛿2 = 𝛿3 = 0) then (17) becomes 

𝑑𝑁

𝑑𝑡
= 𝛽𝑖 + 𝛽𝑑 − 𝜇𝑁 − 𝛿1(𝐼𝑖 + 𝑃𝑖) − 𝛿2(𝐼𝑑 + 𝑃𝑑) − 𝛿3(𝐼𝑐 + 𝑃𝑐) ≤ 𝛽𝑖 + 𝛽𝑑 − 𝜇𝑁

 
(18)   

Theorem 1 

The system (3) to (16) has solutions which are contained in the feasible region 𝛺  for all t > 0 

Proof: 

Let 𝛺 = 𝑆𝑖, 𝑆𝑑, 𝐸𝑖, 𝐸𝑑 , 𝐼𝑖 , 𝐼𝑑, 𝐼𝑐, 𝑄𝑖, 𝑄𝑑, 𝑃𝑖 , 𝑃𝑑 , 𝑃𝑐 , 𝑅𝑖 , 𝑅𝑑 ∈ ℜ14 be any solution of the system (3.1) 

to (3.14) with non-negative initial conditions. 

Using the theorem on differential inequality, Birkoff and Rota (1982) on (18) gives   
𝑑𝑁

𝑑𝑡
≤ 𝛽𝑖 +

𝛽𝑑 − 𝜇𝑁 

0 ≤ 𝑁 ≤
𝛽𝑖+𝛽𝑑

𝜇
         (19) 

Hence,  

𝛽𝑖 + 𝛽𝑑 − 𝜇𝑁 ≥ 𝑘ℓ−𝜇𝑡
        

(20) 

Where k is the constant, So therefore, the feasible solution of the model system is in the region  
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𝛺 = {(𝑆𝑖, 𝑆𝑑, 𝐸𝑖, 𝐸𝑑 , 𝐼𝑖 , 𝐼𝑑, 𝐼𝑐, 𝑄𝑖, 𝑄𝑑, 𝑃𝑖 , 𝑃𝑑 , 𝑃𝑐 , 𝑅𝑖 , 𝑅𝑑) ∈ ℜ14 

: 𝑆𝑖, 𝑆𝑑, 𝐸𝑖, 𝐸𝑑 , 𝐼𝑖 , 𝐼𝑑, 𝐼𝑐, 𝑄𝑖, 𝑄𝑑, 𝑃𝑖 , 𝑃𝑑 , 𝑃𝑐 , 𝑅𝑖 , 𝑅𝑑 ≥ 0,𝑁 ≤
𝛽𝑖+𝛽𝑑

𝜇
}

   

(21) 

Which is positively invariant (i.e. solutions remain positive for all times, t) and the model is 

epidemiological meaningful and mathematically well-posed. 

5. Positivity of Solution 

Since the system is modelling the human population, all variables of the model must be non-

negative.  

let the initial data be 

{(𝑆𝑖(0), 𝑆𝑑(0), 𝐸𝑖(0), 𝐸𝑑(0), 𝐼𝑖(0), 𝐼𝑑(0), 𝐼𝑐(0), 𝑄𝑖(0), 𝑄𝑑(0), 𝑃𝑖(0), 𝑃𝑑(0), 𝑃𝑐(0), 𝑅𝑖 

(0), 𝑅𝑑(0)) ≥ 0} ∈ 𝛺
         

(22)
 

For the system (3) to (16) is positive for all t > 0 

Proof: 

From (3) 

𝑑𝑆𝑖

𝑑𝑡
= 𝛽𝑖 − 𝛼𝑖𝑆𝑖 + 𝜂𝑖𝑅𝑖 + 𝜉𝑖𝑄𝑖 − 𝜇𝑆𝑖 

𝑑𝑆𝑖

𝑑𝑡
≥𝑖− {𝛼𝑖 + 𝜇}𝑆𝑖

 

𝑑𝑆𝑖

𝑆𝑖
≥ −{𝛼𝑖 + 𝜇}𝑑𝑡

         

(23) 

Integrating (23) gives 

∫
𝑑𝑆𝑖

𝑆𝑖
≥ −∫(𝛼𝑖 + 𝜇}𝑑𝑡 

𝑆𝑖(𝑡) ≥ 𝑆𝑖(0)𝑒−(𝛼𝑖+𝜇}𝑡
        

(24) 

From (4)  

𝑑𝑆𝑑

𝑑𝑡
= 𝛽𝑑 − 𝛼𝑑𝑆𝑑 + 𝜔𝐼𝑐 + 𝜃𝑅𝑖 + 𝜂𝑑𝑅𝑑 + 𝜉𝑑𝑄𝑑 − 𝜇𝑆𝑑

 
𝑑𝑆𝑑

𝑑𝑡
≥ −(𝛼𝑑 + 𝜇)𝑆𝑑 

𝑑𝑆𝑑

𝑆𝑑
≥ −(𝛼𝑑 + 𝜇)𝑑𝑡

         

(25) 

Integrating (25) gives 
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∫
𝑑𝑆𝑑

𝑆𝑑
≥ −∫(𝛼𝑑 + 𝜇)𝑑𝑡 

𝑆𝑑(𝑡) ≥ 𝑆𝑑(0)𝑒−(𝛼𝑑+𝜇)𝑡
        

(26) 

From (5) 

𝑑𝐸𝑖

𝑑𝑡
= 𝛼𝑖𝑆𝑖 − (𝜎𝑖 + 𝜇)𝐸𝑖

 

𝑑𝐸𝑖

𝑑𝑡
≥ −(𝜎𝑖 + 𝜇)𝐸𝑖

 
𝑑𝐸𝑖

𝐸𝑖
≥ −(𝜎𝑖 + 𝜇)𝑑𝑡

         (27) 

Integrating (27) gives 

∫
𝑑𝐸𝑖

𝐸𝑖
≥ −∫(𝜎𝑖 + 𝜇)𝑑𝑡 

𝐸𝑖(𝑡) ≥ 𝐸𝑖(0)𝑒−(𝜎𝑖+𝜇)𝑡
     

(28) 

From (6)
 

𝑑𝑄𝑖

𝑑𝑡
= 𝜎𝑖𝐸𝑖 − 𝜌𝑖𝑄𝑖 − (𝜉𝑖 + 𝜇)𝑄𝑖 

𝑑𝑄𝑖

𝑑𝑡
≥ −(𝜉𝑖 + 𝜇)𝑄𝑖 

𝑑𝑄𝑖

𝑄𝑖
≥ −(𝜎𝑖 + 𝜉𝑖 + 𝜇)𝑑𝑡

        

(29) 

Integrating (29) 

∫
𝑑𝑄𝑖

𝑄𝑖
≥ −∫(𝜉𝑖 + 𝜇)𝑑𝑡 

𝑄𝑖(𝑡) ≥ 𝑄𝑖(0)𝑒−(𝜉𝑖+𝜇)𝑡
        (30) 

From (7) 

𝑑𝐼𝑖
𝑑𝑡

= 𝜌𝑖𝑄𝑖 − (𝜏𝑖 + 𝛿1 + 𝜇)𝐼𝑖 

 

 

ii
i I

dt

dI
)( 1  ++−
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𝑑𝐼𝑖

𝐼𝑖
≥ −(𝜏𝑖 + 𝛿1 + 𝜇)𝑑𝑡        (31) 

Integrating (31) 

∫
𝑑𝐼𝑖
𝐼𝑖

≥ −∫(𝜏𝑖 + 𝛿1 + 𝜇)𝑑𝑡 

𝐼𝑖(𝑡) ≥ 𝐼𝑖(0)𝑒−(𝜏𝑖+𝛿1+𝜇)𝑡
        

(32) 

From (8) 

𝑑𝑃𝑖

𝑑𝑡
= 𝜏𝑖𝐼𝑖 − (𝛿1 + 𝛾𝑖 + 𝜇)𝑃𝑖 

𝑑𝑃𝑖

𝑑𝑡
≥ −(𝛾𝑖 + 𝛿1 + 𝜇)𝑃𝑖

 
𝑑𝑃𝑖

𝑃𝑖
≥ −(𝛾𝑖 + 𝛿1 + 𝜇)𝑑𝑡

        (33) 

Integrating (33) 

∫
𝑑𝑃𝑖

𝑃𝑖
≥ −∫(𝛾𝑖 + 𝛿1 + 𝜇)𝑑𝑡

 

𝑃𝑖(𝑡) ≥ 𝑃𝑖(0)𝑒−(𝛾𝑖+𝛿1+𝜇)𝑡
        (34)

 

From (9) 

𝑑𝐸𝑑

𝑑𝑡
= 𝛼𝑑𝑆𝑑 − (𝜎𝑑 + 𝜇)𝐸𝑑

 

𝑑𝐸𝑑

𝑑𝑡
≥ −(𝜎𝑑 + 𝜇)𝐸𝑑 

𝑑𝐸𝑑

𝐸𝑑
≥ −(𝜎𝑑 + 𝜇)𝑑𝑡

         (35) 

Integrating (35) gives 

∫
𝑑𝐸𝑑

𝐸𝑑
≥ −∫(𝜎𝑑 + 𝜇)𝑑𝑡 

𝐸𝑑(𝑡) ≥ 𝐸𝑑(0)𝑒−(𝜎𝑑+𝜇)𝑡
        (36)

 

From (10) 

𝑑𝑄𝑑

𝑑𝑡
= 𝜎𝑑𝐸𝑑 − (𝜉𝑑 + 𝜌𝑑 + 𝜇)𝑄𝑑
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𝑑𝑄𝑑

𝑑𝑡
≥ −(𝜉𝑑 + 𝜌𝑑 + 𝜇)𝑄𝑑

 
𝑑𝑄𝑑

𝑄𝑑
≥ −(𝜉𝑑 + 𝜌𝑑 + 𝜇)𝑑𝑡        

(37) 

Integrating (37) 

∫
𝑑𝑄𝑑

𝑄𝑑
≥ −∫(𝜉𝑑 + 𝜌𝑑 + 𝜇)𝑑𝑡 

𝑄𝑑(𝑡) ≥ 𝑄𝑑(0)𝑒−(𝜉𝑑+𝜌𝑑+𝜇)𝑡
        (38)    

 

From (11) 

𝑑𝐼𝑑
𝑑𝑡

= 𝜌𝑑𝑄𝑑 − (1 − 𝛼)𝐼𝑑 − (𝜏𝑑 + 𝛿2 + 𝜇)𝐼𝑑
 

𝑑𝐼𝑑
𝑑𝑡

≥ −(1 − 𝛼 + 𝜏𝑑 + 𝛿2 + 𝜇)𝐼𝑑 

𝑑𝐼𝑑

𝐼𝑑
≥ −(1 − 𝛼 + 𝜏𝑑 + 𝛿2 + 𝜇)𝑑𝑡       (39) 

Integrating (39) 

∫
𝑑𝐼𝑑
𝐼𝑑

≥ −∫(1 − 𝛼 + 𝜏𝑑 + 𝛿2 + 𝜇)𝑑𝑡 

𝐼𝑑(𝑡) ≥ 𝐼𝑑(0)𝑒−(𝜌𝑑+𝜇)𝑑𝑡
        

(40) 

From (12) 

𝑑𝑃𝑑

𝑑𝑡
= 𝜏𝑑𝐼𝑑 − (𝛾𝑑 + 𝛿2 + 𝜇)𝑃𝑑

 

𝑑𝑃𝑑

𝑑𝑡
≥ −(𝛾𝑑 + 𝛿2 + 𝜇)𝑃𝑑

 
𝑑𝑃𝑑

𝑃𝑑
≥ −(𝛾𝑑 + 𝛿2 + 𝜇)𝑑𝑡

        (41) 

Integrating (41) 

∫
𝑑𝑃𝑑

𝑃𝑑
≥ −∫(𝛾𝑑 + 𝛿2 + 𝜇)𝑑𝑡

 

𝑃𝑑(𝑡) ≥ 𝑃𝑑(0)𝑒−(𝛾𝑑+𝛿2+𝜇)𝑡
        

(42) 

From (13)  
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𝑑𝐼𝑐
𝑑𝑡

= (1 − 𝛼)𝐼𝑑 − 𝜔𝐼𝑐 − (𝜏𝑐 + 𝛿3 + 𝜇)𝐼𝑐 

𝑑𝐼𝑐
𝑑𝑡

= −(𝜔 + 𝜏𝑐 + 𝛿3 + 𝜇)𝐼𝑐
 

𝑑𝐼𝑐

𝑑𝑡
≥ −(𝜔 + 𝜏𝑐 + 𝛿3 + 𝜇)𝐼𝑐        

(43) 

Integrating (43) 

∫
𝑑𝐼𝑐
𝐼𝑐

≥ −∫(𝜔 + 𝜏𝑐 + 𝛿3 + 𝜇)𝑑𝑡 

𝐼𝑐(𝑡) ≥ 𝐼𝑐(0)𝑒−(𝜔+𝜏𝑐+𝛿3+𝜇)𝑡
        

(44) 

From (14) 

𝑑𝑃𝑐

𝑑𝑡
= 𝜏𝑐𝐼𝑐 − (𝛿3 + 𝜇)𝑃𝑐

 

𝑑𝑃𝑐

𝑑𝑡
≥ −(𝛿3 + 𝜇)𝑃𝑐

 
𝑑𝑃𝑐

𝑃𝑐
≥ −(𝛿3 + 𝜇)𝑑𝑡         

(45)                                                                 

Integrating (45)  

∫
𝑑𝑃𝑐

𝑃𝑐
≥ −∫(𝛿3 + 𝜇)𝑑𝑡

 

𝑃𝑐(𝑡) ≥ 𝑃𝑐(0)𝑒−(𝛿3+𝜇)𝑡
        

(46)  

From (15) 

𝑑𝑅𝑖

𝑑𝑡
= 𝛾𝑖𝑃𝑖 − (𝜃 + 𝜂𝑖 + 𝜇)𝑅𝑖

 

𝑑𝑅𝑖

𝑑𝑡
≥ −(𝜃 + 𝜂𝑖 + 𝜇)𝑅𝑖

 
𝑑𝑅𝑖

𝑅𝑖
≥ −(𝜃 + 𝜂𝑖 + 𝜇)𝑑𝑡        

(47) 

Integrating (47) 

∫
𝑑𝑅𝑖

𝑅𝑖
≥ −∫(𝜃 + 𝜂𝑖 + 𝜇)𝑑𝑡
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𝑅𝑖(𝑡) ≥ 𝑅𝑖(0)𝑒−(𝜃+𝜂𝑖+𝜇)𝑡
        

(48) 

From (16) 

𝑑𝑅𝑑

𝑑𝑡
= 𝛾𝑑𝑃𝑑 − (𝜂𝑑 + 𝜇)𝑅𝑑 

𝑑𝑅𝑑

𝑑𝑡
≥ −(𝜂𝑑 + 𝜇)𝑅𝑑

 
𝑑𝑅𝑑

𝑅𝑑
≥ −(𝜂𝑑 + 𝜇)𝑑𝑡

         (49) 

Integrating (49) 

∫
𝑑𝑅𝑑

𝑅𝑑
≥ −∫(𝜂𝑑 + 𝜇)𝑑𝑡

 

𝑅𝑑(𝑡) ≥ 𝑅𝑑(0)𝑒−(𝜂𝑑+𝜇)𝑡
        

(50) 

Therefore, we conclude that all solutions of system(3) to (16) are positive for all t > o 

6. Equilibrium Points of the model 

Existence of Steady States Solution In this section, model system (3) – (16) is qualitatively 

analyzed to investigate the condition of existence and stability of its associated equilibrium 

points. The equilibrium points are obtained by setting the right-hand side of the model system to 

zero, that is from the system of equations (3) to (16) at equilibrium states we have that at steady 

states the right-hand side of equation (3) to (16) is equal to zero, giving the following;  

𝑑𝑆𝑖

𝑑𝑡
=

𝑑𝑆𝑑

𝑑𝑡
=

𝑑𝐸𝑖

𝑑𝑡
=

𝑑𝐸𝑑

𝑑𝑡
=

𝑑𝐼𝑖

𝑑𝑡
=

𝑑𝑄𝑖

𝑑𝑡
=

𝑑𝑃𝑖

𝑑𝑡
=

𝑑𝑅𝑖

𝑑𝑡
=

𝑑𝐼𝑑

𝑑𝑡
=

𝑑𝑄𝑑

𝑑𝑡
=

𝑑𝑃𝑑

𝑑𝑡
=

𝑑𝑅𝑑

𝑑𝑡
=

𝑑𝐼𝑐

𝑑𝑡
=

𝑑𝑃𝑐

𝑑𝑡
= 0

 
          (51) 

Let 

(𝑆𝑖, 𝑆𝑑, 𝐸𝑖, 𝐸𝑑, 𝐼𝑖, 𝐼𝑑 , 𝐼𝑐, 𝑄𝑖, 𝑄𝑑 , 𝑃𝑖, 𝑃𝑑 , 𝑃𝑐, 𝑅𝑖 , 𝑅𝑑) 

= (𝑆𝑖
∗, 𝑆𝑑

∗, 𝑆𝑐
∗, 𝐼𝑖

∗, 𝐼𝑑
∗, 𝐼𝑐

∗, 𝑄𝑖
∗, 𝑄𝑑

∗, 𝑄𝑐
∗, 𝑃𝑖

∗, 𝑃𝑑
∗, 𝑃𝑐

∗, 𝑅𝑖
∗, 𝑅𝑑

∗)   (52)
 

Therefore, the system (3) to (16) becomes  

𝛽𝑖 + 𝜂𝑖𝑅𝑖
∗ + 𝜉𝑖𝑄𝑖

∗ − (𝛼𝑖 + 𝜇)𝑆𝑖
∗ = 0      (53) 

𝛽𝑑 + 𝜃𝑅𝑖
∗ + 𝜔𝐼𝑐

∗ + 𝜂𝑑𝑅𝑑
∗ + 𝜉𝑑𝑄𝑑

∗ − (𝛼𝑑 + 𝜇)𝑆𝑑
∗ = 0    (54) 

𝜌𝑖𝑄𝑖
∗ − (𝜏𝑖 + 𝛿1 + 𝜇)𝐼𝑖

∗ = 0
 

𝜌𝑖𝑄𝑖
∗ − 𝐴1𝐼𝑖

∗ = 0
                  (55)

 

𝜎𝑖𝐸𝑖
∗ − (𝜌𝑖 + 𝜉𝑖 + 𝜇)𝑄𝑖

∗ = 0
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𝜎𝑖𝐸𝑖
∗ − 𝐴2𝑄𝑖

∗ = 0
         (56) 

𝜏𝑖𝐼𝑖
∗ − (𝛾𝑖 + 𝛿1 + 𝜇)𝑃𝑖

∗ = 0
 

𝜏𝑖𝐼𝑖
∗ − 𝐴3𝑃𝑖

∗ = 0
         (57) 

𝜌𝑑𝑄𝑑
∗ − (1 − 𝛼 + 𝜏𝑑 + 𝛿2 + 𝜇)𝐼𝑑

∗ = 0
 

𝜌𝑑𝑄𝑑
∗ − 𝐴4𝐼𝑑

∗ = 0
         (58)

 

𝜎𝑑𝐸𝑑
∗ − (𝜌𝑑 + 𝜉𝑑 + 𝜇)𝑄𝑑

∗ = 0
 

𝜎𝑑𝐸𝑑
∗ − 𝐴5𝑄𝑑

∗ = 0
         (59)

 

𝜏𝑑𝐼𝑑
∗ − (𝛾𝑑 + 𝛿2 + 𝜇)𝑃𝑑

∗ = 0
 

𝜏𝑑𝐼𝑑
∗ − 𝐴6𝑃𝑑

∗ = 0
         (60)

 

(1 − 𝛼)𝐼𝑑
∗ − (𝜔 + 𝜏𝑐 + 𝛿3 + 𝜇)𝐼𝑐

∗ = 0
 

 (1 − 𝛼)𝐼𝑑
∗ − 𝐴7𝐼𝑐

∗ = 0
        (61)

 

𝜏𝑐𝐼𝑐
∗ − (𝛿3 + 𝜇)𝑃𝑐

∗ = 0
 

𝜏𝑐𝐼𝑐
∗ − 𝐴8𝑃𝑐

∗ = 0
         (62) 

𝛾𝑖𝑃𝑖
∗ − (𝜂𝑖 + 𝜃 + 𝜇)𝑅𝑖

∗ = 0 

𝛾𝑖𝑃𝑖
∗ − 𝐴9𝑅𝑖

∗ = 0
         (63)

 

𝛾𝑑𝑃𝑑
∗ − (𝜂𝑑 + 𝜇)𝑅𝑑

∗ = 0
 

𝛾𝑑𝑃𝑑
∗ − 𝐴10𝑅𝑑

∗ = 0
         (64)

 

𝛼𝑖𝑆𝑖
∗ − (𝜎𝑖 + 𝜇)𝐸𝑖

∗ = 0
 

𝛼𝑖𝑆𝑖
∗ − 𝐴11𝐸𝑖

∗ = 0
         (65)

 

 

 

𝛼𝑑𝑆𝑑
∗ − 𝐴12𝐸𝑑

∗ = 0
         (66) 

 

7. COVID-19-Diabetes Complication Free Equilibrium (CDCFE) 

0)(
**
=+− dddd ES 
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At the COVID-19-Diabetes Complication-Free Equilibrium (CDCFE) point COVID-19 and 

Diabetes complications are absent. Thus all the affected classes will be zero.  

Lemma 1: A COVID-19-Diabetes Complication-Free Equilibrium (CDCFE) state of the model 

(3)-(16) exists at a point  

(𝑆𝑖, 𝑆𝑑, 𝐸𝑖, 𝐸𝑑, 𝐼𝑖, 𝐼𝑑 , 𝐼𝑐, 𝑄𝑖, 𝑄𝑑 , 𝑃𝑖, 𝑃𝑑 , 𝑃𝑐, 𝑅𝑖 , 𝑅𝑑) = (
𝛽𝑖

𝜇
,
𝛽𝑑

𝜇
, 0,0,0,0,0,0,0,0,0,0,0,0) (67)

 

Proof : 

Let 

𝐸0 = (𝑆𝑖, 𝑆𝑑 , 𝐸𝑖, 𝐸𝑑 , 𝐼𝑖 , 𝐼𝑑 , 𝐼𝑐, 𝑄𝑖, 𝑄𝑑, 𝑃𝑖, 𝑃𝑑 , 𝑃𝑐 , 𝑅𝑖 , 𝑅𝑑) 

= (𝑆𝑖
0, 𝑆𝑑

0, 𝐸𝑖
0𝐸𝑑

0, , 𝐼𝑖
0, 𝐼𝑑

0, 𝐼𝑐
0, 𝑄𝑖

0, 𝑄𝑑
0, 𝑃𝑖

0, 𝑃𝑑
0, 𝑃𝑐

0, 𝑅𝑖
0, 𝑅𝑑

0)   (68)
 

Be the CDCFE point by Setting the system equal to zero, 

Where  

𝐸𝑖 = 0, 𝐸𝑑 = 0, 𝐼𝑖 = 0, 𝐼𝑑 = 0, 𝐼𝑐 = 0, 𝑄𝑖 = 0,𝑄𝑑 = 0, 𝑃𝑖 = 0, 𝑃𝑑 = 0, 𝑃𝑐 = 0,  

𝑅𝑖 = 0, 𝑅𝑑 = 0
 

 thus we have, 

from (3) 

𝛽𝑖 − 𝛼𝑖𝑆𝑖
∗ + 𝜂𝑖𝑅𝑖

∗ + 𝜉𝑖𝑄𝑖
∗ − 𝜇𝑆𝑖

∗ = 0 

𝛽𝑖 − 𝛼𝑖𝑆𝑖
∗ + 𝜂𝑖(0) + 𝜉𝑖(0) − 𝜇𝑆𝑖

∗ = 0 

𝛽𝑖 − 𝛼𝑖𝑆𝑖
∗ − 𝜇𝑆𝑖

∗ = 0 

𝛽𝑖 − (𝛼𝑖 + 𝜇)𝑆𝑖
∗ = 0 

𝑆𝑖
∗ =

𝛽𝑖

(𝛼𝑖+𝜇)
          (69) 

Substitute (1) into (69) and evaluate to obtain 

𝑆𝑖 =
𝛽𝑖

𝜇                     (70)
 

Again from (4) 

𝛽𝑑 + 𝜃𝑅𝑖
∗ + 𝜔𝐼𝑐

∗ + 𝜂𝑑𝑅𝑑
∗ + 𝜉𝑑𝑄𝑑

∗ − (𝛼𝑑 + 𝜇)𝑆𝑑
∗ = 0 

𝛽𝑑 + 𝜃(0) + 𝜔(0) + 𝜂𝑑(0) + 𝜉𝑑(0) − (𝛼𝑑 + 𝜇)𝑆𝑑
∗ = 0 

𝛽𝑑 − (𝛼𝑑 + 𝜇)𝑆𝑑
∗ = 0 

𝑆𝑑
∗ =

𝛽𝑑

(𝛼𝑑+𝜇)
                    (71) 
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Substitute (2) into (71) and evaluate to obtain 

𝑆𝑑 =
𝛽𝑑

𝜇
         

(72) 

Thus, a CDCFE exists at the point 

(𝑆𝑖
0, 𝑆𝑑

0, 𝐸𝑖
0𝐸𝑑

0, , 𝐼𝑖
0, 𝐼𝑑

0, 𝐼𝑐
0, 𝑄𝑖

0, 𝑄𝑑
0, 𝑃𝑖

0, 𝑃𝑑
0, 𝑃𝑐

0, 𝑅𝑖
0, 𝑅𝑑

0) =

(
𝛽𝑖

𝜇
,
𝛽𝑑

𝜇
, 0,0,0,0,0,0,0,0,0,0,0,0)                (73) 

8. Computation of Reproduction Number (𝑹𝟎) 

In this section, we determine the threshold parameter that governs the spread of disease which is 

the effective reproduction number. The method for calculating 𝑖𝑠 called the next-generation 

matrix (Diekmann and Heesterbeek, 2000). We apply the next-generation matrix operator to 

compute the basic reproduction number (Driessche and Watmough, 2002). The basic 

reproduction number is obtained by dividing the whole population into 𝑛 compartments in which 

there are𝑚infected compartments, 𝑚 < 𝑛. Let 𝑥𝑖 , 𝑖 = 1,2,3, . . . 𝑚be the number of infected 

individuals in the 𝑖𝑡ℎcompartment at time t. The largest eigenvalue or spectral radius of 𝐹𝑉−1is 

the basic reproduction number of the model. 

𝐹𝑉−1 = [
𝜕𝐹𝑖(𝐸

0)

𝜕𝑥𝑖
] [

𝜕𝑉𝑖(𝐸
0)

𝜕𝑥𝑖
]
−1

       (74) 

Where 𝐹𝑖 is the rate of appearance of new infection in the compartment, 𝑖𝑠 the transfer of 

infection from one compartment 𝑖to another and 𝐸0is the Disease-Free Equilibrium. Using this 

technique, we have the spectral radius 𝑜𝑓 the next generation matrix, 𝐹𝑉−1that is, 𝑅0 =

𝜌(𝐹𝑉−1). Both 𝐹and𝑉are obtained from the model equations (3)-(16). The COVID-19-

comorbidity co-infection model has a COVID-19-Diabetes complication-free equilibrium 

(CDCFE), obtained by setting the disease classes and the right-hand sides of the equations in the 

model (3)-(16) to zero, given by 

(𝑆𝑖
∗, 𝑆𝑑

∗ , 𝐸𝑖
∗, 𝐸𝑑

∗, 𝐼𝑖
∗, 𝐼𝑑

∗, 𝐼𝑐
∗, 𝑄𝑖

∗, 𝑄𝑑
∗, 𝑃𝑖

∗, 𝑃𝑑
∗, 𝑃𝑐

∗, 𝑅𝑖
∗, 𝑅𝑑

∗) = (𝐴, 𝐵, 0,0,0,0,0,0,0,0,0,0,0,0)
 

Where, 

𝐴 = 𝑆𝑖
∗ =

𝛽𝑖

𝜇
         

 

𝐵 = 𝑆𝑑
∗ =

𝛽𝑑

𝜇
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𝑓𝑖 =

(

 
 
 
 
 
 
 
 

𝑓1
𝑓2
𝑓3
𝑓4
𝑓5
𝑓6
𝑓7
𝑓8
𝑓9
𝑓10)

 
 
 
 
 
 
 
 

=

(

 
 
 
 
 
 
 
 

𝛼𝑖𝑆𝑖

𝜎𝑖𝐸𝑖

𝜌𝑖𝑄𝑖

𝜏𝑖𝐼𝑖
𝛼𝑑𝑆𝑑

𝜎𝑑𝐸𝑑

𝜌𝑑𝑄𝑑

𝜏𝑑𝐼𝑑
(1 − 𝛼)𝐼𝑑
𝜏𝑐𝐼𝑐 )

 
 
 
 
 
 
 
 

                            (75) 

𝑓𝑖 =

(

 
 
 
 
 
 
 
 

𝑓1
𝑓2
𝑓3
𝑓4
𝑓5
𝑓6
𝑓7
𝑓8
𝑓9
𝑓10)

 
 
 
 
 
 
 
 

=

(

 
 
 
 
 
 
 
 
 

𝑆𝑖𝑚𝑖 (
𝜂𝑖1𝐸𝑖+𝜂𝑖2𝑄𝑖+𝜂𝑖3𝐼𝑖+𝜂𝑖4𝑃𝑖

𝑁
)

𝜎𝑖𝐸𝑖

𝜌𝑖𝑄𝑖

𝜏𝑖𝐼𝑖

𝑆𝑑𝑚𝑑 (
𝜂𝑑1𝐸𝑑+𝜂𝑑2𝑄𝑑+𝜂𝑑3𝐼𝑑+𝜂𝑑4𝑃𝑑+𝜂𝑑5𝐼𝑐+𝜂𝑑6𝑃𝑐

𝑁
)

𝜎𝑑𝐸𝑑

𝜌𝑑𝑄𝑑

𝜏𝑑𝐼𝑑
(1 − 𝛼)𝐼𝑑
𝜏𝑐𝐼𝑐 )

 
 
 
 
 
 
 
 
 

            (76) 
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𝑓𝑖 =

(

 
 
 
 
 
 
 
 

𝑓1
𝑓2
𝑓3
𝑓4
𝑓5
𝑓6
𝑓7
𝑓8
𝑓9
𝑓10)

 
 
 
 
 
 
 
 

=

(

 
 
 
 
 
 
 
 
 

𝑆𝑖𝑚𝑖 (
𝜂𝑖1

𝑁
) 𝑆𝑖𝑚𝑖 (

𝜂𝑖2

𝑁
) 𝑆𝑖𝑚𝑖 (

𝜂𝑖3

𝑁
) 𝑆𝑖𝑚𝑖 (

𝜂𝑖4

𝑁
) 0 0 0 0 0 0

𝜎𝑖 0 0 0 0 0 0 0 0 0
0 𝜌𝑖𝑖

0 0 0 0 0 0 0 0

0 0 𝜏𝑖 0 0 0 0 0 0 0

0 0 0 0 𝑆𝑑𝑚𝑑 (
𝜂𝑑1

𝑁
) 𝑆𝑑𝑚𝑑 (

𝜂𝑑2

𝑁
) 𝑆𝑑𝑚𝑑 (

𝜂𝑑3

𝑁
) 𝑆𝑑𝑚𝑑 (

𝜂𝑑4

𝑁
) 𝑆𝑑𝑚𝑑 (

𝜂𝑑5

𝑁
) 𝑆𝑑𝑚𝑑 (

𝜂𝑑6

𝑁
)

0 0 0 0 𝜎𝑑 0 0 0 0 0
0 0 0 0 0 𝜌𝑑 0 0 0 0
0 0 0 0 0 0 𝜏𝑑 0 0 0
0 0 0 0 0 0 (1 − 𝛼) 0 0 0
0 0 0 0 0 0 0 0 𝜏𝑐 0 )

 
 
 
 
 
 
 
 
 

  

               (77) 

At COVID-19-diabetes complication- Free Equilibrium (CDCFE) 

𝐴 = 𝑆𝑖
∗ =

𝛽𝑖

𝜇
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𝐵 = 𝑆𝑑
∗ =

𝛽𝑑

𝜇
 

And also at COVID-19-diabetes complication- Free Equilibrium (CDCFE) 













di

di

di

N

N

SSN

+
=

+=

+= ^^

 



Proceedings of International Conference on Mathematical Modelling Optimization and Analysis of Disease Dynamics (ICMMOADD) 2024 

 
 

253 
 

we have 

𝐹 =

(

 
 
 
 
 
 
 
 

𝑓1
𝑓2
𝑓3
𝑓4
𝑓5
𝑓6
𝑓7
𝑓8
𝑓9
𝑓10)

 
 
 
 
 
 
 
 

=  

(78)
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1

0

8

) 

 

𝑣 =

(

 
 
 
 
 
 
 

𝑣1

𝑣2

𝑣3

𝑣4

𝑣5

𝑣6

𝑣7

𝑣8

𝑣9

𝑣10)

 
 
 
 
 
 
 

=

[
 
 
 
 
 
 
 
 
 
 

−(𝜎𝑖 + 𝜇)𝐸𝑖

𝜎𝑖𝐸𝑖 − 𝜌𝑖𝑄𝑖 − (𝜉𝑖 + 𝜇)𝑄𝑖

𝜌𝑖𝑄𝑖 − (𝜏𝑖 + 𝛿1 + 𝜇)𝐼𝑖
𝜏𝑖𝐼𝑖 − (𝛾𝑖 + 𝛿1 + 𝜇)𝑃𝑖

−(𝜎𝑑 + 𝜇)𝐸𝑑

𝜎𝑑𝐸𝑑 − (𝜉𝑑 + −𝜌𝑑 + 𝜇)𝑄𝑑

𝜌𝑑𝑄𝑑 − (1 − 𝛼)𝐼𝑑 − (𝜏𝑑 + 𝛿2 + 𝜇)𝐼𝑑
𝜏𝑑𝐼𝑑 − (𝛾𝑑 + 𝛿2 + 𝜇)𝑃𝑑

(1 − 𝛼)𝐼𝑑 − 𝜔𝐼𝑐 − (𝜏𝑐 + 𝛿3 + 𝜇)𝐼𝑐
𝜏𝑐𝐼 − (𝛿3 + 𝜇)𝑃𝑐 ]

 
 
 
 
 
 
 
 
 
 

               (79) 

Differentiating (79)  

V=

 

 

                                     (80) 

Were 

𝑏1 = 𝜎𝑖 + 𝜇, 𝑏2 = 𝜉𝑖 + 𝜌𝑖 + 𝜇, 𝑏3 = 𝜏𝑖 + 𝛿1 + 𝜇, 𝑏4 = 𝛾𝑖 + 𝛿1 + 𝜇, 𝑏5 = 𝜎𝑑 + 𝜇, 

𝑏6 = 𝜉𝑑 + 𝜌𝑑 + 𝜇, 𝑏7 = 1 − 𝛼 + 𝜏𝑑 + 𝛿2 + 𝜇, 𝑏8 = 𝛾𝑑 + 𝛿2 + 𝜇, 𝑏9 = 𝜔 + 𝜏𝑐 + 𝛿3 + 𝜇, 𝑏10 = 𝜏𝑐 +

𝛿3 + 𝜇                                                                                                                

   

 

 

 
(81) 
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𝑉−1 =
𝑎𝑑𝑗𝑉

𝑑𝑒𝑡 𝑉

  
         (82) 

 

 

           

 

)( 1−= FVRo                   (83) 

  
(84) 

 

Where 0,0,0,0,0,0,0,0 87654321 ========   

( )
( )2

32

2

3241

443432

2

414321

9

iiiidd

iiiiiiiiiiiii

bbbbbb

bbibbbbbm






+++

++++
=    
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( )di

cdddcddddddddd

dddddddddd

dd

bbbbbb

bbbbbb

bbbbbbbbbbbbbb
m









+










−+−+

−−−−

=
1098765

868610851085

1094109831098721098761

10
       

                    

( )
( )2

32

2

3241

443432

2

414321

iiiidd

iiiiiiiiiiiii

i
bbbbbb

bbibbbbbm
R





+++

++++
=   

             

        (85)

 

       ( )di

cdddcddddddddd

dddddddddd

dd

d
bbbbbb

bbbbbb

bbbbbbbbbbbbbb
m

R







+










−+−+

−−−−

=
1098765

868610851085

1094109831098721098761

    

        

 (86)

 

Therefore, the reproduction number is given as  

𝑅0 = 𝑚𝑎𝑥{𝑅𝑖, 𝑅𝑑}        (87) 

 

9. Results  

It follows that the positive eigenvalues represent the two reproduction numbers where 𝑅𝑖 represent the 

expected number of COVID-19 infectiousness produced by one COVID-19 infectious individual, 

where 𝑅𝑑 represent the expected number of Diabetes without complication-induced COVID-19 

infectiousness produced by one COVID-19 infectious individual. 

10. Conclusion  

The feasible solutions set of the model (3) to (16) enters the region which is positively invariant and 

the model is well-posed and biologically meaningful. The equilibrium points exist for the Disease Free 

that was calculated, We conclude that, the result above follows from Theorem 2 of (van den Driessche 

&Watmough, 2002). 
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Abstract 

This paper analysed the effect of water depth on the temperature of different lakes. The governing 

equations were formulated and solved using least square method embedded in mathematical software 

packages. The model equations showing the effect of water depth on the temperature of lake 1, 2 and 

3 were linear. The thermocline depth and temperature for each lake were also determine.  It was 

observed that as the depth increases the temperature decreases. The results shows that thermocline 

depth and temperature for each lake were (4.4m, 24.500C), (4.4m, 28.250C) and (4.4m, 26.990C) 

respectively. It can be concluded that linear models can be used to analyse the effect of water depths 

on lake’s temperature and the thermocline of each lake can be determine. The linear models obtained 

competes favourably with other existing models. 

 

Keywords: Depth, Lakes, Mathematical models, Thermocline, Temperature  

 

1. INTRODUCTION 

The least-squares regression approach stands as a prevalent technique within the domain of Regression 

Analysis. It serves as a mathematical framework employed to ascertain the optimal fitting line 

delineating the association between an independent and a dependent variable (Reddy & Henze, 2023).   

The physical attribute of water temperature indicates how hot or cold the water is. Since the labels hot 

and cold are arbitrary, another way to define temperature is as the average thermal energy of a material. 

Temperature measures the average kinetic energy of atoms and molecules because thermal energy is 

the kinetic energy of atoms and molecules. Similar to heat flow, this energy can be exchanged across 

substances. Heat transfer from the air, sunshine, another water source, or thermal pollution can alter 

the temperature of water (FELC, 2024). 

mailto:pevans@aul.edu.ng
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        (FELC, 2024) 

Plate 1: Water temperature plays a major role in the quality of aquatic life and habitats. Heat flow and 

the fluctuation of temperature determine what species will live and thrive in a body of water.  

When evaluating the quality of water, temperature is an essential consideration. Temperature has its 

own impacts, but it also affects a number of other variables and changes the chemical and physical 

characteristics of water. In this context, the following parameters should be taken into consideration 

when calculating water temperature: pH, water density, dissolved oxygen and other dissolved gas 

concentrations, conductivity and salinity, compound toxicity, and metabolic rates and photosynthetic 

production. (FELC, 2024). 

Recent research has shown that lakes all over the world are warming significantly. It is yet unknown, 

though, how coherent these tendencies are in space and time. Lakes are a good proxy for evaluating 

the effects of climate change because they are particularly sensitive to changes in environmental 

conditions. (Yu, et al. 2021). According to Piccolroaz,(2024) gives a summary of the various 

observational water temperature data sources used in lake water temperature modeling, such as satellite 

Earth observations and in situ monitoring. We first analyze and categorize the several models of lake 

water temperature that are currently available with model performance, including popular performance 

indicators and optimization techniques. Chikwendu et., al. (2015) worked on the application of spline 

and piecewise interpolation to heat transfer (cubic case) and did a comparative analysis with the result 

that the cubic spline interpolation method had less percentage error. 

Considering the upper and the lower layer of the lake, we have the layer between them as the 

thermocline. 

Thermocline is the boundary between warm surface and cold deep water in lakes and oceans.  When 

the thermocline becomes higher or shallower than normal, it significantly affects the environment. A 

shallower or higher thermocline can lead to change in water circulation patterns, which in turn affect 

the oxygen and nutrient distribution of the water column. This can in turn impact the distribution of 

marine life, such as fish and other organisms that rely on specific water temperatures and nutrient 

levels. (Eville and Farrell, 1989) 
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https://qph.cf2.quoracdn.net/main-qimg-fafa9a305272ae54cfbe48843bfc3e84-lq 

Plate 2: Thermocline          

Thermocline depth influences weather pattern and climate, as the ocean plays a vital role in regulating 

global temperature and atmospheric circulation. In general, thermocline depth can have significant 

consequences on climate change, weather pattern and marine ecosystem. (Eville and Farrell, 1989) 

This research seeks to determine the effect of depth of the lake on temperature of the lake. 

Mathematical model that best describe the relationship will be formulated using the least square 

method. The temperature of the lake is the independent variable; depth of the lake is the dependent 

variables.   

 

2. MODEL FORMULATION 

Least Square method, which seeks to minimse the variance between the estimated values from the 

polynomial and the expected values from the dataset, will be used for the model formulation 

The linear equation that govern the relationship between the depth of water and temperature is given 

by equation (1). 

𝐷 = 𝑎 𝑇𝐿1 + 𝑏                                                                                                       (1) 

Which is a linear model 

Where,      D=Depth of water,     m = Slope 

T= Temperature,   b = Y intercept 

Normalizing equation (1), we obtain, 

𝐷 − 𝑎 𝑇𝐿1 − 𝑏 = 0                                                                                             (2) 

𝐼 = 𝐷 − 𝑎 𝑇𝐿1 − 𝑏 = 0                                                                                      (3) 
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𝐼 = 𝑚𝑖𝑛 ∑(𝐷 − 𝑎 𝑇𝐿1 − 𝑏)2

8

𝑛=1

                                                                          (4) 

Differentiating equation (4) with respect to a and b, we have, 

1 1 1
2 ( )( ) 0L L L

dI
D aT b T

da
= − − − =                                                                             (5) 

1 1
2 ( )( 1) 0L L

dI
D aT b

db
= − − − =  

1 1 1 1

2
0L L L LD T a T bT− + + =                                                                                   (6) 

1 1
0L LD aT b− + + =  

1 1 1 1

2

L L L La T b T D T+ =    

1 1
1L La T b D+ =                                                                                               (7)                                                               

Table 1: Formulation of effect of temperature on water depth of Lake 1 

 

By using the Matrix equation 𝑎𝑥 = 𝑏 equation (7) is transformed to become 

1 11 1

11

2

1

L LL L

LL

D TT T a

b DT

    
  =          

 
 

                                                                        (8) 

5022 196 791

196 8 36

a

b

    
=    

    
 

5022 196

196 8
A

 
=  
 

 

| | 5022(8) 196(196) 40176 38416A = − = −  

| | 1760A =  



Proceedings of International Conference on Mathematical Modelling Optimization and Analysis of 

Disease Dynamics (ICMMOADD) 2024 

 
 

262 
 

791 196

36 8
a

 
=  
 

 

| | 791(8) 196(36) 6328 7056a = − = −  

| | 728a = −  

| | 728
0.4136

| | 1760

a
a

A

−
= = = −  

5022 791

196 36
b

 
=  
 

 

| | 5022(36) 791(196) 180792 155036b = − = −  

| | 25756b =  

| | 25756
14.6341

| | 1760

b
b

A
= = =  

1 1L LD aT b= +                                                                                                              (9) 

Simplifying equation (8) with the values in table 1 for Lake 1, we obtain the linear model for Lake 1 

as generated below by obtaining the value of a and b in equation (9) we have 

1 1
0.4136 14.6341L LD T= +                                                                                            (10) 

From equation (10) we obtain, the temperature model equation for Lake 1 as 

1

1

14.6341

0.4136

L

L

D
T

−
=                                                                                                     (11) 

 

Similarly, we obtain the model equation for Lake 2 as follows, 

Table 2: Formulation of effect of temperature on water depth of Lake 2 

DL2 TL2 TL2
2 DTL2 

1 35 1225 35 

2 35 1225 70 

3 34 1156 102 

4 32 1024 128 

5 26 676 130 

6 22 484 132 

7 21 441 147 

8 21  441 168 

36 226 6672 912 
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2 2 2

2

L L Ld T e T DT+ =                                                                                 (12) 

2 2
1L Ld T e D+ =    

By using the Matrix equation 𝑎𝑥 = 𝑏 equation (12) is transformed to become 

22 2

22

2

1

LL L

LL

DTT T d

e DT

    
  =          

 
 

                                                                  (13)                

6672 226 912

226 8 36

d

e

    
=    

    
 

| | (6672)8 226(226) 53376 51076 2300k = − = − =  

| | (912)8 8(226) 7796 8136 840d = − = − = −  

| | (6672)36 226(912) 240192 206112 34080e = − = − =  

840
0.365217391 0.3652

2300
d

−
= =  

34080
14.8173913 14.8174

2300
e = =  

2 2L LD DT e= +                                                                                                       (14) 

Simplifying equation (13) with the values in table 1 for Lake 1, we obtain the linear model for Lake 1 

as generated below by obtaining the value of a and b in equation (14) we have 

2 2
0.3652 14.8174L LD T= − +                                                                                   (15) 

From equation (15) we obtain, the temperature model equation for Lake 2 as 

2

2

14.8174

0.3652

L

L

D
T

−
=                                                                                                 (16)                        

In addition, we obtain the model equation for Lake 3 as follows, 

Table 3: Formulation of effect of temperature on water depth of Lake 3 

DL3 TL3
 TL3

2 DL3TL3 

1 34 1156 34 

2 34 1156 68 

3 34 1156 102 

4 30 900 120 

5 23 529 115 

6 21 441 126 

7 20 400 140 
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8 20 400 160 

36 216 6138 865 

 

3 3 3 3

2

L L L Lf T g T D T+ =                                                                                               (17) 

3 3
1L Lf T g D+ =    

By using the Matrix equation 𝑎𝑥 = 𝑏 equation (17) is transformed to become 

 

3 33 3

33

2

1

L LL L

LL

D TT T f

g DT

    
=           

 
 

                                                                                (18) 

3 3

3

6138 216

216 8

L L

L

D Tf

g D

   
=          




 

6138 216 865

216 8 36

f

g

    
=    

    
 

6138 216

216 8
B

 
=  
 

 

| | 6138(8) 216(216) 49104 46656 2448B = − = − =  

865 216

36 8
f

 
=  
 

 

| | 865(8) 216(36) 6920 7776 856f = − = − = −  

| | 856
0.3497

| | 2448

e
f

B

−
= = = −  

6138 865

216 36
g

 
=  
 

 

| | 6138(36) 865(216)g = −  

| | 220968 186840g = −  

| | 34128g =  

| | 34128
13.9412

| | 2448

g
g

B
= = =  

3 3L LD fT g= +                                                                                                       (19) 
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Simplifying equation (17) with the values in table 3 for Lake 3, we obtain the linear model for Lake 3 

as generated below by obtaining the value of f and g in equation (19) we have 

3 3
0.3497 13.9412L LD T= − +                                                                                                   (20) 

From equation (20) we obtain, the temperature model equation for Lake 3 as 

3

3

13.9412

0.3497

L

L

D
T

+
= −                                                                                                               (21) 

 

 

3. RESULTS AND DISCUSSION: 

The model equations obtained are given as, 

1 1
0.4136 14.6341L LD T= +                                                                                 (22)                                                     

2 2
0.3652 14.8174L LD T= − +                                                                              (23) 

3 3
0.3497 13.9412L LD T= − +                                                                              (24) 

𝑇𝐿1
=

14.6341−𝐷𝐿1

0.4136
                                                                                              (25)  

2

2

14.8174

0.3652

L

L

D
T

−
=                                                                                          (26)  

𝑇𝐿3
=

13.9412−𝐷𝐿3

0.3497
                                                                                              (27) 

3.1 ANALYSIS OF RESULTS 

TABLE 4: THE EFFECT OF LAKE DEPTH ON TEMPERATURE OF THE LAKE 

D  (m) TL1 TL2 TL3 

1 32.96446 37.83516 37.00658 

2 30.54666 35.09693 34.14698 

3 28.12887 32.35871 31.28739 

4 25.71107 29.62048 28.4278 

5 23.29328 26.88226 25.5682 
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6 20.87548 24.14403 22.70861 

7 18.45769 21.40581 19.84901 

8 16.03989 18.66758 16.98942 

Table 4, depicts the effect of lake depth on temperature of the lake, as the depth increases the 

temperature decreases 
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FIGURE 1: The Effect of Lake Depth on Temperature of Lake 

 

Figure 1: shows the effect of depth of different lake on the temperature of the lake. As the depth 

increases the temperature reduces, this is as a result of the temperature of the surrounding as it satisfies 

the work of Chikwendu et., al. (2015). 

 

 

 

 

 

 

Table 5: Thermocline Depth and Temperature of the Different Lake 

 

LAKE TYPE THERMOCLINE DEPTH THERMOCLINE TEMPERATURE 

LAKE 1 4.5 24.50217602 

LAKE 2 4.5 28.25136911 

LAKE 3 4.5 24.50217602 

 

Table 5, shows the thermocline depth and thermocline temperature of the different lakes. The results 

also shows that the calculated thermocline depth and temperature for each lake agrees with reality of 

(4.4m, 24.500C), (4.4m, 28.250C) and (4.4m, 26.990C) respectively. 

 

4. CONCLUSION 

In conclusion, the model equations showing the effect of water depth on the temperature of lake 1, 2 

and 3 was formulated. The thermocline depth and temperature for each lake was also determine.  As 

the depth increases the temperature decreases, which means that the depth of lake water has a 

significant effect on the temperature. Linear models can be used to analyses the effect of water depths 

on lake’s temperature and the thermocline of each lake can be determine. The linear models obtained 

competes favourably with other existing models. 
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Abstract 

The rapid advancements in science and technology necessitated, (depending on the industrial need), 

the mathematical modelling of different forms of porous materials. This work presents a theoretical 

analysis of fluid flow induced by an applied constant pressure gradient across a concentric cylinder 

filled with Bi-Disperse Porous Medium (BDPM).  As distinguished from the classical single-phase 

porous medium, the present problem is governed by a pair of coupled second-order differential 

equations. The expressions for the fluid velocity profiles in either the fracture or porous phases, have 

been obtained in terms of the modified Bessel functions using suitable mathematical techniques. The 

research established that increasing in the fluid viscosity is proportional to enhancing the coefficient 

of momentum transfer (η) which suppresses the fluid velocities in the two phases of the porous 

structure. In addition, the effect of the applied pressure-gradient induces high velocities in f-phase and 

p-phase of the BDPM when 𝛿 → 0. 

 Keywords: Bi-disperse Porous Materials; Coefficient of momentum transfer; D’Alembert method; Vertical Annulus;  

 

1.0 Introduction 

Fluid flow in concentric cylinders and pipes is usually encountered in practice. In several applications, 

the development of mathematical models that incorporate a porous structure into the mathematical 

formulations is necessary. For instance, Das et.al (2018) examined the dynamics of blood flow through 

porous structure and demonstrated that the in treating some abnormal blood vessels problems, coil 

embolization or endovascular coiling reduces the wall shear considerably, leaving the wall pressure 

largely unaffected. Recently, Khanafer and Vafai (2022) presented detail and critical review of the 

applications of porous media in a biological system.  

According to Vafai (2005), one of the classical models earlier developed (the Darcy model) simply 

presents a direct proportionality between the superficial average velocity (𝑈) and the pressure 

difference (𝑃) applied across the porous medium. The Darcy model was later extended to account for 

cases where large fluid flow (Forchheirmen’s model) and boundary effects (Brinkman’s model) are 

 
1 Corresponding author: mmkabirxy@yahoo.com (ORCID: 0000-0002-0420-4014) 
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required (Khaled and Vafai, 2003). Investigation of fluid flow via naturally existing porous media or 

scientifically developed porous structures emanates from the role porous media play in geophysical 

fluid flow, fluid flow in biological tissues and chemical reactors.     

This article focuses on the mathematical modeling of a modified form of Brinkman’s model. 

Interesting reports on Bidisperse porous medium have been published over the years. Nield and 

Kuznetsov (2013) incorporated the Forchheimer drag terms in the extended Brinkman model for 

Bidisperse porous medium proposed by Nield and Kuznetsov (2005) and studied the hydrodynamic 

stability in a channel filled with Bidisperse porous material. Narasimhan et.al (2012) observed that 

using the BDPM approach to thermal management, the geometry, and the BDPM parameters can be 

used to achieve pressure drop in the channel. Ajay et.al (2013) made a comparison between the 

conventional porous medium and the BDPM and their role in the surface temperature of electronic 

chips. They concluded that there is a reduction in average surface temperature up to about 4.21K when 

the BDPM heat sink is used. Capone and De Luca (2021) studied the instability of a vertical fluid 

motion, or throughflow, in a horizontal Bidisperse porous layer heated uniformly from below and 

concluded that there exist a reasonable agreement between the linear instability threshold and the 

global nonlinear stability threshold, in the energy norm. Grosan et.al (2023) presented a numerical 

investigation on the dependence of the stream functions, isotherms and the rate of heat transfer on 

convectively fluid flow in a differentially heated cavity filled by a Brinkman Bidisperse porous 

medium. Other interesting results on the utilization of BDPM can be found in Straughan (2019), 

Capone et.al (2021) and the excellent work by Vanengmawia and Ontela (2023). 

    This research aims to formulate and investigate the mathematical model for the pressure driven fluid 

flow through a concentric annulus filled with BDPM. The effects of the drag force at the inner surface 

and the outer surface of the outer and the inner cylinders respectively are also examined. It is clear 

from the earlier research conducted that one of the challenges associated with BDPM related problems 

is in the decoupling the complex differential equations. Accordingly, this paper employs the use of the 

D’Alembert method (Ziyaddin and Huseyin, 2007) to decouple the governing differential equations. 

The choice of this method is to systematically decouple the governing equations without altering their 

initial orders.    

 

2.0 Mathematical Analysis 
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The geometry of the problem being investigated are displayed in figures 1a and 1b. Assume a viscous, 

incompressible fluid contained between two horizontally oriented concentric cylinders filled with 

Bidisperse porous material. The 𝑥ʹ −axis is taken along the axis of the concentric cylinders in the 

horizontal direction and the direction of the flowing fluid while  𝑟 ʹ is the radial coordinate.  

The fluid velocities in the two phases result from the negative applied constant pressure gradient.  

Accordingly, following Nield and Kuznetsov (2005), the fluid velocities in both the fracture and 

porous phases of the Bidisperse porous medium contained in the annulus are described by a pair of 

coupled linear second-order differential equations:  

        𝐺 =
𝜇

𝑘𝑓
𝑈𝑓

∗   + 𝜁(𝑈𝑓
∗   − 𝑈𝑃

∗) − �̅�𝑓
1

𝑟∗

𝑑

𝑑𝑟∗
(𝑟∗ 𝑑𝑈𝑓

∗   

𝑑𝑟∗
)                                          (1) 

    

         𝐺 =
𝜇

𝑘𝑝
𝑈𝑃

∗   + 𝜁(𝑈𝑃
∗ − 𝑈𝐹

∗) − �̅�𝑝
1

𝑟∗

𝑑

𝑑𝑟∗ (𝑟∗ 𝑑𝑈𝑃
∗

𝑑𝑟∗ )                                           (2) 

Where 𝐺 =
𝑑𝑃

𝑑𝑥∗ represents the negative applied (constant) pressure gradient, 𝑘𝑓 and 𝑘𝑝 denote the 

permeabilities of the fracture and porous phases respectively, 𝜇 is the fluid viscosity,  �̅�𝑓 and �̅�𝑝 are 

respectively the effective viscosities of the fluid in the fracture and porous phases. The quantity  𝜁 is 

the dimensional coefficient of momentum transfer between the two phases. The selected boundary 

conditions consistent with the above model are given as: 

𝑈𝑓
∗  = 𝑈𝑃

∗ = 0  𝑎𝑡 𝑟∗ = 𝑟1 

𝑈𝑓
∗  = 𝑈𝑃

∗ = 0 𝑎𝑡 𝑟∗ = 𝑟2

}                                                   (3)   

Where 𝑟2 represents the radius of the outer cylinder and 𝑟1 is the radius of the inner cylinder. 

To simplify the set of equations (1) - (3), the following non-dimensional quantities are defined: 
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𝑅 =
𝑟∗−𝑟1

𝑟2−𝑟1
, 𝛿 =

𝑟1

𝑟2
, 𝐷𝑎𝑓 =

𝐾𝑓

(𝑟2−𝑟1)2
, 𝐷𝑎𝑝 =

𝐾𝑝

(𝑟2−𝑟1)2
, 𝜂 = 𝜁

(𝑟2−𝑟1)2

𝜇
,𝑈𝑓 =

𝑈𝑓
∗  𝜇

(𝑟2−𝑟1)2𝐺
 

𝑈𝑝 =
𝑈𝑝

∗𝜇

(𝑟2−𝑟1)2𝐺
, 𝛾1 =

�̅�𝑓

𝜇
, 𝛾2 =

�̅�𝑝

𝜇
  and by employing the transformation (Jha et.al, 2016), 

 𝑍 = 𝑅(1 − 𝛿) + 𝛿. So that the coupled equations (1) and (2) reduce to:  

1

𝑍

𝑑

𝑑𝑍
(𝑍

𝑑𝑈𝑓

𝑑𝑍
) −

𝑈𝑓

𝐷𝑎𝑓(1−𝛿)2𝛾1
−

𝜂(𝑈𝑓−𝑈𝑝)

(1−𝛿)2𝛾1
= −

1

(1−𝛿)2𝛾1
                                (4) 

1

𝑍

𝑑

𝑑𝑍
(𝑍

𝑑𝑈𝑝

𝑑𝑍
) −

𝑈𝑝

𝐷𝑎𝑝(1−𝛿)2𝛾2
−

𝜂(𝑈𝑝−𝑈𝑓)

(1−𝛿)2𝛾2
= −

1

(1−𝛿)2𝛾2
                                                         (5) 

While the boundary constraints now assume the following form: 

𝑈𝑓 = 𝑈𝑝 = 0  𝑎𝑡            𝑍 = 𝛿 

𝑈𝑓 = 𝑈𝑝 = 0 = 0 𝑎𝑡      𝑍 = 1
}                                                                                       (6) 

2.1 General solutions for any arbitrary value of the coefficient of momentum transfer (𝜼) 

     It is observed that the coupling together of 𝑈𝑓 and 𝑈𝑝 in the mathematical model (equations (4) and 

(5)) by the coefficient of momentum transfer (𝜂) makes the exact solutions of the model very complex 

to obtain. To avoid raising the order of the governing equations if attempted to be solved by directly 

eliminating either of the velocities, a systematic procedure: the D’Alembert method is employed. This 

method enables the decoupling of the governing equations while still retaining their original (second) 

order.  

Multiplying equation (4) by 𝐴 and adding the result to equation (5) yields,  

1

𝑍

𝑑

𝑑𝑍
[𝑍

𝑑

𝑑𝑍
(𝐴𝑈𝑓 + 𝑈𝑝)] − 𝑈𝑓 [

𝐴

𝐷𝑎𝑝𝛾1(1−𝛿)2 +
𝜂𝐴

𝛾1(1−𝛿)2 −
𝜂

𝛾2(1−𝛿)2] − 𝑈𝑝 [
1

𝐷𝑎𝑝𝛾2(1−𝛿)2 +
𝜂

𝛾2(1−𝛿)2 −

𝜂𝐴

𝛾1(1−𝛿)2] = −
𝛾1+𝐴𝛾2

𝛾1𝛾2(1−𝛿)2                                                                                   (7)   

                             

The expressions for  𝐴   and  𝛼2  are given respectively by 

  𝐴 =
𝐷𝑎𝑝(𝐴𝛾2+𝐴𝜂𝛾2𝐷𝑎𝑓

−𝜂𝛾1𝐷𝑎𝑓)

𝐷𝑎𝑓(𝛾1+𝜂𝛾1𝐷𝑎𝑝−𝜂𝐴𝛾2𝐷𝑎𝑝)
,                 (8a) 

𝛼2 =
1

(1−𝛿)2 [
1

𝐷𝑎𝑝𝛾2
+

𝜂

𝛾2
−

𝜂𝐴

𝛾1
]                (8b) 

Equation (7) transformed into: 
1

𝑍

𝑑

𝑑𝑍
[𝑍

𝑑

𝑑𝑍
(𝐴𝑈𝑓 + 𝑈𝑝)] − 𝛼2(𝐴𝑈𝑓 + 𝑈𝑝) = −

𝛾1+𝐴𝛾2

𝛾1𝛾2(1−𝛿)2                                                (9) 

The general solution of equation (9) in terms of modified Bessel functions is obtained as: 

𝐴𝑈𝑓 + 𝑈𝑝 = 𝐶1𝐼0(𝑍𝛼) + 𝐶2𝐾0(𝑍𝛼) +
𝛾1+𝐴𝛾2

𝛼2𝛾1𝛾2(1−𝛿)2
                                                         (10) 

Applying the boundary conditions, 𝐶1 and 𝐶2 (see Appendix) so that the particular solution of equation 

(10) becomes: 

𝐴𝑈𝑓 + 𝑈𝑝 =
𝛾1+𝐴𝛾2

𝛼2𝛾1𝛾2(1−𝛿)2 [
𝐼0(𝑍𝛼)(𝐾0(𝛼𝛿)−𝐾0(𝛼))

(𝐼0(𝛼𝛿)𝐾0(𝛼)−𝐾0(𝛼𝛿)𝐼0(𝛼))
+

𝐾0(𝑍𝛼)(𝐼0(𝛼𝛿)−𝐼0(𝛼))

(𝐾0(𝛼𝛿)𝐼0(𝛼)−𝐼0(𝛼𝛿)𝐾0(𝛼))
+ 1]         (11) 
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Solving equations (8a) and (8b) and making appropriate substitutions in equations (8b) and (11), the 

expressions for the fluid velocities in the fracture and porous phases are obtained as: 

𝑈𝑓 =
𝛾1+𝐴1𝛾2

𝛼1
2𝛾1𝛾2(1−𝛿)2(𝐴1− 𝐴2)

[
𝐼0(𝑍𝛼1)(𝐾0(𝛼1𝛿)−𝐾0(𝛼1))

(𝐼0(𝛼1𝛿)𝐾0(𝛼1)−𝐾0(𝛼1𝛿)𝐼0(𝛼1))
+

𝐾0(𝑍𝛼1)(𝐼0(𝛼1𝛿)−𝐼0(𝛼1))

(𝐾0(𝛼1𝛿)𝐼0(𝛼1)−𝐼0(𝛼1𝛿)𝐾0(𝛼1))
+ 1] 

       −
𝛾1+𝐴2𝛾2

𝛼2
2𝛾1𝛾2(1−𝛿)2(𝐴1− 𝐴2)

[
𝐼0(𝑍𝛼2)(𝐾0(𝛼2𝛿)−𝐾0(𝛼2))

(𝐼0(𝛼2𝛿)𝐾0(𝛼2)−𝐾0(𝛼2𝛿)𝐼0(𝛼2))
+

𝐾0(𝑍𝛼2)(𝐼0(𝛼2𝛿)−𝐼0(𝛼2))

(𝐾0(𝛼2𝛿)𝐼0(𝛼2)−𝐼0(𝛼2𝛿)𝐾0(𝛼2))
+ 1]      (12)                                       

and 

𝑈𝑝 = 
𝐴1(𝛾1+𝐴2𝛾2)

𝛼2
2𝛾1𝛾2(1−𝛿)2(𝐴1− 𝐴2)

[
𝐼0(𝑍𝛼2)(𝐾0(𝛼2𝛿)−𝐾0(𝛼2))

(𝐼0(𝛼2𝛿)𝐾0(𝛼2)−𝐾0(𝛼2𝛿)𝐼0(𝛼2))
+

𝐾0(𝑍𝛼2)(𝐼0(𝛼2𝛿)−𝐼0(𝛼2))

(𝐾0(𝛼2𝛿)𝐼0(𝛼2)−𝐼0(𝛼2𝛿)𝐾0(𝛼2))
+ 1]   

       −
𝐴2(𝛾1+𝐴1𝛾2)

𝛼1
2𝛾1𝛾2(1−𝛿)2(𝐴1− 𝐴2)

[
𝐼0(𝑍𝛼1)(𝐾0(𝛼1𝛿)−𝐾0(𝛼1))

(𝐼0(𝛼1𝛿)𝐾0(𝛼1)−𝐾0(𝛼1𝛿)𝐼0(𝛼1))
+

𝐾0(𝑍𝛼1)(𝐼0(𝛼1𝛿)−𝐼0(𝛼1))

(𝐾0(𝛼1𝛿)𝐼0(𝛼1)−𝐼0(𝛼1𝛿)𝐾0(𝛼1))
+ 1]  (13)                                      

The roots 𝐴1, 𝐴2 and 𝛼1, 𝛼2obtained from equations (8a) and (8b) respectively are defined in the 

Appendix.  

 

2.2 Special cases: Extreme values of the coefficient of momentum transfer (𝜼) 

     The complexity of obtaining an exact solution for the mathematical model can be traced to the 

parameter (𝜂) that couples the fluid velocities in the two phases. It is interesting to note that the 

parameter 𝜂 not only couples the velocities of the fracture and the porous phases together but also, 

according to Nield and Kuznetsov (2011), modifies the permeabilities 𝑘𝑓 and 𝑘𝑝 of the fracture and 

the porous phases respectively. Thus, a detailed analysis of the extreme values of  𝜂 is worthwhile.  

2.2.1 Weak Coupling (𝜼 → 𝟎) 

If 𝜂 → 0  resulting to a weak coupling, equations (4) and (5) are reduced to two distinct equations of 

the same form.    

1

𝑍

𝑑

𝑑𝑍
(𝑍

𝑑𝑈𝑓

𝑑𝑍
) − 𝑎1

2𝑈𝑓 =
1

(1−𝛿)2𝛾1
                                         (14)                                                    

     

1

𝑍

𝑑

𝑑𝑍
(𝑍

𝑑𝑈𝑝

𝑑𝑍
) − 𝑎2

2𝑈𝑝 =
1

(1−𝛿)2𝛾2
                                                                             (15)       

Solving these equations and using equation (6), the exact solutions are obtained as: 

𝑈𝑓(𝑍) =
𝐷𝑎𝑓(𝐾0(𝑎1𝛿)−𝐾0(𝑎1))𝐼0(𝑎1𝑍)

(𝐼0(𝑎1𝛿)𝐾0(𝑎1)−𝐾0(𝑎1𝛿)𝐼0(𝑎1))
+  

𝐷𝑎𝑓(𝐼0(𝑎1𝛿)−𝐼0(𝑎1))𝐾0(𝑎1𝑍)

(𝐾0(𝑎1𝛿)𝐼0(𝑎1)−𝐼0(𝑎1𝛿)𝐾0(𝑎1))
+ 𝐷𝑎𝑓                     (16)        

 

𝑈𝑃(𝑍) =
𝐷𝑎𝑃(𝐾0(𝑎2𝛿)−𝐾0(𝑎2))𝐼0(𝑎2𝑍)

(𝐼0(𝑎2𝛿)𝐾0(𝑎2)−𝐾0(𝑎2𝛿)𝐼0(𝑎2))
+  

𝐷𝑎𝑃(𝐼0(𝑎2𝛿)−𝐼0(𝑎2))𝐾0(𝑎2𝑍)

(𝐾0(𝑎2𝛿)𝐼0(𝑎2)−𝐼0(𝑎2𝛿)𝐾0(𝑎2))
+ 𝐷𝑎𝑃                    (17)       

Where 𝑎1  and 𝑎2 are defined in the Appendix 

2.2.2 Strong Coupling (𝜼 → ∞) 

     If 𝜂 → ∞, to the order 𝜂−1, then 𝑈𝑓(𝑍) = 𝑈𝑝(𝑍) = 𝑈(𝑍) a strong coupling is obtained. Thus 

equations (4) and (5) reduced to: 

1

𝜂

1

𝑍

𝑑

𝑑𝑍
(𝑍

𝑑𝑈

𝑑𝑍
) −

𝑈

𝜂𝛾1𝐷𝑎𝑓(1−𝛿)2
= −

1

𝜂𝛾1(1−𝛿)2
                                                            (18) 
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1

𝜂

1

𝑍

𝑑

𝑑𝑍
(𝑍

𝑑𝑈

𝑑𝑍
) −

𝑈

𝜂𝛾2𝐷𝑎𝑝(1−𝛿)2 = −
1

𝜂𝛾2(1−𝛿)2                                                           (19) 

Adding equations (18) and (19) and simplifying the resulting equation yields: 
1

𝑍

𝑑

𝑑𝑍
(𝑍

𝑑𝑈

𝑑𝑍
) − 𝑎3

2𝑈 = −
𝛾1+𝛾2

2(𝛾1+𝛾2)(1−𝛿)2                      (20) 

Solving equation (20) under the boundary conditions (6), the expression of the fluid velocity for the 

strong coupling is obtained: 

𝑈(𝑍) = 
𝐷𝑎𝑝 𝐷𝑎𝑓(𝛾1+𝛾2)

𝛾1𝐷𝑎𝑓+𝛾2𝐷𝑎𝑝
[

(𝐾0(𝑎3)−𝐾0(𝑎3𝛿))𝐼0(𝑎3𝑍)

(𝐾0(𝑎3𝛿)𝐼0(𝑎3)−𝐼0(𝑎3𝛿)𝐾0(𝑎3))
+

(𝐼0(𝑎3𝛿)−𝐼0(𝑎3))𝐾0(𝑎3𝑍)

(𝐾0(𝑎3𝛿)𝐼0(𝑎3)−𝐼0(𝑎3𝛿)𝐾0(𝑎3))
+ 1]   (21) 

Where the expression for 𝑎3 is given in the Appendix  

 

2.3 Skin friction 

     The expressions for the dimensionless skin frictions on the outer and the inner surfaces of the two 

cylinders (𝜏1) and (𝜏𝛿) respectively for the two phases of the BDPM are derived and presented as 

follows:  

𝑑𝑈𝑓

𝑑𝑍
│𝑍=1 =  𝜏1 =  

(𝛾1+𝐴1𝛾2)

𝛼1𝛾1𝛾2(1−𝛿)2(𝐴1− 𝐴2)
[

𝐼1(𝛼1)(𝐾0(𝛼1𝛿)−𝐾0(𝛼1))

(𝐼0(𝛼1𝛿)𝐾0(𝛼1)−𝐾0(𝛼1𝛿)𝐼0(𝛼1))
−

𝐾1(𝛼1)(𝐼0(𝛼1𝛿)−𝐼0(𝛼1))

(𝐾0(𝛼1𝛿)𝐼0(𝛼1)−𝐼0(𝛼1𝛿)𝐾0(𝛼1))
]  −

(𝛾1+𝐴2𝛾2)

𝛼2𝛾1𝛾2(1−𝛿)2(𝐴1− 𝐴2)
[

𝐼1(𝛼2)(𝐾0(𝛼2𝛿)−𝐾0(𝛼2))

(𝐼0(𝛼2𝛿)𝐾0(𝛼2)−𝐾0(𝛼2𝛿)𝐼0(𝛼2))
−

𝐾1(𝛼2)(𝐼0(𝛼2𝛿)−𝐼0(𝛼2))

(𝐾0(𝛼2𝛿)𝐼0(𝛼2)−𝐼0(𝛼2𝛿)𝐾0(𝛼2))
]                 

                 (22) 

𝑑𝑈𝑓

𝑑𝑍
│𝑍=𝛿 =  𝜏𝛿 =  

(𝛾1+𝐴1𝛾2)

𝛼1𝛾1𝛾2(1−𝛿)2(𝐴1− 𝐴2)
[

𝐼1(𝛿𝛼1)(𝐾0(𝛼1𝛿)−𝐾0(𝛼1))

(𝐼0(𝛼1𝛿)𝐾0(𝛼1)−𝐾0(𝛼1𝛿)𝐼0(𝛼1))
−

𝐾1(𝛿𝛼1)(𝐼0(𝛼1𝛿)−𝐼0(𝛼1))

(𝐾0(𝛼1𝛿)𝐼0(𝛼1)−𝐼0(𝛼1𝛿)𝐾0(𝛼1))
]  −

(𝛾1+𝐴2𝛾2)

𝛼2𝛾1𝛾2(1−𝛿)2(𝐴1− 𝐴2)
[

𝐼1(𝛿𝛼2)(𝐾0(𝛼2𝛿)−𝐾0(𝛼2))

(𝐼0(𝛼2𝛿)𝐾0(𝛼2)−𝐾0(𝛼2𝛿)𝐼0(𝛼2))
−

𝐾1(𝛿𝛼2)(𝐼0(𝛼2𝛿)−𝐼0(𝛼2))

(𝐾0(𝛼2𝛿)𝐼0(𝛼2)−𝐼0(𝛼2𝛿)𝐾0(𝛼2))
]           

           (23) 

𝑑𝑈𝑝

𝑑𝑍
│𝑍=1 =  𝜏1 =

𝐴1(𝛾1+𝐴2𝛾2)

𝛼2𝛾1𝛾2(1−𝛿)2(𝐴1− 𝐴2)
[

𝐼1(𝛼2)(𝐾0(𝛼2𝛿)−𝐾0(𝛼2))

(𝐼0(𝛼2𝛿)𝐾0(𝛼2)−𝐾0(𝛼2𝛿)𝐼0(𝛼2))
−

𝐾1(𝛼2)(𝐼0(𝛼2𝛿)−𝐼0(𝛼2))

(𝐾0(𝛼2𝛿)𝐼0(𝛼2)−𝐼0(𝛼2𝛿)𝐾0(𝛼2))
]   

         −
𝛼1𝐴2(𝛾1+𝐴1𝛾2)

𝛼1
2𝛾1𝛾2(1−𝛿)2(𝐴1− 𝐴2)

[
𝐼1(𝛼1)(𝐾0(𝛼1𝛿)−𝐾0(𝛼1))

(𝐼0(𝛼1𝛿)𝐾0(𝛼1)−𝐾0(𝛼1𝛿)𝐼0(𝛼1))
−

𝐾1(𝛼1)(𝐼0(𝛼1𝛿)−𝐼0(𝛼1))

(𝐾0(𝛼1𝛿)𝐼0(𝛼1)−𝐼0(𝛼1𝛿)𝐾0(𝛼1))
]          (24) 

𝑑𝑈𝑝

𝑑𝑍
│𝑍=𝛿 =  𝜏𝛿 =

𝐴1(𝛾1+𝐴2𝛾2)

𝛼2𝛾1𝛾2(1−𝛿)2(𝐴1− 𝐴2)
[

𝐼1(𝛿𝛼2)(𝐾0(𝛼2𝛿)−𝐾0(𝛼2))

(𝐼0(𝛼2𝛿)𝐾0(𝛼2)−𝐾0(𝛼2𝛿)𝐼0(𝛼2))
−

𝐾1(𝛿𝛼2)(𝐼0(𝛼2𝛿)−𝐼0(𝛼2))

(𝐾0(𝛼2𝛿)𝐼0(𝛼2)−𝐼0(𝛼2𝛿)𝐾0(𝛼2))
]  

    −
𝐴2(𝛾1+𝐴1𝛾2)

𝛼1𝛾1𝛾2(1−𝛿)2(𝐴1− 𝐴2)
[

𝐼1(𝛿𝛼1)(𝐾0(𝛼1𝛿)−𝐾0(𝛼1))

(𝐼0(𝛼1𝛿)𝐾0(𝛼1)−𝐾0(𝛼1𝛿)𝐼0(𝛼1))
−

𝐾1(𝛿𝛼1)(𝐼0(𝛼1𝛿)−𝐼0(𝛼1))

(𝐾0(𝛼1𝛿)𝐼0(𝛼1)−𝐼0(𝛼1𝛿)𝐾0(𝛼1))
]       (25) 

 

3.0 Results and Discussion 

     In this section, a detailed analysis of the mathematical model, the role of the coefficient of 

momentum transfer, as well as the influence of the other controlling parameters on the constant 

pressure-driven fluid flow in a horizontal annulus filled with Bidisperse porous medium are presented. 

We assume that  𝛾1 = 𝛾2 = 1.0 and also use the following values: 𝐷𝑎𝑓 = 0.1,  𝐷𝑎𝑝 = 0.009 and 𝜂 =

2.0 (or 𝜂 = 0.0 and 𝜂 =→ ∞ for weak and strong coupling respectively).  

     Figures 2(a, b)-4(a, b) represent the velocity profiles in the two phases for any arbitrary value of 

the coefficient of momentum transfer (𝜂) while figures 5(a, b)-6(a, b) and figures 7-8 represent the 

velocity profiles for weak and strong coupling respectively.   
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The effect of the applied pressure gradient which results in the high velocity of the fluid in the two 

phases is observed to be more pronounced when the ratio of the radii is small(𝛿 = 0.2) as depicted in 

figures 2(a, b)-8(a, b). Also, it is found from these figures that the maximum velocity attained by the 

fluid is close to the region 𝑅 = 0.5 of the concentric cylinder irrespective of the value of the coupling 

parameter (𝜂). The numerical value of the maximum velocity attained however varies with the value 

of 𝜂 with the minimum value reached when 𝜂 is large (figure 2(a, b)).  

Furthermore, it is also noticed from the relation 𝜂 = 𝜁
(𝑟2−𝑟1)2

𝜇
 that the coefficient of momentum 

transfer is not dependent on the nature of the porous medium and if the region containing the fluid is 

kept constant, 𝜂 is primarily a function of the fluid viscosity(𝜇), (see Nield and Kuznetsov, 2011). 

Thus decreasing the fluid viscosity 𝜇, increases the coefficient of the momentum transfer 𝜂 which then 

hinders the fluid velocities in both the f-phase and the p-phase of the BDPM (see 2(a, b)). 

     Figure 3(a) and 3(b) demonstrate the effect of the ratio of viscosities 𝛾1 and 𝛾2 on the fluid velocities 

in the porous and fracture phases of the BDPM respectively.  It is observed from the figures that if the 

ratios 
�̅�𝑓

𝜇
 and 

�̅�𝑝

𝜇
 of the fluid in fracture and porous phases respectively are increased, the fluid resistance 

to motion is increased resulting in the fluid velocity in both phases of the BDPM being decreased. 

Physically, this is because increasing the fluid viscosity enhances the friction between the fluid layers 

thereby suppressing the fluid velocities in the two phases of the BDPM. It is also worth noting that this 

trend exhibited by the variation of the ratio of viscosities is similarly demonstrated in figures 6(a, b) 

and figure 8 for 𝜂 → 0 and 𝜂 → ∞ respectively.  

     Velocity distributions in the porous and fracture phase resulting from the variation of the measure 

of permeabilities (𝐷𝑎𝑓 and 𝐷𝑎𝑝) are displayed in figure 4(a, b) for any arbitrary value of 𝜂, figure 5(a, 

b) when 𝜂 = 0 and figure 7 if 𝜂 → ∞. It is found that the stability of the fluid flow is attained even 

before the maximum velocity is reached. This trend is seen by the flatness of the velocity profiles as 

the measure of permeabilities of the two phases are decreased. This property exhibited by the fluid 

velocity emanating from the variation of the Darcy numbers, has been observed and discussed by Nield 

and Kuznetsov (2013) and also by Magyari (2013). From these two works and the present research, it 

suffices to claim that this fluid property is not influenced by the geometry of the transport medium.  

     Figures 9(a, b) - 11(a, b) depict the influence of the controlling parameters on the frictional (drag) 

force at the fluid-solid surface region for both the porous and fracture phases. A close observation of 

the figures revealed that for the selected values of 𝜂,  𝛾1, 𝛾2, 𝐷𝑎𝑓 and 𝐷𝑎𝑝, the skin friction is found to 

be higher at the outer surface of the inner cylinder and increases with the increase in the ratio of the 

radii (𝛿) of the two cylinders. In particular, figures 9(a, b) and 10.0(a, b) show that the skin friction 

decreases with an increase in the coefficient of momentum transfer  (𝜂) as well as the ratio of viscosity; 

( 𝛾1 and 𝛾2) respectively on both surfaces of the annulus. It is also interestingly observed that at the 

inner surface of the outer cylinder of the fracture phase, the effect of 𝜂 on the skin friction becomes 

less significant with an increase in 𝜂. On the other hand, figures 11a and 11b demonstrate the influence 

of 𝐷𝑎𝑓 and 𝐷𝑎𝑝 on the skin friction. From the figures, the skin friction is found to be increasing with 

an increase in the measure of the permeabilities of the two phases of the BDPM. 
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4.0 Conclusions 

     We have presented an analytical analysis for a pressure-driven flow in an infinitely long and 

horizontally oriented concentric cylinder filled with Bidisperse porous material. The fluid velocities 

(𝑈𝑓 and 𝑈𝑝)in the fracture and porous phases of the BDPM are coupled to each other by the coefficient 

of momentum transfer (𝜂). The D’Alembert method is used to decouple the couple governing 

equations without altering their initial orders. The expressions of the velocities as well as the 

expressions for skin friction in the two phases are obtained in terms of modified Bessel functions. It is 

inferred from the numerical simulation conducted that the increase of the coefficient of momentum 

transfer (𝜂) as well as the ratio of viscosities (𝛾1 and 𝛾2) exhibit a suppressive effect on the fluid 

velocities in the two phases of the BDPM. The research also indicates that the stability of the fluid 

flow resulting from the decrease in the permeabilities of the BDPM is reached even before the 

maximum momentum of the fluid flow is attained confirming the earlier findings by Nield and 

Kuznetsov (2013) and also by Magyari (2013). Furthermore, it is deduced that the skin friction 

increases with an increase in the coefficient of momentum transfer  (𝜂) on both surfaces of the fracture 

phase for the selected values of 𝐷𝑎𝑓, 𝐷𝑎𝑝,  𝛾1 and 𝛾2. 
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5.0 Appendix  

Nomenclature 

 𝐺 applied constant pressure gradient 

 𝑘𝑓  permeability of the fracture phase 

𝑘𝑝 permeability porous phases 

 𝜇  fluid viscosity 

 �̅�𝑓 effective viscosity of the fluid in the fracture  

 �̅�𝑝 effective viscosity of the fluid in the porous phase. 

 𝑟 ʹ dimensional radial coordinate  

𝑅 dimensionless radial coordinate  

𝜁  dimensional coefficient of momentum transfer between fracture and the porous phases 

𝜂  dimensionless coefficient of momentum transfer between fracture and the porous phases 

𝑟1 radius of the outer cylinder  

 𝑟2  radius of the inner cylinder. 

𝑈𝑓 dimensionless velocity in the fracture phase 

𝑈𝑝 dimensionless velocity in the porous phase 

𝑈𝑓
´  dimensional velocity in the fracture phase 

𝑈𝑝
´  dimensional velocity in the porous phase 

𝐷𝑎𝑓 Darcy number of the fracture phase 

𝐷𝑎𝑝 Darcy number of the porous phase 

𝛾1 ratio of viscosities of the fracture  phases 
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𝛾2 ratio of viscosities of the porous  phases 

𝛿 ratio of the radii of the outer and inner cylinders 

 

Constant and expressions used 

𝑎1 =
1

(1−𝛿)√𝛾1𝐷𝑎𝑓
 , 𝑎2 =

1

(1−𝛿)√𝛾2𝐷𝑎𝑝
, 𝑎3 =

1

(1−𝛿)
√

𝛾1𝐷𝑎𝑓+ 𝛾2𝐷𝑎𝑝

2𝛾1𝛾2𝐷𝑎𝑓𝐷𝑎𝑝
  

𝐶1 =
(𝛾1+𝐴𝛾2)(𝐾0(𝛼𝛿)−𝐾0(𝛼))

𝛼2𝛾1𝛾2(1−𝛿)2(𝐼0(𝛼𝛿)𝐾0(𝛼)−𝐾0(𝛼𝛿)𝐼0(𝛼))
, 𝐶2 =

(𝛾1+𝐴𝛾2)(𝐼0(𝛼𝛿)−𝐼0(𝛼))

𝛼2𝛾1𝛾2(1−𝛿)2(𝐾0(𝛼𝛿)𝐼0(𝛼)−𝐼0(𝛼𝛿)𝐾0(𝛼))
 ,  

     𝐴1 = −
1

2
(

𝛾2𝐷𝑎𝑝−𝛾1𝐷𝑎𝑓

𝜂𝛾2𝐷𝑎𝑓𝐷𝑎𝑝
+  

𝛾2−𝛾1

𝛾2
) +

1

2
√(

𝛾2𝐷𝑎𝑝−𝛾1𝐷𝑎𝑓

𝜂𝛾2𝐷𝑎𝑓𝐷𝑎𝑝
+  

𝛾2−𝛾1

𝛾2
)

2

+
4𝛾1

𝛾2
  

𝐴2 = − (
1

2
(

𝛾2𝐷𝑎𝑝−𝛾1𝐷𝑎𝑓

𝜂𝛾2𝐷𝑎𝑓𝐷𝑎𝑝
+  

𝛾2−𝛾1

𝛾2
) +

1

2
√(

𝛾2𝐷𝑎𝑝−𝛾1𝐷𝑎𝑓

𝜂𝛾2𝐷𝑎𝑓𝐷𝑎𝑝
+ 

𝛾2−𝛾1

𝛾2
)

2

+
4𝛾1

𝛾2
)  

𝛼1 =
1

1−𝛿
√

1

𝐷𝑎𝑝𝛾2
+

𝜂

𝛾2
−

𝜂𝐴1

𝛾1
 , 𝛼2 = −

1

1−𝛿
√

1

𝐷𝑎𝑝𝛾2
+

𝜂

𝛾2
−

𝜂𝐴2

𝛾1
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Abstract 

Higher order differential equations play a fundamental role in various scientific and engineering 

disciplines, but their numerical solutions often pose formidable challenges. The New Iterative Method 

(NIM) has emerged as a promising technique for addressing these challenges. This study is to explore 

and assess the efficiency and accuracy of New Iterative Method in solving higher-order differential 

equations. By applying NIM to a range of problems from diverse scientific disciplines, we aim to 

provide insights into the method's adaptability and its potential to revolutionize numerical analysis. 

The method is well-suited for numerically integrating both and nonlinear higher-order differential 

equations. To showcase the efficiency and accuracy of this approach, some numerical tests have been 

conducted, comparing it to existing methods. The numerical results obtained from these tests strongly 

suggest that the new iterative scheme outperforms the previously employed method in estimating 

higher-order problems, thus confirming its convergence. 

Keywords: New Iterative Method, Higher Order Differential Equations, Numerical Solutions, 

Iterative Techniques, Computational Research. 

 

1. Introduction 

Differential equations stand out as crucial mathematical instruments employed to construct models 

across a diverse range of disciplines, including the sciences, engineering, economics, mathematics, 

physics, aeronautics, astronomy, dynamics, biology, chemistry, medicine, environmental sciences, 

social sciences, banking, and various other fields [1]. The general expression for nth order differential 

equations can be formulated as follows: 

( ) 2 3 4 1

2 3 4 1
, , , , , ,..., 1

r r

r r

d Z t dZ d Z d Z d Z d y
f t Z r

dt dt dt dt dt dt

−

−

 
=  

 
 

with initial conditions define as 

( ) ( ) ( ) ( ) ( )1

0 0 0 0, ,
r

Z t Z t Z t Z t   
− = = = =  

Higher order differential equations play a crucial role in modeling complex physical phenomena across 

various scientific disciplines. While analytical solutions exist for some well-defined cases, many real-

world problems demand the application of numerical methods. In recent years, there has been a 

growing interest in the development of innovative numerical techniques to solve higher order 

differential equations accurately and efficiently.  
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Despite numerous numerical methods for higher order differential equations, many face limitations in 

terms of convergence and computational efficiency. This study stands out by refining an existing 

iterative method, addressing these limitations. Through modifications, the research enhances the 

method's performance, offering a more effective tool for accurately solving complex mathematical 

models encountered in various scientific and engineering domains. This study focuses on improving 

the efficiency and accuracy of solving higher order differential equations. It investigates the limitations 

of an existing iterative method, proposes modifications to enhance convergence and computational 

efficiency, and validates the refined method through comparative analysis with established numerical 

techniques. The aim is to provide a more effective tool for accurately solving complex mathematical 

models encountered in various scientific and engineering domains. 

Previous research efforts have explored various methods for tackling the numerical solution of higher-

order differential equations. Researchers have delved into alternative approaches, demonstrating a rich 

landscape of techniques aimed at enhancing accuracy, efficiency, and versatility in solving these 

complex mathematical problems (Falade et al. 2022; Tiamiyu et al., 2021b; Audu et al., 2022). While 

numerous researchers have delved into alternative methods for solving higher-order differential 

equations, it is noteworthy that the New Iterative Method (NIM) has not been extensively applied to 

this specific domain. This study aims to fill this gap by directing attention to the application of NIM 

in the numerical solution of higher-order differential equations. By exploring this uncharted territory, 

the research seeks to contribute fresh insights and perspectives to the ongoing discourse on efficient 

and accurate numerical methods for higher-order differentials. The initial section of this paper is 

covered in section one, with the second section focusing on describing the employed scheme, and the 

presentation of its convergence analysis is found in the third section. The implementation of the NIM 

scheme's convergence is demonstrated through numerical experiments in section four, while the 

conclusion of the research work is outlined in section five. 

 

2. Description of the New Iterative Method (NIM) 

Daftardar-Gejji and Jafari (2006) introduced the NIM approach that proves to be effective in 

addressing both linear and nonlinear functional differential equations. This method is particularly 

advantageous in the realm of nonlinear problems, where linearization or small perturbation may not 

be applicable. The NIM is characterized by its simplicity and ease of implementation, providing results 

that exhibit strong agreement with other methods and often requiring only a few iterations (Ali et al., 

2022; Batiha et al., 2023; Audu et al., 2023). The formulation of the new iterative approach is 

articulated as follows:  

 

Contemplate the subsequent generic functional equation 

( ) ( )Z F L z N z= + +                                                   (1)
 

where L , N   are linear and nonlinear operators respectively, and f  is a given function. The solution 

of equation (1) has the form  

0

p

p

z z


=

=                                                                          (2) 
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Now, suppose we have the relation in (3) 

( )0 0

1

0 0

n n

p p p

p p

Z N z f

Z N z N z
−

= =

= =

   
= −   

   
 

                                                (3) 

Then we can easily get  

( )

( ) ( )

( ) ( )

( ) ( )

0 0

1 0 1 0

2 0 1 2 0 1

3 0 1 2 3 0 1 2 .

R N z

R N z z N z

R N z z z N z z

R N z z z z N z z z

=

= + −

= + + − +

= + + + − + + +

                                    (4) 

Such that ( )N z  can be splitted as: 

( ) ( ) ( ) ( )

( ) ( )

0 1 0 0 1 2 0 1

0

0 1 2 3 0 1 2 .

m

p

p

N z N z z N z N z z z N z z

N z z z z N z z z

=

 
= + − + + + − + 

 

+ + + + − + + +


            (5) 

To obtain a recurrence relation of the form: 

( )

( )

0

1 0 0

1 1,2,3 .p p p

z f

z L z R

z L z R p+

=

= +

= + =

                                                           (6) 

Since L  is linear, then  

( )
0 0

n n

p p

p p

L z L z
= =

 
=  

 
                                                        (7) 

 

 

 

 

So  

( )
1

0 0 0

0 0

, 1, 2, .

n n n

p p p

p p i

n n

p p

p p

z L z N z

L z N z p

+

= = =

= =

 
= +  

 

   
= + =   

   

  

 

                               (8) 

Thus, 
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0 0 0

p p p

p p p

z f L z N z
  

= = =

   
= + +   

   
                                                  (9) 

The k-term solution is given by the following form: 
1

0

k

i

i

Z z
−

=

=       

  

3. Convergence Analysis  

We examine the convergence of New Iterative Method for resolving any functional equation. Suppose 

E Z Z= − , where Z   denotes the exact solution, Z  is the approximate solution, and E  is the error 

in the solution. Then we have 

 ( ) ( ) ( )( )E t f t N E t= +                                         (10)  

Applying the above equation to the NIM scheme, the recurrence relation becomes 

( )

( ) ( )

0

1 0

1 0 1 0 1 ` , 1, 2, .p n n

E f

E N E

E N E E E N E E E p+ −

=

=

= + + + − + + + =
             (11)  

If ( ) ( )|| || || t ||, 0 1,N t N s n s n−  −    then we obtain 

 

( )

( ) ( )

( ) ( )

0

1 0 0

2
2 0 1 0 1 0

1
1 0 0 1 0

|| || || || || ||,

|| || || || || || || ||,

|| || || || || || ||,

0,1,2,

p
n pp p

E

E

E E

E E

f

E N n E

E N E N n E n E

E N E N E n E n E

p

+
+ −

=

= 

= + −  

= + + − + +  

=

       (13)  

Thus 1 0pE + → as p → , which proves the convergence of the NIM for solving general functional 

equation. 

 

 

 

 

4.Numerical Experiments, Results and Discussion 

In the context of implementing the Numerical Integration Method (NIM), an exploration was 

conducted involving ordinary differential equations of varying orders, specifically, second, third, and 

fourth orders. The computational aspect of this investigation was carried out utilizing Maple 2021 

software, and the resultant findings have been meticulously presented in Tables 1 to 6 for 

comprehensive examination and analysis. 
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Problem 1:  We consider a real-life problem on cooling of a body temperature. The formulated 

problem is modelled into a 2nd order ODE as: 

( )
( )

3

z t
z t

−
 =

        

with initial condition:  ( ) ( )
80

0 60, 0
9

z z
−

= =  and exact solution: ( ) 380 100

3 3

t

z t e

 
− 
 = +  

(source; Kwanamu et al., 2021) 

 

Table 1: Result for Problem 1 

t NIM Solution Kwanamu et al. (2021) Exact Solution 

0.1
 

59.125762679520157388
 

59.12576267952015738700 59.125762679520157388
 

0.2
 

58.280186267509806339
 

58.28018626750980633500 58.280186267509806339
 

0.3
 

57.462331147625588618
 

57.46233114762558860800 57.462331147625588618
 

0.4
 

56.671288507811932107
 

56.67128850781193208900 56.671288507811932107
 

0.5
 

55.906179330416375308
 

55.90617933041637528100 55.906179330416375308
 

0.6
 

55.166153415412849564
 

55.16615341541284952600 55.166153415412849564
 

0.7
 

54.450388435647511050
 

54.45038843564751099900 54.450388435647511050
 

0.8
 

53.758089023057298472
 

53.75808902305729840700 53.758089023057298472
 

0.9
 

53.088485884845809762
 

53.08848588484580968100 53.088485884845809762
 

1.0
 

52.440834948634380011
 

52.44083494863437991400 52.440834948634380011
 

 

 

Table 2: Comparison of absolute errors for Problem 1 

  t NIM 
 Kwanamu et al. 

(2021) 

0.00 0.0000000
 

0.0000000 

0.1 0.0000000
 

0.0000000
 

0.2 0.0000000
 184.0000 10−

 
0.3 0.0000000

 189.0000 10−
 

0.4 0.0000000
 171.7000 10−
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0.5 0.0000000
 172.6000 10−

 
0.6 0.0000000

 173.8000 10−
 

0.7 0.0000000
 175.1000 10−

 
0.8 0.0000000

 176.5000 10−
 

0.9 0.0000000
 178.1000 10−

 
1.0 0.0000000

 179.7000 10−
 

 

Problem 2: We consider the third order ordinary differential equation 

( ) ' ( ) 0z t z t + =  

with initial conditions ( ) ( ) ( )0 0, 0 1, 0 2, 0 1z z z t = = =     and 

Exact solution: ( ) ( )2 1 cos sinz t t t= − +   (Source: Folarin et al., 2019) 

Table 3: Result for Problem 2 

t NIM Solution Folarin et al. (2019) Exact Solution 

0.1
 

0.1098250861
 

0.109825086 0.1098250856
 

0.2
 

0.2385361751
 

0.238536175 0.2385361748
 

0.3
 

0.3848472284
 

0.384847227 0.3848472287
 

0.4
 

0.5472963543
 

0.547296351 0.5472963543
 

0.5
 

0.7242604148
 

0.724260408 0.7242604146
 

0.6
 

0.9139712436
 

0.913971232 0.9139712434
 

0.7
 

1.114533313
 

1.114533294 1.114533312
 

0.8
 

1.323942672
 

1.323942644 1.323942672
 

0.9
 

1.540106973
 

1.540106933 1.540106973
 

1.0
 

1.760866373
 

1.760866318 1.760866373
 

Table 4: Comparison of absolute errors for Problem 2 

  t NIM 
 Folarin et al. 

(2021) 

0.00 0.000000000
 

0.000000000 

0.1 105.00000000 10−  119.070000000 10−
 

0.2 103.00000000 10−  104.125000000 10−
 

0.3 103.00000000 10−  91.243859872 10−
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0.4 0.00000000000
 93.402878300 10−

 
0.5 102.00000000 10−  96.623457000 10−

 

0.6 102.00000000 10−  81.147567740 10−
 

0.7 91.00000000 10−  81.866871200 10−
 

0.8 0.00000000000
 82.820519300 10−

 

0.9 0.0000000000
 84.008615600 10−

 

1.0 0.0000000000
 85.507161900 10−

 
 

Problem 3: We consider the following fourth order homogenous linear equation  

( ) ( ) ( ) ( ) ( ) ( )2 ; 0 1
iv

Z t Z t Z t Z t z = − + =  

with initial conditions  ( ) ( ) ( )0 1, 0 0, 0 1, 0 1z z z t  = − = =    and 

exact solution: ( )
( ) ( )1 1 1

5 1 5 1
2 2 2

1 1 1 1 2 1
5 5 3 sin 3

2 10 2 10 3 2

t t t

Z t e e e t
+ − −     

= − + + −     
     

 

(Source: Tiamiyu et al., 2021; Audu et al., 2022) 

 

Table 5: Comparison Result for Problem 3 

t Exact Solution NIM Solution 

0.1 0.9001795070863683729033744 0.9001795070863683729033744 

0.2 0.8015444630147737801474346 0.8015444630147737801474346 

0.3 0.7055988869753891027869434 0.7055988869753891027869434 

0.4 0.6142389312914689286895104 0.6142389312914689286895104 

0.5 0.5298081433937220262303676 0.5298081433937220262303676 

0.6 0.4551605259035641675330235 0.4551605259035641675330235 

0.7 0.3937326833438546937618270 0.3937326833438546937618270 

0.8 0.349626585274874939064009 0.349626585274874939064009 

0.9 0.327704761421510586558073 0.327704761421510586558072 

1.0 0.333700082480454521066471 0.333700082480454521066470 
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Table 6: Comparison of absolute errors for Problem 3 

t Tiamiyu et al. 

(2021) 

Audu et al.  

(2022) 

NIM 

 

0.1 3.60310-18 2.98510-20 0.00010-20 

0.2 3.03810-17 2.85810-19 0.00010-20 

0.3 2.64910-16 6.76710-19 0.00010-20 

0.4 9.76510-16 2.71210-19 0.00010-20 

0.5 2.93810-15 2.50710-18 0.00010-20 

0.6 4.62210-15 1.01210-17 0.00010-20 

0.7 3.55510-14 2.58510-17 0.00010-20 

0.8 1.83910-13 5.39010-17 0.00010-20 

0.9 5.62410-13 9.94710-17 2.00010-20 

1.0 1.0510-12 1.68710-17 1.00010-20 

Results and Comparison:Table 1 - Problem 1:e NIM solutions for Problem 1 were compared with 

Kwanamu et al.'s method and the exact solution. The tabulated results demonstrate the close agreement 

between the NIM and the exact solution, confirming its accuracy. The comparison of absolute errors 

in Table 2 further validates the NIM's precision, with consistently low errors across all time points. 

 

Table 3 - Problem 2: 

For Problem 2, the NIM solutions were compared with Folarin et al.'s method and the exact solution. 

The NIM exhibited excellent agreement with the exact solution, as evidenced by the tabulated results. 

The absolute errors, outlined in Table 4, are consistently minimal, emphasizing the NIM's accuracy in 

estimating the solution for Problem 2. 

 

Table 5 - Problem 3: 

In the case of Problem 3, the NIM solutions were compared with Tiamiyu et al.'s and Audu et al.'s 

methods, along with the exact solution. The results in Table 5 show a remarkable alignment between 

the NIM and the exact solution. The comparison of absolute errors in Table 6 reaffirms the NIM's 

precision, with extremely low errors observed across all time points. 

The comparison with existing methods, including Kwanamu et al., (2021), Folarin et al., (2019), 

Tiamiyu et al., (2021), and Audu et al., (2022), consistently favored the NIM. In multiple instances, 

the NIM outperformed other methods in terms of accuracy and efficiency.  The obtained results 

strongly indicate the convergence of the NIM, providing confidence in its reliability for estimating 

solutions to higher-order differential equations. 

 

5. Conclusion 

In summary, this research delved into the New Iterative Method (NIM) as a promising approach for 

solving higher-order differential equations, prevalent in scientific and engineering disciplines. The 
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study demonstrated the NIM's accuracy and adaptability by applying it to various scenarios and 

comparing results with existing methods. Notably, the NIM consistently exhibited superior 

performance, showcasing its precision and convergence in estimating solutions. The findings 

underscore the potential of the NIM to revolutionize numerical analysis for higher-order differential 

equations. In terms of contribution to knowledge, this research adds valuable insights into the 

capabilities of the NIM, emphasizing its efficacy in both linear and nonlinear contexts. The 

comparative analysis with established methods highlights the NIM's superiority, providing a basis for 

confidence in its application. Additionally, the study contributes to the understanding of the NIM's 

adaptability, suggesting its potential applicability to a wide range of scientific and engineering 

problems. Based on the outcomes, it is recommended that future research endeavors explore the NIM 

in more complex scenarios and real-world applications. Continued validation across diverse problem 

domains will further enhance our understanding of the NIM's capabilities and limitations. Moreover, 

collaborative efforts within the scientific community can foster the development and refinement of the 

NIM, positioning it as a valuable tool for tackling intricate higher-order differential equations in 

various fields. 
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Abstract 

This paper analyses the transient laminar free convective flow of a dusty viscous fluid through a porous 

medium in the presence of viscous energy dissipation. The partial differential equations governing the 

phenomenon were non-dimensionalized using some dimensionless quantities. The dimensionless 

coupled non-linear partial differential equations were solved using the harmonic solution technique. 

The effects of model parameters on the fluid flow and temperature distribution have been analysed. 

The results obtained revealed that the Eckert number enhanced the temperature distribution. 

Keyword:  Convection, harmonic solution, heat source, magnetohydrodynamic, oscillatory flow. 

1. Introduction 

The study of the oscillatory flow of an electrically conducting fluid through a porous channel saturated 

with porous medium is important in many physiological flows and engineering applications such as 

magneto-hydrodynamic (MHD) generators, arterial blood flow, petroleum engineering and many 

more. Oscillatory flow is a periodic flow that oscillates around a zero value. Oscillatory flow is a single 

swing or movement in one direction of an oscillating body. They are generally used in the literature to 

describe the flows in which velocity, pressure or both depend on time. Oscillatory flow is always 

important because it has many practical applications for example in the aerodynamics of helicopter 

rotors or fluttering airfoils and also in a variety of bioengineering problems (Baba et al., 2020). 

The effect of heat transfers on an oscillatory flow of an electrically conducting fluid in vertical media 

is encountered in a wide range of engineering areas, science and technology such as MHD power 

generators, plasma studies, nuclear reactors, geothermal energy extraction, electromagnetic 

propulsion, the boundary layer control in the field of aerodynamics. It also has numerous industrial 

applications in molten iron flow, recovery extraction of crude oil, electrostatic precipitation, petroleum 

industry and polymer technology (Mehta et al., 2020). 

Flow of conducting fluid in external magnetic field produce a variety of new effects, which are not 

realized in usual hydrodynamics. Magneto-hydrodynamics (MHD) analyzes these phenomena. It also 

studies the arising of a flow of conducting fluid due to the current passing through the fluid (so-called 

electrically induced vortex-type flows). MHD is used for cleaning liquid metals of impurities as well 

as for the separation of multiphase systems into their components (Herman and Yeshajahu,1993). 

Several authors have studied the flow and heat transfer in oscillatory fluid problems. Zubi (2018) 

studied MHD and mass transfer of an oscillatory flow over a vertical permeable plate in a porous 

medium with chemical reaction. He considered a two-dimensional, unsteady, laminar non-Darcian 

mailto:adebayohelenolaife@gmail.com
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mixed convection flow of an incompressible, viscous, electrically conducting fluid. He applied a 

magnetic field of strength vertically to the surface, neglecting the effect of induced magnetic field. 

Fetecau et al. (2021) analysed Maxwell fluid flow through a porous plate channel induced by a constant 

accelerating oscillating wall. They considered an incompressible fluid at rest in a porous medius and 

used finite Fourier sine transform to establish exact expressions for the dimensionless velocity and the 

shear stress fields corresponding to the two different motions of incompressible fluid. 

Kodi and Mopuri (2021) studied unsteady MHD oscillatory Casson fluid flow past an inclined vertical 

porous plate in the presence of chemical reaction with heat absorption and soret effects. They 

investigated unsteady hydrodynamic flow over an inclined plate embedded in a porous medium with 

soret-alligned magnetic field and chemical reaction. Krsihna et al. (2018) discussed heat and mass 

transfer on unsteady MHD oscillatory flow of blood through porous arteriole. They developed a 

mathematical model for unsteady state situations using slip conditions. Falade et al. (2016) studied 

MHD oscillatory flow through a porous channel saturated with a porous medium. They investigated 

the effect of suction/injection on the unsteady oscillatory flow through a vertical channel with non-

uniform wall temperature. The fluid was subjected to a transverse magnetic field and the velocity slip 

at the lower plate was taken into consideration. Exact solutions of the dimensionless equations 

governing the fluid flow were obtained. 

This paper seeks to consider oscillatory fluid flow and heat transfer in a porous medium with an 

inclined magnetic field in the presence of viscous energy dissipation thereby extending the work of 

Falade et al. (2016). 

2. Model Formulation 

Consider the unsteady laminar flow of an incompressible viscous electrically conducting fluid through 

a channel with slip at the cold plate. An external magnetic field is placed across the normal to the 

channel. It is assumed that the fluid has small electrical conductivity and the electromagnetic force 

produced is also very small. The flow is subjected to suction at the cold wall and injection at the heated 

wall. We choose a Cartesian coordinate system ( ),x y  where x lies along the centre of the channel, 

and y  is the distance measured in the normal section such that y a =  is the channel’s half-width.  

Under the usual Bousinesq approximation the equations governing the flow are as follows: 

 ( )
22

0
0 02

1 eBu u dP u
V u u g T T

t y dx y k


 

 

     
  − = + − − + −

     
           (1) 

 ( )
22 2

0 02

4f

p p p

kT T T u
V T T

t y C y C C y

 

 

       
− = + − +  

       
          (2) 

With the initial and boundary conditions, 

 
( ) ( )

( )
( )

( ) ( ) ( )0 0 1

0,
,0 0, 0, , , 0

,0 0, , ,

s

du tk
u y u t u h t

dy

T y T T t T T h t T



 
   = = = 

 
   =  = = 

          (3) 

Where 
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( , )u y t  is the axial velocity, 0V is the constant horizontal Velocity,  is the fluid density, P  is the 

fluid pressure,   is the Kinematic viscosity, K  is the porous permeability, e  is the electrical 

conductivity, 0B  Is the magnetic field intensity, g
 Is the gravitational acceleration,   Is the 

volumetric expansion, pC  is the specific heat at constant pressure,   is the term due to thermal 

radiation, k  is the thermal conductivity, T  is the fluid temperature, 0T  is the referenced fluid 

temperature. 

2.1 Dimensional Analysis 

We non-dimensionalise equation (1) - (3) using the following dimensionless variables, 

 

0 0

1 0

2

2

, , , , , ,

, , , , ,

T T vx y u Ut
x y u v t

h h T T U U h

P dP U dP h
P u Uu t t y hy

U dx h dx U







   − 
= = = = = = − 


    = = = = =

 

         (4) 

and we obtain, 

 ( )
2

2

2

1
a r

e

u u dP u
v S H u G

t y dx R y


  
− = − + − + +

  
           (5) 

 
22

2

1 c

e e

E u
v

t y P y R y

  


    
− = + +  

    
              (6)  

With corresponding dimensionless initial and boundary conditions as, 

 
( ) ( )

( ) ( ) ( )

0

0

,0 0, 0, 1, 0

,0 0, 0, 0, 1, 1

y

y

du
u y u u t

dy

y t t



  

=

=


= − = = 




= = = 

           (7) 

2.2 Solution via Harmonic Solution Technique 

Equations (5) - (7) are coupled non-linear partial differential equations and these equations can be 

solved by harmonic solution technique, that is the equation can be reduced to a set of ordinary 

differential equations which can be solved analytically. This can be done by representing the velocity, 

temperature of the fluid in the neighbourhood of the plate as: 

 ( ) ( ) ( ) ( ) 2, , ,i t i tu y t u y e y t y e  = =             (8) 

Substituting (8) into (5) - (7) we have, 
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( )

2
2

1 12

0

0

0, 1 0

i t

e r e

y

y

d u du
b c u R G e R

dy dy

du
u u

dy



 


=

=


+ − = − − 



− = =



            (9) 

 

( ) ( )

22
2

2 22

20 0, 1

c e

e

i t

E Pd d du
b c

dy dy R dy

e 

 


  −

 
+ − = −  

 


= = 

           (10) 

Where ( ) ( )2

1 1 2 2, , , 2e a e e eb vR c S H i R b vP c i P  = = + + = = −  

We let  0 1rG    such that,  

 
( ) ( ) ( )

( ) ( ) ( )

0 1

0 1

...

...

r

r

u y u y G u y

y y G y



  

= + + 


= + + 

          (11) 

and we obtain solutions to equations (9) and (10) as: 

( ) ( ) ( )

1 2 1 2

1 2

1 21 2

10 11 12 13

1 2 3 2 2

14 15 16

m y m y m y m y

m y m y

r m m ym y m y

A e A e A e A e
u y Ae A e A G

A e A e A e
 +

 + + + +
= + + +  

 + + 

       (12) 

( )
( )

( )

( ) ( )

1 23 4 1

3 4 1

1 2 1 21

1 2 2
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4 5 6 2 23

0 21 22 232
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24 25

m m ym y m y m y

m y m y m y

m m y m m ym y

rm m y m y

m y m y

A e A e A e A e
A e A e A e

y G A e A e A e
A e A e

A e A e
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+ +

+

 + + +
  + +
 = + + + + + 

 + +     +
 

       (13) 

2.3 Skin-friction of the Fluid Velocity ( ),u y t . 

The dimensionless stress tensor in terms of the skin-friction coefficient at the plate 0y =  is given by 

( )
( )

( )
( )

( ) ( )

0

00

10 12 14 1

0 1 1 2 2

11 13 16 2 15 1 2

,

2

2

i t

yy

i t

r

u y t du
CF e

y dy

A A A m
CF A m A m G e

A A A m A m m







==

   
= =   

   

+ + + 
= + +  

 + + + + 

   (14) 

2.4 Nusselt-number of the Temperature of the Fluid ( ),y t . 

The dimensionless rate of heat transfer in terms of the Nusselt number at the plate 0y =  is given by 
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(15) 

3. Results and discussion 

The momentum and energy equations of the fluid flow are solved using the harmonic solution 

technique. The effects of various physical parameters on the fluid flow and temperature distribution 

are shown in Figure 1 and Tables 1 and 2. 
 

 

Figure 1: Effect of Eckert number ( )cE on Temperature distribution 

 

Figure 1 displays the graph of temperature of the fluid ( ),y t  against distance for various values of 

Eckert number
 
( )cE . It shows that an increase in Eckert number from 0 (no viscous heating) through 

0.5 to 1 (high viscous heating) boosts temperature in the porous regime. Eckert number signifies the 

quantity of mechanical energy converted via internal friction to thermal energy. 
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Table 1: Numerical values of skin-friction coefficient at the plate 0y =  for various values of physical 

parameters 

eP  aH  cE  eR  v  
rG     t

 0CF  

0.6 0.1 0.0000001 0.1 7 1 1 0 0.02282159761 

0.7 0.1 0.0000001 0.1 7 1 1 0 0.2771784025 

0.8 0.1 0.0000001 0.1 7 1 1 0 1.222821597 

0.6 0.5 0.0000001 0.1 7 1 1 0 0.02270243200 

0.6 0.9 0.0000001 0.1 7 1 1 0 -0.5775709957 

0.6 0.1 0.0000002 0.1 7 1 1 0 -0.1771783959 

0.6 0.1 0.0000003 0.1 7 1 1 0 -0.3771783893 

0.6 0.1 0.0000001 0.3 7 1 1 0 0.6557569325 

0.6 0.1 0.0000001 0.4 7 1 1 0 0.3670472404 

0.6 0.1 0.0000001 0.1 13 1 1 0 0.5172536900 

0.6 0.1 0.0000001 0.1 15 1 1 0 0.02076954027 

0.6 0.1 0.0000001 0.1 7 2 1 0 0.02282160413 

0.6 0.1 0.0000001 0.1 7 3 1 0 0.02282161064 

0.6 0.1 0.0000001 0.1 7 1 2 0 1.022821599 

0.6 0.1 0.0000001 0.1 7 1 3 0 3.022821607 

0.6 0.1 0.0000001 0.1 7 1 1 0.4 0.02609456154 

0.6 0.1 0.0000001 0.1 7 1 1 0.7 0.01290161830 

 

Table 1 shows that at the plate ( )0y = when the Eckert number
 
( )cE , Reynold number ( )eR , Hatmann 

number ( )aH , kinematic viscosity and Thermal radiation parameter increase the skin friction ( )0CF  

decreases. The rate of skin friction increases for increasing values of Peclet number ( )eP . 

 

Table 2: Numerical values of Nusselt number at the plate 0y =  for various values of physical 

parameters. 

eP  aH  cE  eR  
v  

rG     t
 0Nu  

0.6 0.1 0.0000001 0.1 7 1 1 0 -14.56136822 

0.7 0.1 0.0000001 0.1 7 1 1 0 -17.25372613 

0.8 0.1 0.0000001 0.1 7 1 1 0 -19.49438297 

0.6 0.5 0.0000001 0.1 7 1 1 0 -13.75969507 
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0.6 0.9 0.0000001 0.1 7 1 1 0 -8.417759937 

0.6 0.1 0.0000002 0.1 7 1 1 0 -24.50266599 

0.6 0.1 0.0000003 0.1 7 1 1 0 -34.44396367 

0.6 0.1 0.0000001 0.3 7 1 1 0 -8.493814836 

0.6 0.1 0.0000001 0.4 7 1 1 0 0.068118293 

0.6 0.1 0.0000001 0.1 13 1 1 0 -9.856397265 

0.6 0.1 0.0000001 0.1 15 1 1 0 -9.856397265 

0.6 0.1 0.0000001 0.1 7 2 1 0 -24.50266594 

0.6 0.1 0.0000001 0.1 7 3 1 0 -0.06553324430 

0.6 0.1 0.0000001 0.1 7 1 2 0 -15.35806125 

0.6 0.1 0.0000001 0.1 7 1 3 0 -16.04140800 

0.6 0.1 0.0000001 0.1 7 1 1 0.4 -5.034545097 

0.6 0.1 0.0000001 0.1 7 1 1 0.7 0.1168126243 

 

Table 4.2 shows that the rate of heat transfer at the plate ( )0y =  increases for increasing values of 

Reynold number ( )eR , Hartmann number ( )aH , and Grashof thermal ( )rG  , but a reverse trend is 

observed for increasing values of Peclet number ( )eP , Eckert number ( )cE  and Thermal radiation 

parameter
 
( ) . 

4. Conclusions 

The solutions for the model have been determined by the harmonic solution technique. The effects of 

model parameters on the fluid flow and temperature distribution have been analysed. It can be 

concluded that the Eckert number enhanced the temperature distribution. 
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Abstract 

This paper investigates the effects of thermal radiation on MHD mixed convection flow, heat and mass 

transfer, Dufour and Soret effects over a porous plate having convective boundary condition under the 

influence of magnetic field. The governing boundary layer equations are formulated and transformed 

into nonlinear ordinary differential equations using similarity transformation and numerical solution 

is obtained by using Runge-Kutta fourth order  scheme with shooting technique. The effects of various 

physical parameters such as velocity ratio parameter, mixed convection parameter, melting parameter, 

suction parameter, injection parameters, Biot number, magnetic parameter, Schmit and pranditl 

numbers on velocity and temperature distributions are presented through graphs and discussed. 

Keywords: Dufour effect,Magnetohydrodynamics, Mixed convection, Melting, Soret effect. 

1. Introduction 

Magnetohydrodynamics (MHD), also called magneto-fluid dynamics or hydromagnetics is a model of 

electrically conducting fluids that treats all interpenetrating particle species together as a single 

continuous medium. It is primarily concerned with the low-frequency large-scale, magnetic behavior 

in plasmas and liquid metals and has applications in numerous fields including geophysics, 

astrophysics, engineering and medical sciences Saman et al. (2017). The field of MHD was initiated 

by Hannes Alfven 1942 for which he received noble prize in physics in 1970. The fundamental concept 

behind MHD is that magnetic field can induce currents in a moving conductive fluid, which in turn 

creates forces on the fluid and changes the magnetic field itself. The set of equations that describe 

MHD are combination of the Navier-Stokes equations of fluid dynamics and Maxwell’s equation of 

electromagnetism. The effects of mass transfer on MHD second grade fluid towards stretching cylinder 

was explored by Alamri et al. (2019) analytically using homotopy analysis method and reported that 

the velocity decreases with increasing values of magnetic field. 

Mixed convection occurs when heat transfer in a fluid or gas is influenced by both forced convection 

and natural convection. Forced convection is induced by external factors like fans or pumps, while 

natural convection occurs due to temperature gradients causing density differences. When both forced 

and natural convection effects are comparable, it is referred to as mixed convection Davood and Sayyid 

(2015). This phenomenon is important in scenarios where both mechanisms play a significant role, 

such as in complex ventilation systems, heat exchangers, and electronic cooling systems. 

Understanding the characteristics and mechanisms of mixed convection is crucial for improving heat 

transfer and designing efficient thermal management systems (Aaiza et al. 2015). 

Dofour and Soret are two important mass transfer mechanism in fluid dynamics and heat transfer.The 

Dufour and Soret effects are two related phenomena that occur in multi-component systems, 

particularly in the field of fluid dynamics. These effects are named after two Swiss physicists, Jean-

Baptiste Dufour and Charles Soret, who made significant contributions to understanding the behavior 

of mixtures and diffusion in the 19th century (Venkata et al.2021). 
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2. Literature review 

Jha and Mohammed (2014) studied mixed convection effect on melting from a vertical plate embedded   

in porous medium with Soret and Dufour effects. Jha et al. (2013) studied the effects of  Dofuor and 

Soret on melting from a vertical plate embedded in saturated porous medium. Sharma et al. (2018) 

studied the influence of heat source on MHD mixed convection stagnation point flow along a vertical 

stretching sheet. Reddy and Ali (2016) investigated the combined influence of suction and 

thermophoresis on the mixed convective mass transfer boundary layer flow of micropolar fluids 

through porous medium over a stretching sheet in the presence of thermo-Diffusion and Diffusion-

thermo effects. Jha and Muhammad (2019) investigated the chemical reaction and diffusion thermo 

effect on steady fully developed free convection heat and mass transfer flow near an infinite vertical 

moving porous plate under nonlinear Boussinesq approximations.The impact of nonlinear thermal 

radiation on nonlinear mixed convection flow near a vertical porous plate with convective boundary 

condition has been investigated by Jha and Samaila (2020; 2021a; 2021b; 2022). Surbhi et al. (2023) 

studied the numerical investigation of micropolar fluid flow due to melting stretchy surface in a porous 

medium. Hemalatha and Prasad (2014) investigated the analysis of melting phenomenon with mixed 

convection flow and heat transfer in a fluid saturated porous medium considering the effect of applied 

magnetic field, viscous dissipation, and radiation by taking forchheimer extension. 

Motivated by the aforementioned papers, the combined effects of magnetic effect and velocity ratio 

on MHD mixed convection flow has not been studied. Hence, this paper is aimed at establishing a 

mathematical model to analyze the effect of magnetic effect and velocity ratio on MHD mixed 

convection flow near a vertical porous plate with thermal radiation. 

 

3. Methodology 

Consider a hydrodynamic and boundary layer flow on a vertical porous plate influence by nonlinear 

thermal radiation as shown in figure 3.1. As demonstrated in the figure, the fluid is assume to move 

with a uniform velocity 𝑈∞ far away from the vertical porous plate at a temperature 𝑇∞, whereas the 

porous plate surface is heated through convection from a hot fluid at a temperature 𝑇𝑓 with a heat 

transfer coefficient ℎ𝑓. Here, the momentum equation is subjected to the Boussinesq approximation. 
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Figure 3.1: Flow configuration 

 

Following (Jha and Samaila 2021a), the equation that governs the flow of fluid is defined as: 
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Where 𝑇 denote the dimensional temperature, 𝐾denote thermal conductivity, 𝑈 denote velocity, 𝑣 

denote kinematic viscosity, and(𝑢,v) are the velocity components. The quantity 𝑞𝑟 is the radiative heat 

flux. However, the radiative heat flux in the x-direction is assumed to be small in comparison to that 

in y-direction. According to Jha et al. (2018), the radioactive heat flux 𝑞𝑟 can be simplified through 

Rosseland diffusion approximation for an optical thick fluid as 

𝑞𝑟 = −
4𝜎𝜕𝑇4

3𝑘∗𝜕𝑦
                       (4) 

Where 𝜎 and 𝐾∗ represent the Stefan Boltzman constant and mean absorption respectively. Though, 

Rosseland approximation is only applicable for an optical thick fluid. Regardless of these limitations, 

it has been applied in several investigations particularly from the analysis of radiation effect on blast 

waves by the nuclear explosion to the transport of radiation through gasses at low density (Agha et al. 

2014). 

The boundary conditions related to the present analysis can be written as: 
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𝑢(𝑥, 𝑦 = 0) = 0, v(𝑥, 𝑦 = 0) =
𝑐

𝑎
,  −𝑘

𝜕𝑇

𝜕𝑦
(𝑥, 𝑦 = 0) = h𝑓[𝑇𝑓 − 𝑇(𝑥, 𝑦 = 0] 

𝑢(𝑥, 𝑦 → ∞) = 𝑈∞,𝑇(𝑥, 𝑦 → ∞) = 𝑇∞,                   (5) 

 

The following similarity transformations are introduced to transform equation (2) and (3). 

𝜂 = 𝑦√
𝑈∞

𝑣𝑥
,  

𝑢 = 𝑈∞𝑓𝚤(𝜂) 

𝑣 =
1

2
√

𝑈∞𝑣

𝑥
(𝜂𝑓𝚤(𝜂) − 𝑓),                     (6) 

𝜃 =
𝑇 − 𝑇∞

𝑇𝑓 − 𝑇∞
 

Substituting equation (4) – (6) in equation (2) and (3), the momentum and energy equations and the 

boundary conditions are reduced to; 

''' 1
( ) ( ) ''( ) (1 ) 0

2
(' xf f f M f Gr  +   + + )− =                      (7) 

( ) ( ) ( )( )3 2 2'' 4 1
( ) 1 4 '( ) '( ) ( ) 0

3 2
T TR C R C Pr f    

 
 + + + +  +   = 
                  (8) 

The appropriate boundary conditions are 

𝑓(0) = 𝑆, 

𝑓𝚤(0) = 𝐴, 

𝜃𝚤(0) = −𝐵𝑖[1 − 𝜃(0)]                     (9) 

𝑓𝚤(∞) = 1, 

𝜃(∞) = 0, 

Where prime denotes derivative with respect to 𝜂,  𝐺𝑟𝑥 =
𝑣𝑥𝑔𝛽(𝑇𝑓−𝑇∞)

𝑈∞
2  is local Grashof number,𝑝𝑟 =

𝜇𝐶𝑝

𝐾
 is the prandtl number, 𝐵𝑖 =

ℎ𝑓

𝑘
√

𝑣𝑥

𝑈∞
 is local convective heat transfer parameter,𝑆 =

−2𝑣0

√𝑈∞𝑣
 is 

suction/injection parameter, 𝑅 =
4𝜎(𝑇𝑓−𝑇∞)

3

𝑘∗𝑘
 non linear thermal radiation parameter, 𝐶𝑇 =

𝑇∞

𝑇𝑓−𝑇∞
 

temperature difference, 𝑀 =
𝜎𝑥𝛽0

2

𝜌𝑓
 magnetic term parameter, 𝐴 =

𝑐

𝑎
 is velocity ratio parameter.  
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4. Results and Discussion 

The analysis of the effect of melting, Dufour and Soret effect on MHD mixed convection flow near a 

vertical porous plate with thermal radiation is presented. The effect of the convective boundary 

conditions at the porous plate surface is considered. The governing equations where transform using 

similarity transformation and are solved through Maple using the RKF45 algorithm. RKF45 is a default 

numeric scheme in Maple software because of its accuracy and lustiness. To ascertain the accuracy of 

the present analysis, comparisons have been made with previous literature which shows good 

correlation. The implication of parameters affecting fluid transport is analyzed. The default values of 

these flow factors are regarded as 𝑆 =  1.0, 𝑀 =  1.5,  𝐺𝑟𝑥  =  0.5, 𝐴 =  0.5, 𝐵 =  0.1, 𝑅 =  1.0, 𝑃𝑟 =
0.72, 𝑈 = 𝐶𝑇 = 𝑆𝑐 = 0.4,𝐾𝑟 = 0.2, 𝑀𝑒 = 0.2 and 𝐷𝑓(𝑆𝑟) = 0.03(2.0). 

Table 4.1: Comparison of the present results to the work of Jha and Samaila in the absence of 

suction/injection, magnetic effect and velocity ratio. 

  

                                                Jha and Samaila (2021a)         Present   Work                                                                                            

𝐵𝑖𝑥    𝐺𝑟𝑥       𝑃𝑟          𝑅            𝑓 ′′ (0)      − 𝜃′ (0)            𝜃(0)            𝑓 ′′ (0)      − 𝜃′ (0)       𝜃(0) 

0.1      0.1     0.72      0.1       0.36911     0.07493    0.25069       0.36911      0.07493      0.25069 

1.0      0.1     0.72      0.1       0.44445     0.22287    0.77713       0.44445      0.22287      0.77713 

10       0.1     0.72      0.1       0.47273     0.26702    0.97330       0.47273      0.26702      0.97330 

0.1      0.5     0.72      0.1       0.49816    0.07601     0.23987      0.49816      0.07601       0.23987 

0.1      1.0     0.72      0.1       0.63384    0.07693     0.23066      0.63384      0.07693       0.23066 

0.1      0.1      2.0       0.1       0.35380     0.08096     0.19036     0.35380      0.08096       0.19036 

0.1      0.1      7.0       0.1       0.34283     0.08663    0.13366      0.34283      0.08663       0.13366 

0.1      0.1      0.72     0.5       0.37033     0.07433    0.25669      0.37033      0.07433       0.25669 

0.1      0.1      0.72     0.1       0.37195     0.07354    0.26452      0.37195      0.07354       0.26452 
The accuracy of the current code is illustrated in Tables 4.1, where the comparison is performed without 

considering suction/injection, magnetic effect, and velocity ratio parameters. The table showcases the 

utilization of nonlinear ODEs, employing constant values of 𝐵𝑖𝑥 , 𝐺𝑟𝑥 ,𝑃𝑟, and 𝑅 while setting the 

suction/injection, magnetic effect, and velocity ratio values to zero. The results obtained from the present 

work align with the findings of Jha and Samaila (2021a). 
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Table 4.2: Comparison of the present approach with Jha and Samaila (2021a) on the Nusselt number 

−𝜃(0) for 𝐺𝑟𝑥 = 𝑆 = 𝑅 = 𝐴 = 𝑀 = 0 

   Jha and Samaila (2021a)                                  Present work          

𝑩𝒊𝒙         𝑷𝒓 = 𝟎. 𝟏            𝑷𝒓 = 𝟎. 𝟕𝟐       𝑷𝒓 = 𝟎. 𝟏𝟎        𝑷𝒓 = 𝟎. 𝟏           𝑷𝒓 = 𝟎. 𝟕𝟐        𝑷𝒓 = 𝟎. 𝟏𝟎 

0.05 0.036844 0.042767 0.046787 0.036844 0.042767 0.046787 

0.10 0.058338 0.074724 0.087925 0.058338 0.074724 0.087925 

0.20 0.082363 0.119295 0.156903 0.082363 0.119295 0.156903 

0.40 0.103720 0.169994 0.258174 0.103720 0.169994 0.258174 

0.60 0.113533 0.198051 0.328945 0.113533 0.198051 0.328945 

0.80 0.119170 0.215864 0.381191 0.119170 0.215864 0.381191 

1.0 0.122830 0.228178 0.421344 0.122830 0.228178 0.421344 

5.0 0.136215 0.279131 0.635583 0.136215 0.279131 0.635583 

10 0.138096 0.287146 0.678721 0.138096 0.287146 0.678721 

20 0.139056 0.291329 0.702563 0.139056 0.291329 0.702563 

Table 4.2 examines the non-linear ODEs for model eqautions without considering the effects of nonlinear 

thermal radiation, suction/injection, and magnetic effect. It focuses on the scenario where 𝐵𝑖𝑥  tends to 

infinity. The table illustrates the influence of 𝐵𝑖𝑥on the Nusselt number – 𝜃 ′ (0), revealing that as the 

values of 𝐵𝑖𝑥  increase, the Nusselt number appreciates for𝑃𝑟 = 0.1, 𝑃𝑟 = 0.72, and 𝑃𝑟 = 0.10. This 

finding supports the results obtained by Jha and Samaila (2021a). 



Proceedings of International Conference on Mathematical Modelling Optimization and Analysis 

of Disease Dynamics (ICMMOADD) 2024 

 
 

309 
 

 
Figure 4.1: Effect of 𝑆 > 0 Variations on 𝑓′(𝜂)  

The effect of suction on the fluid velocity distribution is depicted in figure 4.1, it is observed from the figure 

that the velocity 𝑓′ increase as the suction 𝑆 > 0  increases. This is because when suction increases the velocity 

profile is altered. The increase in suction parameter result in an increase in the velocity of the fluid near the 

surface where the suction is applied, this leads to narrowing of the boundary layer near the surface as the higher 

velocity at the surface causes greater amount of shear stress which in turn reduces the thickness of the boundary 

layer. 

 
Figure 4.2: Effect of 𝑆 > 0 Variations on 𝜃(𝜂)  

Figure 4.2 depict the effect of suction 𝑆 > 0 on temperature. As shown from the figure, the temperature 

distribution is decrease due to the increase in suction. This is because when there is an increase in suction 𝑆 >
0, there is more pressure being exerted on the fluid. This increase pressure can cause the fluid to flow more 

quickly which in turn leads to decrease in temperature of the fluid. Because, as the fluid flows more quickly it 

can exchange heat with its surrounding more easily. This result in a cooling effect on the fluid leading to a 

decrease in temperature and a thinner boundary layer.   
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Figure 4.3: Effect of 𝑆 < 0 Variations on 𝑓′(𝜂)  

Figure 4.3 shows the effect of injection 𝑆 < 0 on velocity profile. As depicted from the figure the fluid velocity 

decreases as 𝜂 increases. This indicates that with injection growth the velocity profile of the system decreases. 

That is, as injection parameter increases the velocity profile decreases. Because increasing the injection 

parameter causes more fluid to be injected into the system, increasing the overall volume and the flow rate of 

the fluid. This can lead to a higher pressure drop and increased turbulence within the system, resulting in a 

decrease in the velocity profile and a thicker boundary layer.  

 

  
Figure 4.4: Effect of 𝑆 < 0 Variations on 𝜃(𝜂)  

  Figure 4.4 show the effect of injection parameter variation on temperature. As illustrated from the figure, the 

fluid temperature increases as 𝜂 increases. This indicates that as injection parameter increases there is a 

corresponding increase in the temperature of the fluid. Hence, an increase in injection parameter enhances the 

S=-1.0  

S=-0.7  

S=-0.4  

S=-0.1 

S=-1.0  

S=-0.7  

S=-0.4  

S=-0.1 

 



Proceedings of International Conference on Mathematical Modelling Optimization and Analysis 

of Disease Dynamics (ICMMOADD) 2024 

 
 

311 
 

temperature profile of the fluid.the reason for the increase in the temperature profile is because when injection 

increases, there is a higher amount of energy being introduced into the fluid. This can be in in the form of flow 

rate, pressure, or a combination of both. As a result , the fluid is being subjected to more turbulent mixing and 

increase friction within the system leading to an increase in temperature.  

 

Figure 4.5: Effect of Velocity Ratio parameter 𝐴 Variation on 𝑓′(𝜂)  

Figure 4.5 depict the resultant effect of velocity ratio parameter 𝐴 variation on velocity profile𝑓′(𝜂), which 

shows that as velocity ratio parameter 𝐴 increases, the fluid velocity increases for both assisting and opposing 

flow. This is because the stretching velocity dominates the free stream velocity. 

  
Figure 4.6: Effect of Velocity Ratio Variations on 𝜃(𝜂)  

Figure 4.6 depict the effect of velocity ratio parameter 𝐴 variation on temperature profile. As illustrated from 

the figure, as velocity ratio parameter 𝐴 increases the temperature profile decreases. This is because as velocity 

ratio parameter 𝐴 increases the velocity of the system increases more rapidly, due to this the temperature profile 

decreases. 
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Figure 4.7: Effect of Radiation Parameter Variations on 𝑓′(𝜂)  

Figure 4.7 depict the resultant effect of Radiation Parameter 𝑅 variation on velocity profile𝑓′(𝜂), 

which shows that as Radiation Parameter 𝑅 increases, the fluid velocity also increases. Hence, an 

increase in Radiation Parameter 𝑅 enhanced the velocity profile of the fluid. This is because radiation 

heat transfer can contribute to the energy balance of the fluid. When radiation heat transfer is increased, 

more heat is transferred to the fluid, causing it to become warmer and less dense. As a result, the fluid 

becomes more buoyant and rises at a faster rate, leading to an increase in fluid velocity. 

  
Figure 4.8: Effect of Radiation Parameter 𝑅 Variations on 𝜃(𝜂)  

Figure 4.8 depict the resultant effect of Radiation Parameter 𝑅 variation on temperature profile, which shows 

that as Radiation Parameter 𝑅 increases, there is a corresponding increase in the temperature of the fluid. Hence, 

as the Radiation Parameter 𝑅 increases the temperature profile of the fluid is enhanced. This is because radiation 
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helps in transferring heat energy from one medium to another without the need of contact. This means that as 

radiation parameter increases, more heat energy is being transferred to the fluid causing it to heat up and leading 

to an increase in its temperature profile. 

  
Figure 4.9: Effect of Prandtl Number Variation on 𝜃(𝜂)  

Figure 4.9 depict the resultant effect of Prandtl Number Variation on temperature profile 𝜃(𝜂), which shows 

that as Prandtl Number increases , the temperature of the fluid decreases rapidly. Henced an increase in Prandtl 

Number decreases the temperature profile of the fluid. This is because Prandtl number is a dimensionless 

number that represents the ratio of momentum diffusivity to thermal diffusivity in a fluid. When the Prandtl 

number is increased, it means that the thermal diffusivity of the fluid is relatively smaller compared to its 

momentum diffusivity. In a vertical fluid flow, an increase in the Prandtl number means that the fluid is less 

effective at conducting heat compared to its ability to transfer momentum. This results in a decrease in the rate 

of heat transfer within the fluid, leading to a flatter temperature profile. 
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Figure 4.10: Effect of Convective 𝐺𝑟𝑥 parameter on 𝑓′(𝜂)  

The consequences of 𝐺𝑟𝑥 parameter on velocity profile is shown in figure 4.10. It is evident  from the figure 

that 𝐺𝑟𝑥 paramter has an increasing effect on velocity profile. This is because 𝐺𝑟𝑥 strengthens the buoyancy 

force, and in turn enhances the fluid velocity. 

  
Figure 4.11: Effect of Convective 𝐺𝑟𝑥 parameter on 𝜃(𝜂) for model 1 

Figure 4.11 depict the resultant effect of Convective 𝐺𝑟𝑥 parameter on temperature profile 𝜃(𝜂), which shows 

that as Convective 𝐺𝑟𝑥 increases from 0.0 -  2.0, the temperature tend to decrease, although the difference in 

decrease from one point of Convective 𝐺𝑟𝑥 parameter ranging from 0.0 -  2.0 is relatively low. 

  
Figure 4.12: Effect of Bi number Variations on 𝑓′(𝜂)  

Figure 4.12 illustrates how varying the Bi number affects the velocity profile𝑓′(𝜂). The graph demonstrates 

that an increase in the Bi number results in a corresponding increase in velocity profile of the system. 
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Figure 4.13: Effect of 𝐵𝑖 variations on 𝜃(𝜂)  for model 1  

Figure 4.13 shows the effect of 𝐵𝑖 number variation on temperature profile, it depicted that as the Bi number 

increases the temperature profile increase. This is because the 𝐵𝑖 number is a dimensionless number used in 

heat transfer calculations to determine the relative importance of heat conduction within an object compared to 

heat convection at the object's surface. A higher 𝐵𝑖 number indicates that convection heat transfer is more 

significant than conduction heat transfer. When the 𝐵𝑖 number increases, it means that the rate of heat transfer 

through convection at the object's surface is higher relative to the rate of heat transfer through conduction within 

the object. In a fluid flow in a vertical direction, an increase in the 𝐵𝑖 number means that there is more efficient 

convective heat transfer occurring at the surface of the fluid. This increased convective heat transfer leads to a 

more efficient exchange of heat between the fluid and its surroundings, resulting in a higher temperature profile 

within the fluid. 

 
Figure 4.14: Effect of Magnetic Parameter Variations on 𝑓′(𝜂)  
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Figure 4.14 show the effect of magnetic parameter variation on velocity profile, as illustrated from the figure, 

an increase in magnetic parameter leads to a corresponding increase in the velocity profile of the system. This 

is because an increase in the magnetic parameter can increase the velocity profile of the fluid due to the 

phenomenon known as magnetohydrodynamics (MHD). MHD is the study of the motion of electrically 

conducting fluids in the presence of a magnetic field. When a magnetic field is applied to a conducting 

fluid, it can exert a force on the fluid particles, causing them to move in a certain direction. This can 

lead to changes in the flow behavior of the fluid, resulting in an increase in velocity. 

 
Figure 4.15: Effect of Magnetic Parameter Variations on 𝜃(𝜂)  

A resultant effect of magnetic parameter on temperature profile is depicted in figure 4.15. As shown from the 

figure, the magnetic parameter has a decreasing effect on the temperature profile. As the magnetic parameter in 

increase the temperature decrease relatively low. Hence the magnetic parameter has little effect on the 

temperature profile of the system. 

 

5. Conclusion 

The investigation of mixed convection effect on MHD flow near a vertical porous plate under the 

influence of magnetic effect and velocity ratio with convective boundary conditions and nonlinear 

thermal radiation revealed the intricacies of fluid motion and heat transfer in such systems. The 

findings highlighted the significance of considering these effects in the analysis of MHD flows, as they 

significantly influenced the velocity and temperature profiles. The major conclusions of this study are: 

• The presence of mixed convection parameter enhances the velocity profile in the system, 

leading to a reduction in both the temperature and concentration profiles. Additionally, the 

boundary layer thickness increases for all profiles. 

• The magnetic parameter shrinks the velocity profile and thickens the boundary layer whereas 

the temperature distribution rises with the boundary layer thinning thinner due to the influence 

of the Lorentz force. 

• As the velocity ratio increases, the velocity profile is enhanced, resulting in a thicker boundary 

layer, whereas the temperature profile experiences a decrease. 
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• The Boit number results in improved velocity and temperature profiles, causing an increase in 

thickness for both boundary layers. 

Finally the study emphasized the importance of considering these effects, as they had a substantial 

impact on the heat and mass transfer rates near the porous plate. 
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Abstract 

This paper analyses the wood pyrolysis and combustion. The partial differential equations governing 
the wood pyrolysis and combustion were non-dimensionalized using some dimensionless quantities. 
The dimensionless equations were decoupled using perturbation method and solved using Olayiwola’s 
Generalized Polynomial Approximate Method (OGPAM). The influences of wood geometry, n  on 
temperature distribution have been analysed. The results obtained revealed that the magnitude of 
temperature in the wood for the slab particle is very large compare to the cylindrical and spherical 
particles.  

 

Keywords: Biomass, combustion, OGPAM, pyrolysis, wood, wood geometry 

 

1. Introduction 

Over ithe iyears, irenewable ienergy ihas ibegun ito igain iattention ias ia ipossible iway iof isupplying 

ithe iworld’s ienergy idemand. iBiomass iis ione isuch ienergy isource ito iproduce irenewable ienergy 

i(Niranjan iet ial., i2015). iOne iadvantage iof ibiomass iis ithat iit iis iavailable ieverywhere iin ithe 

iworld iin icontrast ito ifossil ifuels isuch ias ioil iand igas. iBiomass iactually iaccounts ifor ione-third 

iof ithe ienergy iconsumption iin ideveloping icountries iin iAfrica iand iAsia i(Mate, i2016). iFrom 

ian ienvironmental isustainability iperspective, ibiomass iis ialso ia icarbon-neutral ienergy isource 

iand icombined iwith icarbon idioxide isequestration ican iresult iin ia inet inegative icarbon ifootprint. 

i 

Thermochemical iconversion ican itransform ibiomass iinto igas, iliquid, ior ichar. iAll ithe iprocesses 

ibegin iwith ia ipyrolysis istep. iIn ipyrolysis, ithe ibiomass iundergoes idevolatization iand iis 

iconverted ito ichar iin ithe iabsence iof ian ioxidizing iagent isuch ias ioxygen. iHowever, iin 

icombustion, ibiomass iis ioxidized iin iexcess ioxygen iproducing icarbon idioxide iand iwater 

ileaving iash ias ithe ionly isolid iresidual. iGasification iis ia ithermochemical iprocess ithat iconverts 

icarbonaceous imaterials ito isynthesis igas i(hydrogen iand icarbon imonoxide) iby ireacting ithem 

iwith ia icontrolled iamount iof ioxygen iand/or isteam. iEmploying ithe iFischer i-Tropsch iprocess, 

ithe isynthesis igas ican ifurther ibe iupgraded ito iother iorganic icompounds isuch ias iplastics, ifuel 

iand ipharmaceutical idrugs i(Mate, i2016). 

Biomass imaterials, iprimarily iin ithe iform iof iwood, ihave ibeen iused ifor imany idifferent 

iapplications. iWood ifuels ihave ibeen iused ias ia isource iof ienergy ifor icooking iand iheating 

isince iman ideveloped ithe iability ito iharness ifire. iWood ihas ibeen iwidely iused ifor ibuilding 

imachinery iand iin istructural iapplications idue ito ithe irelatively ihigh istrength iand iavailability 

iof imany ispecies iof iwood i(Hagge, i2005). i 
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Furthermore, ipyrolysis iis ia iviable ithermal iprocess ifor iefficient iand ieconomical iconversion iof 

ibiomass iinto ialternative ienergy iin iforms iof isolid ichar, iliquid ibio ioil iand icombustible igases 

i(Natthaya i& iChaiyot, i2013). iIt iis igenerally iknown ithat, isolid, iliquid iand igas iproduced ifrom 

ipyrolysis iare iof iprimary iinterest ifor iuse ias ia iprimary ifuel. iHowever, irecently iresearchers 

ihave idirected itheir iattention itowards iinvestigating ithe ieffect iof ipyrolysis icondition ion 

imaximizing ithe iyield ipyrolysis iliquids iwhich ishow ipromise ias ia isubstitute ifor ipetroleum 

ibased ifuel. 

Wood ipyrolysis iand icombustion iprocess ican ibe idescribed iby ia isystem iof ipartial idifferential 

iequation i(PDE) iwith isuitable iinitial iand iboundary iconditions. 

2. iLiterature iReview 

Many iresearchers ihave istudied ieither inumerically iand ianalytically ithe iphenomenon iof iwood 

ipyrolysis iand icombustion. iThis iinclude iLong iet ial. i(2015) iwho ideveloped ia imodel iof 

ipyrolysis iand icombustion ibehaviors iof inon-charring iand iintumescent-product ipolymers iusing 

i‘firestone’. iThe iresult ishowed ithat ithe ipeak imass iloss irate iof ithe inon-charring ipolymer 

imaterial ioccurred inear ithe iend iof iburning, iwhereas ifor ithe iintumescent-protected ipolymer 

ihappen ishortly iafter ithe istart iof ithe iexperiment  

Richter et al. (2019) investigated the effect of chemical composition on the charring of different species 

of wood using microscale kinetic model which include pyrolysis and char oxidation reaction. From 

their research they observed that the variation of cellulose, hemicellulose and lignin is small within 

softwood and hardwood and at microscale, the variation rate of degradation. It was also observed that 

at mesoscale, the difference in kinetics, including pyrolysis and char oxidation reaction proved 

insignificant for temperature and mass loss predictions for the charring of wood, also the tested 

hypothesis of kinetic of different wood species insignificantly affect the charring of wood. 

Izabells et al. (2017) developed one dimensional numerical model and applied it to study pyrolysis 

and spontaneous wood ignition when subjected to transient irradiation by combining experimental and 

a-prior prediction. From the result, it was found that the exothermic heat of pyrolysis does not have 

any influence on the predictions and the reaction order of the char reaction has an impact on the mass 

loss rate (MLR), but it is insignificant on the temperature less than one percent. It also showed that 

there is strong interaction between the chemical reactions and heat and mass transfer processes 

involved in the thermal degradation of wood. 

The effect of physical characteristics of hardwood chips on the pyrolysis was investigated by Alok et 

al. (2020) through the conservation of solid phase mass fraction of biomass. It was discovered that the 

equivalent length of wooden slab for G30 should vary from 73 to 74 mm which is relatively large for 

G50 and combination of both of them. And that the result of the proposed model provided good 

correlation with experimental results. 

Numerous chemical and transport models have been formulated to describe the physical and chemical 

changes that occur during pyrolysis and combustion of wood. This research work seeks to consider the 

particle geometry modelled in one-dimension to be slab, cylindrical and spherical and targeted to 

bridge this knowledge gaps by considering the following: 

(i) Two-step reaction mechanism as kinetic scheme. 
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(ii) Evolution of moisture in wood in the form of water vapour. 

      (iii)         Convection and diffusion of moisture.  

3. Model Formulation 

Pyrolysis is mathematically described through a system of coupled equations. The basic equations are 

those of chemical kinetics, heat transfer and mass transfer. In this research work, wood particles of 

arbitrary size are considered. The particle is modelled as one dimensional, to maintain a reasonable 

low workload for the computation. The model can be readily extended to two or three dimensions. The 

following assumptions are employed in our model.  

The change of the density of the wood particle is described by the following equation, 
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The change of the density of moisture (liquid) of the wood particle is described by the following 

equation, 
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The change of char densities in the wood particle is describe by the following equations, 

TR

E

oxc

ox

cTR

E

gc

TR

E

w

c ggg eYAS
M

M
eAeA

t

532

151132

1
−−−

−−=








                                                    (3) 

TR

E

oxc

ox

cTR

E

gc

c gg eYAS
M

M
eA

t

63

26113

2
−−

−=








                                                                           (4) 

The change of water vapour density in the wood particle is describe by the following equation, 
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The change of densities of gases in the wood particle is describe by the following equations, 
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The conservation equation of gaseous species can be written as,  
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The energy conservation equation can be written as, 
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The initial and boundary conditions are formulated as follows: 
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where 

w  is the density of wood, m  is the density of moisture of the particle, v  is the density of water 

vapour. 21 & gg   are the densities of the gases, 21 & cc   are the densities of the char in the particle, 

ji  ,  are the species densities, PjPi CC ,  are the species specific heat capacities, r  is the space, t  

is time, R  is radius, gR   is the gas constant, gu  is the gas velocity, mD  is the moisture diffusion 

coefficient, oxD  is the oxygen diffusion coefficient, T   is the temperature, 54321 &,,, EEEEE  are the 

activation energies, 54321 &,,, AAAAA  are the pre-exponential factor, S  is the specific surface of 

dense product of pyrolysis, oxY  is the oxygen concentration, cM is the mass of char, oxM is the mass of 

oxygen, 54321 &,,, hhhhh   are the heat of reactions, K   is the permeability, 
rq is the radiative 

heat flux, extq is the external radiative heat flux, k is the thermal conductivity of the medium, 0T is the 
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interface temperature between pyrolysis and combustion, wo is the initial wood density, mo is the 

initial moisture density, *k is the effective thermal conductivity of the medium, mmk  is the moisture 

convective mass transfer coefficient, moxk  is the Oxygen convective mass transfer coefficient, h  is the 

convective heat transfer coefficient,   is porosity, 
*

oxD  is the effective Oxygen diffusion coefficient, 

*

mD  is the effective moisture diffusion coefficient,  is the dynamic viscosity, P  is the pressure. 

3.1 Dimensional Analysis 

Here we make the variables in (1)—(9) dimensionless by introducing dimensionless variables  
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and we obtain, 
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3.2 Solution via OGPAM 

In the limit of 0→ , follow the idea in Ayeni (1982) that  e  can be written in quadrature form as: 

( ) 221  +−+ ee                            (21) 

We obtain the solution to equations (12) – (20), using OGPAM as:  
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( ) 0,30 =tr                                                                                                                                  (24) 

( ) 1,40 =tr                                                                                 (25) 
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The computations were done using computer symbolic algebraic package MAPLE to generate the 

graphs. 

 
4. Results and Discussion 

The temperature behaviour are discussed for different dimensionless parameters involved in the 

governing equations.  

For 0=n , the wood particle is a slab; for 1=n , the wood particle is cylindrical and for 2=n , the 

wood particle is spherical. Graphical representations showing the variations in temperature 

distributions with respect to wood geometry are shown in Figures 1 – 3. 
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Figure 1: Effect of wood geometry, n  on temperature profile. 

 

Figure 1 shows the numerical results of the temperature history for the slab particle ( )0=n , cylindrical 

particle ( )1=n  and spherical particle ( )2=n  against time. It is observed that the temperature increases 

with time for all particle and when the wood particle is a slab, the result shows much faster rise in 

temperature than when the wood is cylindrical or spherical. The model prediction shows that drying 

finishes after 12 minutes (0.2 hours), when the central temperature shows a sudden rise for all particles. 
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Figure 2: Effect of wood geometry, n  on temperature profile. 

Figure 2 shows the numerical results of the temperature history for the slab particle ( )0=n , cylindrical 

particle ( )1=n  and spherical particle ( )2=n  against distance. It is observed that the temperature 

decreases a long distance for all particle and when the wood particle is a slab, the magnitude of 

temperature in the wood for the slab particle is very large as compare to the cylindrical and spherical 

particles, that is, the magnitude of temperature decreases with the increase in n . The implication is 

that, during pyrolysis, due to the endothermicity of the pyrolysis process, the slope of the temperature 

becomes smaller 
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. 

Figure 3: Effect of wood geometry, n  on temperature profile. 

Figure 3 shows the numerical results of the temperature history for the slab particle ( )0=n , cylindrical 

particle ( )1=n  and spherical particle ( )2=n  against distance and time. It is replicated the combine 

effects observed in Figures 1 and 2. 

 

5. Conclusion 

The solution for the model have been determined by the Olayiwola’s Generalized Polynomial 

Approximation Method (OGPAM). It can be concluded that the wood geometry has significant effect 

on the temperature distribution.  
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Abstract 

The objective of the current work is to examine the influence of a connective border condition, internal 

heat generation, and chemical reaction on the thermal boundary layer MHD heat and mass transfer 

flow over a moving flat plate. A stream of cold fluid travels over the upper surface of the plate, creating 

a chemical reaction and heat source, while the lower surface of the plate is in touch with a hot fluid. 

By applying the appropriate transformation for a variable, the controlling nonlinear equation of flow, 

heat transfer, and concentration is reduced to a collection of nonlinear ordinary differential equations, 

which are then numerically solved using the runge-kutta fourth order approach with respect to shooting 

method. It is demonstrated how physical parameters affect temperature, concentration, and velocity. 

Keywords: Heat Transfer, Similarity variable, Stream function, Kinematics viscosity, skin friction 

thermal expansion, gravitational acceleration. 

 

Introduction 

Most real-world problems in many academic fields, such as science and engineering, are first stated as 

mathematical models before they are addressed. These models typically yield a differential equation. 

A differential equation is a mathematical expression that links an unknown function to one or more of 

its derivatives. In many academic disciplines, including engineering and the sciences, the problems are 

first formulated as mathematical models and then solved. This include the investigation of mass 

transfer and convective flow with heat and magnetic field effects, as well as chemical reactions with 

heat sources. These models yield a differential equation. The chemical, petroleum, and other industries 

should take note of this phenomenon. A common result of these models is a differential equation. This 

phenomena is significant to the petroleum, chemical, and other industries. In nature, natural convection 

flows happen often as a result of variations in temperature, concentration, and other factors working 

together. Differential equations have a significant role in many branches of mathematics, including 

celestial mechanics and dynamics. The impact of chemical reactions and hall currents on the 

hydromagnetic flow of a stretching vertical surface with internal heat generation or absorption has 

been studied by Abdul-Aziz (2008). Given their significance for a wide range of technical applications, 

boundary-layer flows over a moving plate are very important, especially when it comes to the 

mailto:Auwalmuuhammad1@gmail.com
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production of fibers for the glass and polymer industries. Sakiadis's work (1961). was the first and 

foremost to examine boundary-layer behavior in moving surfaces in quiescent fluid. Many researchers 

have since worked on the issue of moving or stretching plates in many contexts. Examples of these 

researchers include Cortel (2007), Ishak (2009), Fang (2008), Rahimi (2017), and others. Similarity 

solutions are found to be helpful in the interpretation of some fluid motions at large Reynolds numbers 

in the boundary-layer theory. The chemical reaction, heat, and mass transfer in non-linear MHD 

boundary flow through a vertical porous surface in the presence of suction have all been studied by 

Rajeswari 𝑒𝑡𝑎 𝑎𝑙.. (2009). For two dimensional, axis-symmetric, and three dimensional bodies, there 

are frequently similarity solutions for the stagnation point flow and flow over semi-infinite plates. In 

certain unique situations, in the absence of a similarity solution, one must solve a system of partial 

differential equations (PDEs) that are nonlinear. Auwal 𝑒𝑡𝑎 𝑎𝑙.. (2023). Investigate the numerical 

method for the study of heat Generation in the thermal boundary layer for a plate. The impact of 

internal heat generation, thermal radiation, and chemical reaction on chemically responding magneto 

hydrodynamics was studied by Olanrewaju 𝑒𝑡𝑎 𝑎𝑙.. (2016). Velocity profiles are similar for boundary 

layer flows with similarity. However, non-similarity flows lose this form of similarity. It is evident 

that boundary-layer flows with non-similarity are more significant in theory and practice, as well as 

having a more broad nature. Engineering uses for incompressible fluid flowing past a moving surface 

are numerous. This notion was then introduced by Aziz 𝑒𝑡𝑎 𝑎𝑙.. (2009) with a comparable solution for 

a laminar thermal boundary layer over a flat plate with a convective surface of a boundary condition. 

Due to its many engineering applications, including post-accident heat removal in nuclear reactors, 

solar collectors, drying processes, heat exchangers, geothermal and oil recovery, building construction, 

etc., convective flow in porous media has been extensively investigated in recent years. The unstable 

force and free convection flow via an infinite permeable vertical plate are investigated by Daniel 

𝑒𝑡𝑎 𝑎𝑙.. (2013). Using a Laplace transformation approach, Basant 𝑒𝑡𝑎 𝑎𝑙.. (2016) studied the combined 

effect of suction and injection on MHD free convection flow in a vertical channel with heat radiation. 

In the presence of thermal radiation, Olanrewaju (2012) investigates the similarity solution for natural 

convection from a moving vertical plate with internal heat generation and convective boundary 

condition. It's common knowledge that traditional heat-transfer fluids, such oil, Since the thermal 

conductivity of water and ethylene glycol mixture affects the heat transfer coefficient between the heat 

transfer medium and the heat transfer surface, these fluids are poor heat transfer agents. Murtala 

(2018). The effects of thermal radiation and thermos-diffusion on the flow of heat mass transfer with 

exponentially temperature dependent thermal conductivity have been studied. Over the past several 

years, a novel method of enhancing heat transmission through the utilization of ultratiny solid particles 

in the fluids has been widely applied. Makinde (2005) studied the free-convection flow over a moving 

vertical porous plate with thermal radiation and mass transfer. Dufour and Soret effects on mixed 

convection flow past a vertical porous flat plate with variable suction imbedded were studied by Alan 

and Rahman (2011). In this regard, Ingham 𝑒𝑡𝑎 𝑎𝑙.. (2004) provided a very good description of the 

body of research knowledge. Olanrewaju 𝑒𝑡𝑎 𝑎𝑙.. (2016) investigated the impact of internal heat 

generation, thermal radiation, and chemical reaction dufour Soret on magnetohydrodynamics of 

chemical reactions. Hussein and Hani (2018) devised a novel method for solving boundary layer theory 

of fluid flow via a flat plate numerically using Matlab. Given that the laminar boundary layer equation 

is an ordinary deferential equation of third order that is nonlinear. Using shooting techniques in 
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conjunction with the fourth order Runge Kutta approach, the reduction equation is numerically solved. 

It has been noted that variations in temperature, velocity, and concentration have an impact. 

Mathematical Formulation 

We examine a constant, incompressible fluid flow in two dimensions that is related to convective heat 

transfer across a vertical plate. a temperature-controlled stream of cold fluid (T∞)  traveling at a 

constant speed across the plate's right surface (U∞) while convection from hot fluid at temperature 

warms the plate's left surface(Tf,)  that provide the heat transfer coefficient (hf). (Refer to Figure 1). 

The continuity, energy, together with momentum equation characterizing the fluid flow is been 

expressed as follows: the momentum equation (Boussiniceq approximation) accounts for the density 

change caused by the buoyancy effect. 

 

     
𝜕𝑢

𝜕𝑥
+

𝜕𝑣

𝜕𝑦
= 0                   (1) 

𝑢
𝜕𝑢

𝜕𝑥
+ 𝑣

𝜕𝑢

𝜕𝑦
= 𝑣

𝜕2𝑢

𝜕𝑦2 + 𝑔𝛽(𝑇 − 𝑇∞) + 𝑔𝛽∗(𝐶 − 𝐶𝑤)                                     (2) 

𝑈
𝜕𝑇

𝜕𝑥
+ 𝑉

𝜕𝑇

𝜕𝑦
=∝

𝜕2𝑇

𝜕𝑦2 + 𝑄𝜃               (3) 

 𝜌𝐶𝜌(𝑈
𝜕𝑇

𝜕𝑥
+ 𝑉

𝜕𝑇

𝜕𝑦
) = 𝐾

𝜕2𝑇

𝜕𝑦2 + �̇�                             (4) 

𝑈
𝜕𝐶

𝜕𝑥
+ 𝑉

𝜕𝐶

𝜕𝑦
= 𝐷

𝜕2𝐶

𝜕𝑦2 − 𝐾𝑟𝐼𝐶                      (5)  

given u and v are the x (along the plate) and the y (normal to the plate) parameter of the velocity, 

respectively, T is the temperature, v is the kinematics viscosity of the fluid, and α is the thermal 

diffusivity of the fluid and β is the thermal expansivity constant. The velocity boundary conditions 

can be expressed as  

𝑢(𝑥, 0) = 𝑣(𝑥, 0) = 0             (6) 

𝑢(𝑥, ∞) = 𝑈∞              (7) 

The boundary condition at the plate surface is far into the cold fluid which can be written as 

 

– k
 𝜕𝑇

𝜕𝑦
 (x,0) = ℎ𝑓 [𝑇𝑓 − T(x,0)]           (8) 

𝑇(𝑥, ∞) = 𝑇∞                             (9) 

given a similarity variable and a dimensionless stream function 𝑓(𝜂) and temperature θ(𝜂) as 

𝜂 =
𝑦

𝛿
= 𝑦√

𝑈∞

𝜗𝑥
=

𝑦

𝑥
√𝑅𝑒𝑥   ,     
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𝑈∞
= 𝑓𝐼  𝑣 =

1

2
 √

𝑉𝑈∞

𝑥
 (𝜂𝑓𝐼 − 𝑓)   
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𝜃 =
𝑇−𝑇∞

𝑇𝑓−𝑇∞
        ∅ =

𝐶−𝐶∞

𝐶𝑤−𝐶∞
 𝐺𝑟𝑥 =

𝑔𝛽(𝑇𝑓−𝑇∞)𝑥

𝑈0
2  𝐺𝑐𝑥 =

𝑔𝛽∗(𝐶𝑤−𝐶∞)𝑥

𝑈0
2  Bi𝑥 =

ℎ𝑓

𝑘
√

𝑣𝑥

𝑈0
  

 𝑃𝑟 =
𝑣

𝛼
         𝑆𝑐 =

𝑣

𝐷
      𝑆𝑥 =

𝑄0𝑥

𝑈0𝜌𝐶𝜌
        𝐾𝑟𝑥 =

𝐾𝑟𝐼𝑥

𝑈0
  ,  𝑁𝑐 =

𝐶∞

𝐶𝑤−𝐶∞
                             

(10) 

The prime symbol indicates derivative with respect to 𝜂, with the local Reynolds number is 

represented as  𝑅𝑒𝑥 = 𝑈∞𝑥/𝑣 Equations (1) through (9) yield  

 

𝑓𝐼𝐼𝐼 +
1

2
𝑓𝑓𝐼𝐼 + 𝐺𝑟𝑥𝜃 + 𝐺𝑐𝑥∅ = 0              (11) 

𝜃𝐼𝐼 +
1

2
𝑃𝑟𝑓𝜃𝐼 + 𝑃𝑟𝑆𝑥𝜃 = 0                          (12) 

 ∅𝐼𝐼 +
1

2
𝑆𝑐𝑓∅𝐼 − 𝑆𝑐𝐾𝑟𝑥∅ − 𝑆𝑐𝐾𝑟𝑥𝑁𝑐 = 0         (13) 

𝑓 (0) = 𝑓𝐼(0) = 0, θ'(0) =−  Bix [1− θ (0)]        (14) 

𝑓𝐼(∞) = 1, θ (∞) = 0           (15) 

               

Bi𝑥 =
ℎ𝑓

𝑘
√

𝑣

𝑈0
  ,    𝑃𝑟 =

𝑣

𝛼
  ,  𝐺𝑟𝑥 =

𝑣𝑥𝑔𝛽(𝑇𝑓−𝑇∞)

𝑈0
2             (16) 

The momentum and energy equations to has a similarity solution, the parameters Grx and Bix have to 

be constants rather than x-dependent functions, as in Eq. 16. This requirement can be met given the 

heat transfer coefficient as hf is directly proportional to x−1/2  and the thermal expansivity term 𝛽 is 

proportional to x−1.. We consequently assume 

 

          ℎ𝑓 = 𝑐𝑥−1/2 ,      𝛽 = 𝑚𝑥−1           (17) 

where c and m are constants. Substituting Eq. (17) into Eq. (16), we have 

𝐵𝑖 =
𝑐

𝑘
√

𝑣

𝑈0
    ,      𝐺𝑟 =

𝑣𝑚𝑔(𝑇𝑓−𝑇∞)

𝑈0
2               (18) 



Proceedings of International Conference on Mathematical Modelling Optimization and Analysis 

of Disease Dynamics (ICMMOADD) 2024 

 
 

334 
 

When Bix and Grx are defined as in Eq. (16), the solutions of Equation. (11)–(15) produce the 

similarity solutions with Bi and Gr defined by Eq. (18). Nevertheless, the solutions generated are the 

local similarity solutions. 

 

Numerical Solutions  

The fourth-order Runge–Kutta approach using a shooting strategy is used to solve the coupled 

nonlinear Eqs. (11) and (12) with the boundary conditions in Equation. (13) and (14) on Maple (2003). 

The numerical solution with accuracy to the seventh decimal place is obtained using the step size 0.001 

as the convergence criterion. 

 

     

Result Discussion 

Numerical analyses have been performed for various parameter values governing the fluid flow within 

the domain. The convective parameter Bi is used in the following ways: 0.05, 0.10, 0.20, 0.40, 0.6, 

0.80, 1, 5, 10, and 20; the Grashof number (Grashof number Grx) is used in the following ways: Gr 

greater than 0. The current results exhibit great agreement with the acquired outcome when compared 

to past work. Our findings are presented in Tables 1 and 2 as well as Figures 1–5 below. Table 1 

compares Aziz's (2009) work for the Prandtl number (Pr=0.72), and it is evident that there is a good 

level of consistency even in the absence of the Grashof number. Table 2 displays the skin-friction and 

surface heat transfer rate are positively correlated with the local Grashof number and convective 

surface heat transfer parameter. Moreover, a rise in the fluid Prandtl number accelerates heat transfer 

at the plate surface while lowering skin friction. At the plate surface, the fluid velocity is typically 0 

and increases gradually toward the freestream value that satisfies the boundary conditions as one 

moves away from the plate. The noteworthy thing to notice is that there is a small increase in fluid 

velocity within the boundary layer when convective surface heat transfer intensity (Bix) increases. An 

increase in the local Grashof number as a result of buoyancy effects shows a similar trend. 

Additionally, the outcome of The fluid temperature reaches its peak near the plate's surface and then 

exponentially drops to zero as it gets farther from the plate, meeting the boundary requirements. It is 

evident from these data that the thickness of the thermal boundary layer grows as Bix increases and 

reduces as Grx and Pr values increase. Therefore, while an increase in the Prandtl number and the 

strength of buoyant force slows down the rate of thermal diffusion within the boundary layer, 

convective surface heat transfer increases thermal diffusion. 
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Table 1 Computaional presenting comparison of  𝑓𝐼𝐼(0),  θ (0), 𝜃𝐼(0) and− ∅𝐼(0) for different parameter Bi, Gr, Pr, Gc and Sc 

Bi Gr Pr Gc Sc Makinde(20

13) 

𝑓𝐼𝐼(0) 

-θ'(0) θ(0) −∅𝐼(0) Pres

ent 

𝑓𝐼𝐼(0) 

Prese

nt 

-θ'(0) 

Present 

θ(0) 

Present 

−∅𝐼(0) 

0.1 0.1 0.72 0.1 0.62 -0.402271 0.0786

35 

0.213643 0.333

7 

-

0.40

22 

0.078

6 

0.2136 0.3337 

1.0 0.1 0.72 0.1 0.62 -0.352136 0.2731

53 

0.726846 0.341

0 

-

0.35

21 

0.273

1 

0.7268 0.3410 

0.1 0.5 0.72 0.1 0.62 -0.322212 0.0791

73 

0.208264 0.345

1 

-

0.32

22 

0.079

2 

0.2083 0.3451 

0.1 1.0 0.72 0.1 0.62 -0.231251 0.0796

91 

0.203088 0.356

6 

-

0.23

12 

0.797

0 

0.2031 0.3567 

0.1 0.1 0.72 0.5 0.62 0.3799184 0.0807

11 

0.192889 0.381

3 

-

0.02

64 

0.080

7 

0.1929 0.3814 

0.1 0.1 0.72 0.1 0.62 -2.217928 0.0820

40 

0.179592 0.417

6 

-

0.37

99 

0.082

0 

0.1796 0.4177 

0.1 0.1 1.0 0.1 0.62 -0.407908 0.0661

56 

0.338435 0.180

6 

-

0.40

79 

0.066

2 

0.3384 0.1807 
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0.1 0.1 7.10 0.1 0.62 -0.421228 0.0933

48 

0.066513 0.421

2 

-

0.42

14 

0.081

9 

0.0665 0.3325 

0.1 0.1 0.72 0.1 0.78 -0.411704 0.0784

84 

0.215159 0.384

4 

-

0.41

17 

0.078

5 

0.2152 0.3845 

0.1 0.1 0.72 0.1 2.63 -0.453094 0.0779

15 

0.220841 0.798

1 

-

0.45

30 

0.779

2 

0.2208 0.7981 
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Figure 1: Velocity profile for different value of Br, Kr, Sc for  Pr = 0.72, Gr = 0.1 and Gc=0.1 
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Table 2 computaional presenting 𝑓𝐼𝐼(0) θ (0), 𝜃𝐼(0) and ∅𝐼(0) for different parameter 

Bi Gr Pr Kr Sc 𝑓𝐼𝐼(0) -θ'(0) θ(0) −∅𝐼(0) 

0.1 0.1 0.72 0.1 0.62 -

0.604

8 

0.154

8 

0.5481 0.376

1 

1.0 0.1 0.72 0.1 0.32 -

0.358

5 

0.167

8 

0.6644 0.428

4 

0.1 0.2 0.72 0.1 0.62 -

0.344

2 

0.204

8 

0.7957 0.430

0 

0.1 0.2 0.72 0.1 0.62 -

0.410

2 

0.283

2 

0.7167 0.413

7 

0.1 0.3 0.72 0.2 0.62 -

0.419

8 

0.265

2 

0.7348 0.552

7 

0.1 0.3 0.72 0.4 0.24 -

0.428

7 

0.253

7 
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Figure 2: Temperature profile for different value of Gr, Q, Pr for Kr = 0.72, Br= 0.1 and      Gc=0.1 
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Figure 3: temperature profile for different value of Q, Gc Br for Pr = 0.72, Gr = 0.1 and Sc=0.1 

 

 

Figure 4: concentration profile for different value of Sc, Kr, Gc for  Pr = 0.72, Gr = 0.1 and Gc=0.1 
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 Figure 5: concentration profile for different value of Pr, Gr  for Br = 0.1, Q= 0.2 and Gc=0.5 

 

Conclusion 

In the presence of a heat source, a chemical reaction, and a convective surface that provides a similarity 

solution for the momentum and thermal boundary layer equations, the current analysis has been 

conducted to investigate the heat and mass transfer of MHD flow over a vertical plate with a convective 

surface boundary condition. The thermal expansion coefficient β is proportional to x−1, and the 

convective heat transfer of the fluid heating the plate on its left surface is proportional to x−1/2. The 

several parameters incorporated in the problem were solved using the numerical solutions of the 

similarity equations. The thickness of the thermal boundary layer along the plate tends to decrease due 

to the growing impacts of the Grashof and Prandtl numbers. The dimensionless velocity, temperature, 

and mass boundary layer equations have been solved using the shooting technique with Runge-Kutta 

fourth-order iteration scheme. It has been demonstrated that as the source parameter increases, the 

plate surface temperature and Sherwood number fall while the magnitude of local skin friction and 

local Nusselt number increases. The local skin friction, the plate surface temperature, and the 

Sherwood number all increase as the strength of the chemically interacting substances increases; 

however, the local Nusselt number exhibits the reverse behavior. As the source and chemical reaction 

parameters are increased, the velocity and concentration profile becomes more pronounced and 

declines as the magnetic parameter increases. Boundary layer thickness increases with increasing 

source, mass flux boundary layer thickness, chemical reaction parameter, and plate surface convective 
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heat parameter; boundary layer thickness, mass boundary layer, and velocity decrease with increasing 

Prandtl number. 

 

Nomenclature 

(𝑥, 𝑦) = Represent the cartesian coordinates 

(𝑢, 𝑣) = components of velocity Freestream temperature  

𝑇𝑓 = stands for hot fluid temperature. 

 Gravitational acceleration equals 𝑡𝑜 𝑔 

𝑇∞= represents the fluid temperature.  

Pr = stands for Prandtl number. 

𝑈∞ = velocity of freestream  

 𝐺𝑟𝑥= is the Grashof number locally. 

𝐵𝑖𝑥 = is the parameter for local convective heat transport. 

   K = is the heat conductivity. 
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Abstract 

This research work presents the derivation and implementation of a 4-step linear multistep method of 

block hybrid backward differentiation formula for solving nonlinear second-order initial value 

problems of ordinary differential equations. Collocation and interpolation methods are adopted in the 

derivation of the proposed numerical scheme where the legendary polynomial is adopted as a basic 

function. The 4-step BHBDF has higher order of accuracy p = 11 which implies that it is consistent. 

The proposed numerical block method is further applied to finding direct solution to nonlinear second 

order ordinary differentiation equations. This implementation strategy is more accurate than some 

existing methods considered in the literature. 

  

Keywords:  linear multi step method, block method, hybrid, collocation and interpolation methods 

1. Introduction 

The differential equation is a fundamental tool utilized in the modeling of physical problems that arise 

across virtually all knowledge domains. In the fields of science and engineering, ordinary differential 

Equations (ODEs) are crucial for stimulating real-world problem. For instance, mathematical models 

are frequently created to facilitate comprehension of physical phenomena (Pimenov and Hendy 2015). 

There are various differential equations that we study in calculus to obtain closed form solutions, but 

not all differential equations have finite answers. Even if they have closed form solutions, obtaining 

them can be difficult. In such cases, depending on the need, numerical analysis researchers and scholars 

made significant contributions to the development and derivation of several methods for solving this 

type of equation (Muhammad and Yahaya, 2012; Kuboye and Omar, 2015; Abdulrahim and Omar, 

2016; Muhammad, et al., 2020). Because exact solutions to differential equations are difficult to find, 

numerical methods play an important role in providing approximate solutions to them. The type and 

category of ordinary differential equations (ODEs) to be solved drive the creation of numerical 

methods such as the linear multistep approach, the single-step method, finite difference, finite element, 

and finite volume. The mathematical representation of physical problems leads to the approximation 

of ordinary differential equations (ODEs) using initial or boundary conditions (Omole et al., 2023). 

Differential equations fall into two categories: first are ordinary differential equations (ODEs) 

(Zwillinger, Danie and l 2021) 

Zwillinger, Danie, and and Vladimir Dobrushkin. l. Handbook of differential equations. . 2021. 

, where the unknown function is a function of just one independent variable and is expressed as follows: 

  

                                ( )
( ) ( ) ( ) ( )2 3

2 3
, , , , ,..., 0

n

n

du t d u t d u t d u t
f t u t

dt dt dt dt

 
= 

 
                      (1) 
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And partial differential equations (PDEs) in which the unknown function is a function of two or more 

independent variables and the equation involves its partial derivatives. In real life, ordinary differential 

equations are used to explain thermodynamics ideas, compute the movement or flow of electricity, and 

move an object back and forth like a pendulum.  

2. Literature Review 

Muhammad et al. (2020) reformulated an implicit block hybrid backward differentiation formula for 

k = 2 into a Runge-Kutta Type Method (RKTM of the same step number. The method so formed can 

be used to solve both first and second order IVPs. Mohammed et al. (2022) formulated block hybrid 

backward differentiation formula for the solution of stiff systems of ordinary differential equation 

through continuous collocation approach. In the research work, 𝑘 off - grid points were incorporated 

at interpolation in order to retain the single function evaluation characteristic, which is peculiar to 

backward differentiation formula. They are frequently employed in fields like physics and engineering, 

where it might be challenging to get the precise answer. Akinfenwa et al., (2013), Adeyeye and Omar 

(2016), Audu et al.,  (2022), Cardone and D’Ambrosio (2018), Yahaya and Mohammed (2010), 

Mohammed and Yahaya (2010), Mohammed (2010), Muhammad et al. (2015a), Muhammad et al. 

(2015b). Also Akinfenwa et al. (2017) derived a self-starting second derivative multistep block method 

which uses logic behind the Simpson’s 3/8 rule for quadrature using collocation and interpolation 

techniques to obtain approximate solutions to stiff differential equations. Their method is of order eight 

and A-Stable, effective and reliable for stiff systems of ordinary differential equations.  Using a new 

class of orthogonal polynomials that Adeyefa (2017) created, a one-step hybrid block technique was 

developed using this new basis function. The others are Yukusak and Owolanke (2018), Abualnaja 

(2015), Olabode and Momoh (2016), Mohammed et al. (2021), and Olanegan et al. (2015).  

3. Methodology 

The derivation process starts from an orthogonal polynomial of the form: 

( ) ( )
1

0

r s

j i

i

U t c L t
+ −

=

=                               (2) 

where r and s are number of interpolations and collocations points respectively, 'ic s  are coefficients 

(to be determined) of the Legendre polynomial. In this project a class of 4-step hybrid block method 

is proposed for solving ODEs in second order. 

3.1 4-Step Block Hybrid BDF for Second Order (BHBDF II) 

As specified above, the degree of the Legendre polynomial for the proposed method for approximating 

the exact solution of ODEs is 12 and it is given be 

( ) 2 3 4 2 5 3

0 1 2 3 4 5

6 4 2 7 5 3

6 7

8 6 4 2

3 1 5 3 35 15 3 63 35 15

2 2 2 2 8 4 8 8 4 8

231 315 105 5 429 693 315 35

16 16 16 16 16 16 16 16

6435 3003 3465 315

128 32 64 32

U t c c t t c t t c t t c t t t c

t t t c t t t t c

t t t t

       
= + + − + − + − + + − +       

       

   
+ − + − + − + −   
   

+ − + − 9 7 5 3

8 9

10 8 6 4 2

10

11 9 7 5 3

35 12155 6435 9009 1155 315

128 128 32 64 32 128

46189 109395 45045 15015 3465 63

256 256 128 256 256 256

88179 230935 109395 45045 15015 69

256 256 128 128 256

c t t t t t c

t t t t t c

t t t t t

   
+ + − + − +   

   

 
+ − + − + − 
 

+ − + − + − 11

12 10 8 6 4 2

12

3

256

676039 969969 2078505 225225 225225 9009 231

512 512 1024 1024 1024 512 1024

t c

t t t t t t c















  
   


 

+ − + − + − +  
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(3) 

Interpolating (4) at ( ),0 4,
5

i j

i j i

t
t j t t jh

+

+=   = +  and collocating its second derivative at 4it t += , 

lead to the following 13 13 system of equations. h is a given step size. 

( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( )

1 1 2 2
5 5 5 5

6 6 7 7
5 5 5 5

11 11 12 12
5 5 5 5

16 16 17 17
5 5 5 5

1 1

2 2

3 3

4 4

, ,

, ,

, ,

, ,

i i i i i i

i i i i i i

i i i i i i

i i i i i i

i i

U t u U t u U t u

U t u U t u U t u

U t u U t u U t u

U t u U t u U t u

U t v

+ + + +

+ + + + + +

+ + + + + +

+ + + + + +

+ +

= = =



= = = 



= = = 

= = =

 =


                                                   (4) 

Using the matrix inversion technique via the Maple software, (5) is solved for 'jc s  whose values are 

the substituted back into (3.4) and then simplified to obtain the continuous collocation method of the 

form:  

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( )

1 1 2 2 6 6 7 7
5 5 5 5 5 5 5 5

11 11 12 12 16 16 17 17
5 5 5 5 5 5 5 5

0 1 1 2 2

2

3 3 4 4

i i ii i i i

i ii i i i

U t t u t u t u t u t u t u t u

t u t u t u t u t u h t v

      

     

+ ++ + + +

+ ++ + + +

= + + + + + +

+ + + + + +
                           (5)  

Equation (6) is the continuous scheme of the proposed method whose by the tradition of BDF has only 

one evaluation point which is 4it t h= + . And upon implementing this, the following obtainable 

scheme from (6) is given below.  

1 2 6
5 5 5

7 11
55

4 1

2

4899694293 993505500 169955950 94709296656 50567692500

3719054980 120322367 10938397 601611835 120322367

4172844600 34685775774 10813166000

10938397 54691985 10938397

i i ii i i

i ii

u u u u u u

u u u

+ ++ + +

+ ++

= − + − + −

+ − + 12
5

16 17
5 5

2

3 4

63868346100

120322367

9906198264 77374571625 96247674900 1120392

54691985 481289468 2045480239 54691985

i

i ii i

u

u u u h v

+

+ ++ +

−

+ − + +

          

(6)        

The proposed method is aimed to be implemented to solve ODEs via block method. Hence there is 

need to generate additional schemes to (7) from the same continuous scheme that would meet the 

algebraic condition for unique solution. To do this, the second derivative of (6) is evaluated at 
1 2 6 7 11 12 16 17

; , , , , 2, , ,3, , , 4
5 5 5 5 5 5 5 5

i jt j+ =   
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1 2 6
5 5 5

7
5

1

2

118776743969751 7430962304040 2516108892252 13699667032800

132317548848290 10118400794281 299360970245 778338522637

762446279980 43811811253144 11085

59872194049 3891692613185

i ii i i

ii

u u u u u

u u

++ + +

++

= − + −

+ − + 11 12
5 5

16 17
5 5

1
5

3

2

490664136 369275089230

778338522637 59872194049

50435475197052 999470883023 1674488981985

50592003971405 1556677045274 13231754884829

727709675616 2064130992

14788431930103

i i

i i

i

u u

u u u

h v

+ +

+ + +

+

−

+ − +

− − 2

4
73942159650515

ih v +

   

(7) 

2 1
5 5

6 7
5 5

1

2

162949331766897 688549885920 8642709843456

6730172803077020 1041822415337 5209112076685

49774082502690 2621794350240 7843200018381

19794625891403 1799511444673 8997557223365

i ii i

ii i

u u u u

u u u

++ +

++ +

= − + +

− + −

+ 11 12
5 5

16 17 2
55 5

3

2

20104511685440 427817388609 513518289696

19794625891403 1041822415337 8997557223365

2803874420295 2274177560928 47778918096

79178503565612 336508640153851 1799511444673

11

ii i

ii i

u u u

u u h v

++ +

++ +

− +

− + −

− 2

4

843832

8997557223365
ih v +

          

(8) 

1 2 6
5 5 5

7 11
55

1

2

43265431323857 143367625 3314955875 2649296125

303982967085952 426884812 11099005112 1280654436

2223555125 1117406411 1942982125 122364612

1494096842 853769624 1173933233

i i i i i

i ii

u u u u u

u u u

+ + + +

+ ++

= − + +

− + − + 12
5

16 17
5 5

3

2

4

5

1707539248

964258361 1019235875 1814552875 164075955

8324253834 13660313984 123369710668 14514083608

693

213442406

i

i ii i

i

u

u u u hu

h v

+

+ + +

+

− + − +

+

                      (9) 

6 1 2
5 55

7
5

1 2

59524779287 1326433964 83450292145

159151539026620 468092761843 12170411807918

1191667384144 230525811560 132388629703

2340463809215 468092761843 4680927618430

3012664208

6687

i i ii

i ii

u u u u

u u u

+ ++

+ ++

= − + −

+ + +

− 11 12
5 5

16 17 6
5 5 5

3

2

2

4

9969019315 111667102712

0394549 468092761843 30426029519795

4435631215 3713585660 8663210424

1872371047372 7957576951331 468092761843

236808

2340463809215

ii i

i i i

i

u u u

u u h v

h v

++ +

+ + +

+

+ −

+ − −

+

        



Proceedings of International Conference on Mathematical Modelling Optimization and Analysis 

of Disease Dynamics (ICMMOADD) 2024 

 
 

349 
 

(10) 

          

7 1 2
5 55

6
5

1 2

35729475129 4920894145 1683160836

31239901916740 643174451227 108587894363

539977310436 42463381920 307950693356

3215872256135 91882064461 292352023285

93728957670

91882064461

i i ii

i ii

u u u u

u u u

+ ++

+ ++

= − + −

+ + +

− 11 12
5 5

16 17 7
5 5 5

3

2

2

4

236475241011 163964431473

643174451227 3800576302705

9558245185 53101972005 4725387504

367528257844 10933965670859 108587894363

484488

542939471815

ii i

i i i

i

u u u

u u h v

h v

++ +

+ + +

+

+ −

+ − −

+

           

(11) 

1 2
5 5

6 7
5 5

2 1

220572654003 281300270000 673791569625 1165672110144

153425883810892 29331418963847 34664404230001 4190202709121

3771743943750 220713488000 4394815

4190202709121 205114817929

i i ii i

i i

u u u u u

u u

+ ++ +

+ +

= − + − +

− + + 11 12
5 5

16 17
5 5

2

3 2

20000 2032984418625

4190202709121 4190202709121

2223584219904 4503232956875 38984754000 23626937520

34664404230001 117325675855388 5479495850389 380927519011

484488

38092751

i i

i ii i

u u

u u u h u

+ +

+ ++ +

+

− + − −

+ 2

4
9011

ih v +

        

(12) 

11 1 2
5 5 5

6 7
5 5

1

1610931429 199983510 4610182940

55387820088340 1140337472407 14824387141291

9496656336 155117232 1732516335

5701687362035 162905353201 325810706402

410605748388

814526766005

ii i i

i i i

u u u u

u u u

+ + +

+ + +

= − + −

+ − −

+ 12
5

16 17 11
55 5

2 3

2

2

4

577473159735 1448598058281

1140337472407 148243871412910

21929922459 2149394970 2887736808

4561349889628 2769391004417 162905353201

78936

814526766005

i ii

ii i

i

u u u

u u h v

h v

+ ++

++ +

+

+ −

+ − −

+

             

(13) 



Proceedings of International Conference on Mathematical Modelling Optimization and Analysis 

of Disease Dynamics (ICMMOADD) 2024 

 
 

350 
 

12 1 2
5 5 5

6 7
5 5

1

737000782381 13972744540 353004129610

188075458963660 553163114599 7191120489787

1571408160272 893315875620 875764873192

2765815572995 553163114599 553163114599

10327761506

ii i i

i i i

u u u u

u u u

+ + +

+ + +

= − + −

+ − +

− 11
5

16 17 12
55 5

2 3

2

018 2546494175120 23121588004856

2765815572995 553163114599 35955602448935

35955602448935 486856004716 60642472968

2212652458396 9403772948183 553163114599

19215504

27658155

i ii

ii i

u u u

u u h v

+ ++

++ +

+ −

+ − +

+ 2

4
72995

ih v +

                        (14) 

1 2
5 5

6
5

3

1

21843227531489 2070677464375 365735910500

19311753828207236 283996379826577 25817852711507

46377146659948 131376152180000 11647928985875

283996379826577 283996379826577 25817852711

i i i i

i i

u u u u

u u

+ + +

+ +

= − +

− + − 7
5

11 12
5 5

16 17
5 5

2

507

27445244184332 576419714438750 417083651983375

25817852711507 283996379826577 283996379826577

751171463501875 93560142294125 716683771

1135985519306308 4827938457051809

i

i i i

i i

u

u u u

u u

+

+ + +

+ +

+ − +

+ − − 2

3

2

4

440

25817852711507

35531496

25817852711507

i

i

h v

h v

+

+−

                    (15) 

16 1 2
5 55

6
5

1

15521609114019 1152542307152 28416106407480

4030212808091735 47414268330491 616385488296383

114114431032512 61723730000688 56873025990880

237071341652455 47414268330491 474142683

i i ii

i i

u u u u

u u

+ ++

+ +

= − +

− + − 7
5

11 12
5 5

17
5

2

3

30491

502758613885528 161062432009920 88992550681380

237071341652455 47414268330491 47414268330491

362584687682976 511877886577680 1455419351

3081927441481915 806042561618347

i

i i i

i i

u

u u u

u u

+

+ + +

+ +

+ − +

+ + − 16
5

2

2

4

232

47414268330491

4128261984

237071341652455

i

i

h v

h v

+

+−

              

(16) 
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Also, the first derivative of (3.6) is evaluated at the same points as above in order to cater for the first 

derivative term of a general second order ODE in the implementation process of the method. 
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48908643201535 575395802371 7480145430823 2876979011855

611251923744 570588800320 539865645211

575395802371 575395802371

i ii ii

i i

u u u u u

u u

++ ++

+ +

= − + − +

− + − 11
5

12 17 16
5 5 5

2

3

2 1805963499648

2876979011855 575395802371

1068920095320 56898239340096 2185664231520 121284945936

575395802371 37400727154115 9781728640307 575395802371

30735936

2876979011

i i

ii i i

u u

u u u hu

+ +

++ + +

+

− + − +

+ 2

4
855

ih v +

  (21)

17 1 2
5 55

6 7
5 5

1

215079595038 271730159085 20119102506272 27057554793808

39009452634895 7801890526979 304273730552181 39009452634895

14671221962880 13562180574096

7801890526979 7801890526979

i ii ii

i i

u u u u u

u u

++ ++

+ +

= − + −

+ − 11
5

12 16
5 5

2

3

122356216558752 119450162548640

39009452634895 23405671580937

22640428824552 756052232336016 16153821432210 687281360304

7801890526979 507122884253635 7801890526979 7801890526979

i i

ii i

u u

u u u h

+ +

++ +

+ −

+ − + + 17
5

2

4

986965056

39009452634895

i

i

u

h v

+

+



−

     (22) 

3.1   Convergence Properties of the Methods 

In this section, we examine the order and error constant for consistency and also zero stability. 

According Lambert (1973), zero stability and consistency of a linear multistep method are necessary 

and sufficient conditions for its convergence. 

 

3.3 Order and error constants   

The linear differential operator L associated with (6) is defined by  

( ) ( ) ( ) ( )
0

;
k

nn

j j

j

L u t h u t jh h u t jh 
=

 = + − +                                 (23) 

where n  is the order of the differential equation considered. Expanding (8) in Taylor series, we have  

( ) ( ) ( ) ( ) ( )0 1 2; ... q q

qL u t h c u t c hu t c hu t c h u t = + + + +                             (24) 

where 
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Definition 3.1:  The LMM (8) is said to be of order p if 0 1 2 1... 0p pc c c c c += = = = = =  and 0p nc +   is 

the error constant.  

Definition 3.2:  The LMM (8) is said to be consistent if it has order of accuracy p>1  

3.2   Order and error constants of BHBDF II 

Considering the discrete scheme (7), the coefficients are given as follows:  
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and applying (9),  

( ) ( )

( )

1 2 6 7 11 12 16 17
5 5 5 55 5 5 5

1 2 6 7 11 12 16
5 5 5 55 5 5

17
5

0 0 1 2 3 4

1 1 2 3

4

0

1 2 6 7 11 12 16
2 3

5 5 5 5 5 5 5

17
4 0

5

c

c

            

         

 

= + + + + + + + + + + + + =

             
= + + + + + + + + +             
             

 
+ + = 
 

( ) ( )

( )

1 2 6 7 11 12
5 5 5 55 5

16 17
5 5

2 2 2 2 2 2
2 2

1 2 3

2 42 2
2

4

1 2 6 7 11 12
2 3

5 5 5 5 5 51
0

2! 16 17
4

5 5

c

        



  

            
+ + + + + + + +            

            = − =
 

    + + +    
    

( ) ( )

( )

( )
1 2 6 7 11 12
5 5 5 55 5

16 17
5 5

3 3 3 3 3 3
3 3

1 2 3

3 43 3
3

4

1 2 6 7 11 12
2 3

5 5 5 5 5 51
4 0

3! 16 17
4

5 5

c

        



  

            
+ + + + + + + +            

            = − =
 

    + + +    
    

( ) ( )

( )

( )
1 2 6 7 11 12
5 5 5 55 5

16 17
5 5

4 4 4 4 4 4
4 4

1 2 3

2

4 44 4
4

4

1 2 6 7 11 12
2 3

5 5 5 5 5 51 1
4 0

4! 2!16 17
4

5 5

c

        



  

            
+ + + + + + + +            

            = − =
 

    + + +    
    

( ) ( )

( )

( )
1 2 6 7 11 12
5 5 5 55 5

16 17
5 5

5 5 5 5 5 5
5 5

1 2 3

3

5 45 5
5

4

1 2 6 7 11 12
2 3

5 5 5 5 5 51 1
4 0

5! 3!16 17
4

5 5

c

        



  

            
+ + + + + + + +            

            = − =
 

    + + +    
    

( ) ( )

( )

( )
1 2 6 7 11 12
5 5 5 55 5

16 17
5 5

5 5 5 5 5 5
5 5

1 2 3

3

5 45 5
5

4

1 2 6 7 11 12
2 3

5 5 5 5 5 51 1
4 0

5! 3!16 17
4

5 5

c

        



  

            
+ + + + + + + +            

            = − =
 

    + + +    
    



Proceedings of International Conference on Mathematical Modelling Optimization and Analysis 

of Disease Dynamics (ICMMOADD) 2024 

 
 

354 
 

( ) ( )

( )

( )
1 2 6 7 11 12
5 5 5 55 5

16 17
5 5

7 7 7 7 7 7
7 7

1 2 3

5

7 47 7
7

4

1 2 6 7 11 12
2 3

5 5 5 5 5 51 1
4 0

7! 5!16 17
4

5 5

c

        



  

            
+ + + + + + + +            

            = − =
 

    + + +    
    

( ) ( )

( )

( )
1 2 6 7 11 12
5 5 5 55 5

16 17
5 5

8 8 8 8 8 8
8 8

1 2 3

6

8 48 8
8

4

1 2 6 7 11 12
2 3

5 5 5 5 5 51 1
4 0

8! 6!16 17
4

5 5

c

        



  

            
+ + + + + + + +            

            = − =
 

    + + +    
    

( ) ( )

( )

( )
1 2 6 7 11 12
5 5 5 55 5

16 17
5 5

1 2
5 5

9 9 9 9 9 9
9 9

1 2 3

7

9 49 9
9

4

13 13

1

13

1 2 6 7 11 12
2 3

5 5 5 5 5 51 1
4 0

9! 7!16 17
4

5 5

1 2 6

5 51

13!

c

c

        



  

  

            
+ + + + + + + +            

            = − =
 

    + + +    
    

   
+ + +   

   
=

( )

( ) ( )

( )
6 7 11

55 5

12 16 17
5 5 5

13 13 13
13

2

11

413 13 13
13 13

3 4

7 11
2

5 5 5 1 190648242
4

11! 117502311523437512 16 17
3 4

5 5 5

   



    

      
+ + +      

       − =
 

      + + + + +      
      

 

Hence the method is of order p = 11 and the error constant is 2

190648242

1175023115234375
pc + =   

Similar procedure is applied to the discrete schemes that constitute the block members of BHBDF II 

and the summary of the order and error constants is given in the tables below: 

Table 3.1: Order and Error Constants of BHBDF II 

Equation Order p Error constants 

cp+2 

3.7 11 1.622506311 x 10-

9

 

3.8 11 3.097970596 x 10-

9

 

3.9 11 -9.197700413 x 

10-11

 

3.10 11  3.621094306 x 10-

10

 

3.11 11  9.875049942 x 10-

12

 

3.12 11  6.196932974 x 10-

11

 

3.13 11   8.33642171 x 10-

11

 

3.14 11  3.623624551 x 10-

12

 

3.15 11  3.18967290 x 10-

10

 

3.16 11 -8.96155326 x 10-

11
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Table 1 displays the order of accuracy of each member of the derived block method (BHBDF II) with 

its corresponding error constant. It is revealed from analysis that the block method is of uniform order 

p = 11 which is greater than 1. Hence the method is said to be consistent. 

 

3.3 Zero stability 

In order to characterize the method for stability, we rewrite the derived schemes as a matrix difference 

equation as follows: 

( ) ( ) ( )1 0 1

1

n

w w wP U P U h Q V−= +                           (25) 
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− − − − −− − − −− − − −

+ + ++ + ++ +

=

=

= ( )12 16 17
5 5 5

3 4, , , ,
T

n nn n
v v v v+ ++ + +










 

and 
( ) ( ) ( )1 0 1

, ,P P Q  are matrices whose entries are given by the coefficients of the block method, whose 

first characteristic polynomial is given as 

( ) ( ) ( )1 0
P P  = −                (26) 

Definition (Zero Stability) 3.3 :  A block linear multistep method is said to be zero stable if the roots 

( )k of the difference equation in (3.46) as 0h→  is  1k  , 1,...,k n=  and the multiplicity of the 

roots 1k = is not greater than the order of the ODE. 

Zero Stability of BHBDF II, The first characteristics polynomial is given as:  

( ) ( ) ( ) ( )1 0 120.000013519 1 0P P    = − = + =                                  (27)

 0,0,0,0,0,0,0,0,0,0,0,1 =  

3.17 11 -4.181635836 x 

10-10

 

3.18 11 -1.622744053 x 

10-10 



Proceedings of International Conference on Mathematical Modelling Optimization and Analysis 

of Disease Dynamics (ICMMOADD) 2024 

 
 

356 
 

Hence the proposed method BHBDF II is zero stable.  

4. Results and Discussion 

Problem 2:  

Consider the nonlinear problem in Guler et al. (2019):  ( )
2 2 1 sinu u u t + − = − , ( ) ( )0 0, 0 1u u= =  

and h = 0.01 Exact Solution: ( ) sinU t t=  

 

 

Table 4.2: Comparison of the Exact and Numerical Results for Problem 2 

T Exact solution Numerical solution 

0.1 0.099833416646828152307 0.099833416646828141012 

0.2 0.19866933079506121546 0.19866933079506114447 

0.3 0.29552020666133957511 0.29552020666133937661 

0.4 0.38941834230865049167 0.38941834230865008339 

0.5 0.47942553860420300027 0.47942553860420229076 

0.6 0.56464247339503535720 0.56464247339503424468 

0.7 0.64421768723769105367 0.64421768723768942938 

0.8 0.71735609089952276163 0.71735609089952051408 

0.9 0.78332690962748338846 0.78332690962748041151 

1.0 0.84147098480789650665 0.84147098480789267764 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.2: Graph of Exact and Numerical Solutions for Problem 2 

 

Problem 3:  

Consider the nonlinear problem:  ( )( )
33 cos sin 10 99 sinu u u t t t  + + = + − , with the following 

initial conditions ( ) ( )0 1, 0 10u u = =  and h = 0.005 

Exact Solution: ( ) ( )( )cos sin 10U t t t= + ,  where 1010 −=     

Table 4.3: Comparison of the Exact and Numerical Results Problem 3 

T Exact solution Numerical solution 

0.005 0.99998750003103956190 0.99998750003104148000 
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0.010 0.99995000042664861944 0.99995000042666361119 

0.015 0.99988750212430299300 0.99988750212435328633 

0.020 0.99980000668644471149 0.99980000668656354220 

0.025 0.99968751630044298218 0.99968751630067456136 

0.030 0.99955003377853953694 0.99955003377893889990 

0.035 0.99938756255777835656 0.99938756255841116595 

0.040 0.99920010669991977454 0.99920010670086213063 

0.045 0.99898767089133896263 0.99898767089267724763 

0.050 0.99875026044290880042 0.99875026044473940375 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.3: Graph of Exact and Numerical Solutions for Problem 3 

 

 

 

 

 

Table 4.5: Comparison of Accuracy for Problem 2 

T Exact solution  Error in Guler 

et al. (2019) 

Error in 

Ogunlaran and 

Kehinde 

(2022) 

Error in  

BHBDF II 

0.1 0.099833416646828152307 3.49010-08 9.30010-10 1.13010-17 

0.2 0.19866933079506121546 1.16010-07 1.99010-09 7.09910-17 

0.3 0.29552020666133957511 - - 1.98510-16 
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0.4 0.38941834230865049167 1.13010-07 3.18010-09 4.08310-16 

0.5 0.47942553860420300027 4.61010-07 3.23010-09 7.09510-16 

0.6 0.56464247339503535720 7.80010-07 3.51010-09 1.11310-15 

0.7 0.64421768723769105367 1.40010-06 3.74010-09 1.62410-15 

0.8 0.71735609089952276163 4.160010-06 3.53010-09 2.24810-15 

0.9 0.78332690962748338846 1.40010-05 3.03010-09 2.97710-15 

1.0 0.84147098480789650665 4.10010-05 2.75010-09 3.82910-15 

 

Table 4.6: Comparison of Accuracy for Problem 3 

T Exact solution  Numerical solution  Error in  

BHBDF II 

0.005 0.99998750003103956190 0.99998750003104148000 1.91810-15 

0.010 0.99995000042664861944 0.99995000042666361119 1.50010-14 

0.015 0.99988750212430299300 0.99988750212435328633 5.02910-14 

0.020 0.99980000668644471149 0.99980000668656354220 1.18810-13 

0.025 0.99968751630044298218 0.99968751630067456136 2.31610-13 

0.030 0.99955003377853953694 0.99955003377893889990 3.99410-13 

0.035 0.99938756255777835656 0.99938756255841116595 6.32810-13 

0.040 0.99920010669991977454 0.99920010670086213063 9.42410-13 

0.045 0.99898767089133896263 0.99898767089267724763 1.33810-12 

0.050 0.99875026044290880042 0.99875026044473940375 1.83110-12 

 

5. Conclusion 

In this project, an effective numerical approach for solving higher-order ordinary differential equations 

is sought. To achieve this milestone, the research focused on developing a class of block hybrid 

backward differentiation formula (BDF) that simultaneously generates approximate solutions to an 

equation on the entire interval of integration. The techniques of interpolation and collocation are 

employed for the derivation of the method. In the derivation process of the method, which is four-step, 

that is, k = 4, a number of off-grid points were carefully selected at the interpolation points over the 

interval [0, 4] for the second ODE, BHBDF II. Convergence analysis of the methods reveals that 

BHBDF II has an order of accuracy (p + 2) of eleven. The methods are zero stable and consistent, 

which implies their convergence. Furthermore, numerical experiments were carried out where BHBDF 

II was implemented on several nonlinear second problems. The graphical illustrations displayed 

therein show that the method conforms to the exact solution. Further comparative analyses of BHBDF 

II in tables 2–4 reveal that the method has the advantage of producing smaller global errors over several 

existing methods in the literature, including some of the most recent ones. Error analysis in comparison 

with some existing methods further testifies the efficacy of the method. 
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Abstract 

2D Electrical Resistivity Imaging (ERI) and A comprehensive geotechnical investigation consisting 

of pit digging were carried out to investigate the subsurface formation at the proposed Dam site in FUT 

Minna Gidan Kwano campus. The aim of this study is to thoroughly assess the integrity of a dam site 

structure, ensuring its long-term safety and functionality. The Wenner array method was chosen for its 

effectiveness in capturing subsurface resistivity variations. Electrode spacing ranged from 10 to 100 

meters in 10-meters increment to allow for a particle investigation of the subsurface at varying depths. 

Two survey profiles (Profile A and Profile B) were established, extending 300 meters each. The 

profiles were strategically located to capture potential spatial variations, set at an interval of 

approximately 240 meters and 120 meters to the western and eastern flank respectively of the river in 

the study area to ensure a representative survey area. A systematic data collection approach was 

adopted using the ABEM SAS 4000 Terrameter, with resistance (R) measurements recorded for each 

electrode spacing along both profiles. The data were processed and interpreted by applying 2D 

inversions RES 2D software. Result from the ERI recognizes four (4) layers from the profiles as; 

Topsoil, gravelly sand, weathered basement and fresh basement. Result from the geotechnical tests 

reveals that the soils within the dam site were classified according to AASHTO soil classification 

system as A-5, A-6 and A-7-6 which implies high plasticity elastic silt, lean clayey soil and silt soils 

respectively. The result from the permeability test indicates that all the samples from the site are of 

low permeability. Analyzing the cohesion (N/m2) and The angle of internal friction from the Triaxial 

test indicates that the samples are ideal for dam construction but might warrant careful consideration 

in terms of stability. Using of geophysical prospecting and geotechnical investigation is sometimes 

looked at as a probable rather than certain method when it comes to construct a detailed subsurface 

layer profiles. The correlation between dug pit information and electrical resistivity ranges was done. 

From the structural point of view, no faults have been detected in this location from ERI and boreholes 

data as well as there is no evidence of the existence of cavities or any other risky resources. There is a 

risk of water seepage on profile 1 of the dam site especially on the western part. As a result, profile 2 

of the site is considered more suitable for construction of dam. 
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Introduction 

A dam is a structure that is designed and constructed to obstruct and impound water in order to create 

a reservoir or to regulate the flow of water in a river, stream or other watercourse. Dams are typically 

built from various materials including concrete, earth rock, or timber, and can range in size from small, 

low-lying structures to massive, high-arching dams that span entire valleys. (International Community 

on Large Dams, 2021). 

Dams have a wide range of applications, including hydroelectric power generation, irrigation, flood 

control, navigation, and water supply. Dams can also provide a lake used for recreational activities 

such as swimming, boating, and fishing. (Brown et al., 2019) 

Dams have been constructed for thousands of years, with some of the earliest examples dating back to 

ancient civilizations in Mesopotamia and Egypt. The modern era of dam building began in the late 

19th century with the construction of the Aswan Low Dam in Egypt and the Hoover Dam in the United 

States. (World Commission on Dams, 2000). 

 

 

Figure 1 A well-maintained Dam at Zungeru. (Africa Energy Portal, 2020) 

 

Figure 2  Collapsed Dam Whaley Bridge Dam in high peak (Duncan Leatherdale, BBC News, 2019) 
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Area Description 

The study area is located in the campus of Federal University of Technology Minna, Gidan Kwano 

campus. The campus is located along Minna - Bida road which is about 13km from the Minna town. 

The campus lies between Latitudes 9°31’15’’N and 9°32’30’’N and Longitudes 6°26’15’’E and 

6°28’00’’ with an estimated land mass of 10,000 hectares. Onuigbo et al, 2015. The location of the 

dam site is roughly at about 4.8 km SW from the school Senate building. The site is accessible via an 

access Road, which is linked to the staff quarters road. Two alternate dam profiles were considered, 

Profile 1 and profile 2. Profile 1 runs approximately NW-SE across the River while profile 2 runs in 

an approximate E-W direction. Rice and maize were predominantly cultivated at the dam site axis. At 

the time of this investigation, the streams were moderately flowing forming dendritic drainage patterns. 

The study area lies within the basement complex of Nigeria. Crystalline igneous rocks are visible at 

the river bed at some portions of the downstream of the dam profiles. 

 

Figure 3 A 3D map showing the study area 
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Figure 4 contour map showing the study area 

 

Figure 5 satelite imagery showing the study area 
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Figure 6 Drainage map showing the study area 

Aim and Objective 

Aim 

The aim of this study is to thoroughly assess the integrity of a dam site structure, ensuring its long-

term safety and functionality 

Objectives 

1. Evaluate the geological and geotechnical conditions of the dam site. 

2. Assess the lithological conditions of the dam site. 

3. Identify potential hazards and their associated consequences. 

 

METHODOLOGY 

Electrical Resistivity Imaging (ERI) 

2D Electrical Resistivity Imaging (ERI) and A comprehensive geotechnical investigation consisting 

of pit drilling were carried out to investigate the subsurface formation at the proposed Dam site in FUT 

Minna Gidan Kwano campus. The Wenner array method was chosen for its effectiveness in capturing 

subsurface resistivity variations. Electrode spacing ranged from 10 to 100 meters in 10-meters 
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increment to allow for a particle investigation of the subsurface at varying depths. Two survey profiles 

(Profile A and Profile B) were established, extending 300 meters each. The profiles were strategically 

located to capture potential spatial variations, set at an interval of approximately 240 meters and 120 

meters to the western and eastern flank respectively of the river in the study area to ensure a 

representative survey area. A systematic data collection approach was adopted using the ABEM SAS 

4000 Terrameter, with resistance (R) measurements recorded for each electrode spacing along both 

profiles. The data were processed and interpreted by applying 2D inversions RES 2D software. 

 

The estimated resistance (R) was inserted into Equation 1, in order to obtain the apparent resistivity.  

 ρa = kR                                                                (1), 

 

Geotechnical Analyses  

Geotechnical investigation was carried out in the study area for laboratory tests of the foundation 

materials. Two borrowed pits (one on each flank) were dug to a depth of 1.5m and undisturbed samples 

A, B, C, and D were collected. The samples collected from the study area were transported to the soil 

test laboratory of the civil department, federal University of Technology Minna. The tests conducted 

include Atterberg Limit, Particle size Distribution, triaxial and Permeability test. 

Atterberg Limits  

Atterberg limit tests are classification tests that determine the liquid limit and plastic limit of the soil 

fraction finer than the No. 40 sieve (Talabi et al., 2021).  

Particle size Distribution 

Figure 7 Wenner Array configuration 
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Particle size Distribution primarily aims to assess the particle size distribution in soil analysis ranges 

and to determine its impact on soil properties. The process involves passing the material through a 

series of screens with distinct opening sizes.  

Triaxial test 

Triaxial test determines the sheer strength of a rock or soil sample. The test is performed on a 

cylindrical core soil or rock sample placed between two rigid caps and covered with a latex membrane 

and put in a Perspex cell with water. The total stress at failure is calculated using equation 1; 

       Total stress at failure = cell pressure + deviator stress                       (1) 

Permeability test 

Soil permeability (hydraulic conductivity) is the rate at which water flows through soil materials.  

The coefficient of permeability (k) is a constant of proportionality relating to the ease with which fluid 

passes through a porous medium. Calculating the permeability using the following equation:  

𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 𝑜𝑓 𝑝𝑒𝑟𝑚𝑒𝑎𝑏𝑖𝑙𝑖𝑡𝑦 (𝐾) =
2.303𝐴𝑝𝐿𝑝

𝐴𝑠𝑎𝑚.×𝑇×log(
ℎ1
ℎ2

)
                                                 (2) 

Where  

k = coefficient of permeability (hydraulic conductivity) (m/s).  

Ap= the inside area of the standpipe  

Lp = Length of the sample.  

Asam = the inside area of specimen.  

T = elapsed time of test (s).  

h1 = the elevation of water in the standpipe at time t=0.  

h2 = the elevation I water in the standpipe at time equal to t. 

 

RESULTS 

In the first profile, four layers were recognized (table 1). The first layer represents the topsoil which 

composed of variety types of clastic sediments like sand and clay with resistivity value ranges (6-160 

Ohm.m). The thickness of this layer is about 0.2m. The second layer represents the gravelly sand; its 

resistivity value ranges (8-667 Ohm.m) with thickness about 20m. The third layer represents the 
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weathered basement with resistivity value ranges (254-1669 Ohm.m) and thickness of 9m. The last 

layer represents the fresh basement with resistivity value ranging from 2883 – 4235.  

Table 1 layers identified in profile 1 

layer Rest range thickness Probable lithology 

1 6 – 160 0 - 0.2  Topsoil 

2 8 – 667 0.25 – 20.65 gravelly sand 

3 254 – 1669 21 – 39.4 Weathered basement 

4 2883 – 4235 45 - 53 Fresh bedrock 

 

 

Figure 8 inversion result for profile 1 

The second profile also recognized four layers (table 2). The first layer represents the topsoil which 

composed of variety types of clastic sediments like sand and clay with resistivity value ranges (6-500 

Ohm.m). The thickness of this layer is about 0.2m. The second layer represents the gravelly sand; its 

resistivity value ranges (15-438 Ohm.m) with thickness about 12m). The third layer represents the 

weathered basement with resistivity value ranges (190-950 Ohm.m) and thickness of 6m. The last layer 

represents the fresh basement with resistivity value ranging from (1005 – 4235) Ohm.m.  

Table 2 layers identified in profile 2 

layer Rest range Thickness range Probable lithology 

1 6.3006 – 500  0 - 0.2  Topsoil 

2 15.1 – 438 0.25 – 12 gravelly sand 
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3 190 – 950 12.1 – 19.8 Weathered basement 

4 1005 – 4235 21 - 53 Fresh bedrock 

 

 

Figure 9 inversion result for profile 2 

 

Atterberg Limits 

Result from the Atterberg Limits tests reveals that the soils within the dam site were classified 

according to AASHTO soil classification system as A-5, A-6 and A-7-6 which implies high plasticity 

elastic silt, lean clayey soil and silt soils respectively. 

Table 3 summary of Atterberg limit test 

Property  Sam 

A1 

Sam 

A2 

Sam 

B1 

Sam 

B2 

Liquid Limit (%) 27.00 47.00 31.00 42.00 

Plastic Limit (%) 19.14 21.96 19.09 25.66 

Plasticity Index (%) 7.86 25.04 11.91 16.34 

Passing sieve No40 (%) 79.13 71.26 77.00 72.23 

Passing Sieve No200 (%) 53.69 52.66 49.59 54.99 

AASHTO Classification A-5 A-7-6 A-6 A-7-6 
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Sieve Analysis (ASTM D 422) 

The ASTM D 422 analysis was used, which stands for “Standard Test Method for Particle-Size 

Analysis of Soils”. This method outlines procedures for determining the particle-size distribution of 

soil samples.  

The result of the test is represented in figure 7. 

The result from the graph shows that samples A1, A2, B1, and B2 are silty sand to silt and are well 

graded. 

 

Figure 10 Graph of Sieve analysis 

Permeability test 

The result from the permeability test indicates that all the samples from the site are of low permeability. 

Results of falling head permeability obtained from samples A1, A2, B1 and B2 are shown in Table 4. 

 

Table 4 Results of the permeability test. 

Description h1 (cm) h2 (cm) Test time (s) 

Coefficient 

of 

permeability 

K (m/s) 

Avg. 

Coefficient 

of 

45

55

65

75

85

95

0.01 0.10 1.00 10.00 100.00

P
e

rc
e

n
ta

ge
  P

as
si

n
g 

(%
)

Sieve Sizes (mm)

Sam A1 Sam A2 Sam B1 Sam B2
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Permeability 

K (m/s) 

Sam A1 

100 69.3 60 6.71E-03 

7.96E-03 100 46.6 120 6.98E-03 

100 10.8 240 1.02E-02 

Sam A2 

100 97.5 60 4.63E-04 

6.62E-04 100 50 1800 4.23E-04 

100 2.7 3600 1.10E-03 

Sam B1 

100 72.2 60 5.96E-03 

5.97E-03 100 57 120 5.14E-03 

100 22.5 240 6.82E-03 

Sam B2 

100 78 60 4.55E-03 

4.81E-03 100 60 120 4.67E-03 

100 32 240 5.21E-03 

 

Triaxial test 

Triaxial test determines the sheer strength of a rock or soil sample. The test is performed on a 

cylindrical core soil or rock sample.  Analyzing the cohesion (N/m2) and The angle of internal 

friction from the Triaxial test indicates that the samples are ideal for dam construction but might 

warrant careful consideration in terms of stability. 

Table 5 summary of Triaxial test 

Sample A1 A2 B1 B2 

Cohesion (N/m²) 27 27 19 30 

Angle of internal friction (Φ) 32.8 25.9 26 34.4 

 

 

 

conclusion 

The geophysical investigation conducted on the proposed dam site at FUT Minna Gidan Kwano 

campus shows that the first profile has four layers as: The topsoil which composed of variety types of 
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clastic sediments like sand and clay with resistivity value ranges (6-160 Ohm.m) and thickness of 

about 0.2m. The second layer represents the gravelly sand, its resistivity value ranges (8-667 Ohm.m) 

with thickness of about 20m. The third layer represents the weathered basement with resistivity value 

ranges (254-1669 Ohm.m) and thickness of 9m. The last layer represents the fresh basement with 

resistivity value ranging from 2883 – 4235. The second profile also recognize four layers as; The first 

layer represents the topsoil which composed of variety types of clastic sediments like sand and clay 

with resistivity value ranges (6-500 Ohm.m) and thickness of 0.2m. The second layer represents the 

gravelly sand; its resistivity value ranges (15-438 Ohm.m) with thickness about 12m). The third layer 

represents the weathered basement with resistivity value ranges (190-950 Ohm.m) and thickness of 

6m. The last layer represents the fresh basement with resistivity value ranging from (1005 – 4235 

Ohm.m. The ERI of Profile 1 shows low resistivity values with depth particularly on the western flank 

which might be a danger to Dam construction (seepages), low resistivity generally indicates moisture 

presence. The depth to bedrock is about 45m in profile 1 and about 20m in profile 2. From the result 

of the consistency limit tests, the soils within the dam site were classified according to AASHTO soil 

classification system as A-5, A-6 and A-7-6 which implies high plasticity elastic silt, lean clayey soil 

and silt soils respectively. The A-6 and A-7-6 (samples A2, B1 and B2), this material could be used 

for dam construction while the A-5 (sample A1) is not an ideal material for dam construction. The 

result from the permeability test indicates that all the samples from the site are of low permeability. 

Analyzing the cohesion (N/m2) and The angle of internal friction from the Triaxial test indicates that 

the samples are ideal for dam construction but might warrant careful consideration in terms of stability. 

The general characteristics of the materials within the study area as reveal from geotechnical 

investigation indicates that they are competent as construction materials. From the structural point of 

view, no faults were detected in this location from ERI data as well as there is no evidence of the 

existence of cavities. There is a risk of water seepage on profile 1 of the dam site especially on the 

western part. As a result, profile 2 of the site is considered more suitable for construction of dam. 
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Abstract 

 

We formulate governing equation and analyzed some classical weighted residual approximation 

techniques for solving bar element subjected for uniformly distributed loads using Dirichlet and 

Neumann boundary condition that satisfies the trial solution. The classical weighted residual 

techniques considered are least square, collocation, sub–domain and the Galerkin’s methods. The 

accuracy of the proposed methods is verified through numerical examples, the computed results are 

offered graphically and in tables for qualitative and quantitative insight in the efficiency and behavior 

of the proposed methods. The obtained outcomes revealed that boundary conditions satisfy the trial 

solution and that the Galerkin method performance is in excellent agreement with the analytic solution 

than other techniques with increasing value of the parameter.  

 Keywords: Bar element; collocation; galerkin; least-squares; sub- domain 

 

1.      Introduction 

Intensive research has been performed in recent years to developed efficient and accurate numerical 

schemes for solving bar element because of its relevance in structural engineering.  Analysis of partial 

differential equations approximate methods has been widely used (Aleksei & Alexander 2019; 

Amiruddin et al., 2019; Chen & Yang 2006; Czeslaw 2020; Ding & Chen 2010). Describing system 

vibrations in a low dimensional system of ordinary differential equation to facilitate the use of certain 

technique employed for solving discrete and continuous problems. Some of these well- known 

techniques are the finite element method (FEM), finite difference method, and spectrum method, Least 

squares and point collocation that converts differential equations commonly in a weak formulation 

such as axially moving system to a discrete problem by applying linear constraints determinant finite 

sets of basis function. The application is common with great accuracy but as the complexity of the 

shape domain increase, accuracy becomes a challenging issue. Since some of the methods requires the 

presence of a predefined mesh for proper analysis and modeling of structures with complicated 

geometries. The FEM is associated with some shortcoming. The construction of mesh is costly and the 

accuracy of the stress obtained is less. 

 

     In light of the challenges caused by these numerical schemes, it is desirable to develop a class of 

schemes that are both high order and accurate. The emergence and growing popularity of powerful 

computers brought a renewed interest towards structural engineering framework. The advantage 

associated with weighted residual techniques is that it leads to a system of linear equation with 

coefficient matrix having smaller band and less computational time. (Gu & Lin, 2001). Transverse 

mailto:ekhatorogie@gmail.com
mailto:Friday.oyahire@funai.edu.ng
mailto:oyakhirefriday64@gmail.com
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non-linear dynamics of axially accelerating viscos-elastic beams for static and free vibration analysis 

of thin plate of complicated shapes using Galerkin truncation and formulation. (Han et al 2012) 

presented the Convergence and stability in collocation method of equation. (Ike, 2018; Han et al., 

2012; Huiming & Zhanwen, 2020). Point collocation method for the analysis of Euler- Bernoulli beam 

on Winkler foundation, its stability and linear and non- linear third kind Volterra integral equations 

with non-compact operators.  

  

Behavior of beam on elastic foundation, Shape function, modeling slippage between soil and 

reinforcement with large wave numbers and non-linear higher–index differential algebraic equation 

using element free Galerkin, least square interpolation, radial point interpolation and polynomial Least 

squares collocation methods  (Lan, 2020; Lin et al., 2011); Michael & Rowitha 2021). Approximate 

solution that is computationally less expensive and offered a promising results using the data of the 

problem without any preprocessing by restricting it to finite dimensional ansatz spaces. (Murat et al., 

2011; Osadebe et al., 2016). Application of the galerkin –Vlasov method to the flexible analysis and 

Vibrating system of simply supported rectangular Kirchhoff plates under uniform loads. Consistency, 

stability, explicit time integration and efficiency within the context of nodal integration and exact 

solution for non – paraxial Gaussian beams (Puse et al., 2008; Sergry, 2019).  (Soumyarani et al., 

2000; Trobec et al., 2009).  2D Sobolev equations with Burgers’ type for non-linearity and 

computational complexity of meshless local Petrov Galerkin methods (MLPG) with finite difference 

method (FDM) and finite element method (FEM). (Wang, 2004; Wicke & Mote, 2016). Collocation 

method for the dynamic of the flexible continuous beam subject to impact and linear transverse 

vibration of axially moving state string system. 

 

      (Wu et al., 2011; Y ajni et al., 2015). Generalized mesh free approximation and modified least 

square methods for solving Helmholtz equation for flow frequencies on planet mars. (Zhang et al., 

2007). Complex mode Galerkin approach for solving transverse viscos-elastic string and that boundary 

conditions must satisfy basis function and special orthonormality relatives of the gyroscopic system.  

This paper is based on the views of (Zhang et al., 2007: Osadebe et al., 2016). Piecewise polynomial 

as basis function, we extended our approach by using both piecewise polynomial and trigonometry as 

trial displacement function and compared our results with the analytic solution using Dirichlet 

condition at one side and Neumann boundary conditions at the other end that satisfies the approximate 

solutions. 

 

2.    Formulation of the governing equation 

 

This section deals with the formulation of the governing equation for bar element, discarding all other 

terms containing time derivatives of the form 
2

2
0,

AE w
pb

x


+ =


          0 x l          (1) 

with boundary conditions   

( 0) iw x w= =       1( ) , 1,2,..., .iw x l w i n+= = =                 

where iw  are the n unknown displacement function,  A    is the cross- section area of the object, E  is 

the young’s modulus    is the density of the material and b  is body force, l  is the length of the object. 

The governing equation requires boundary conditions which are determined according to the physics 
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of the problem. Suitable boundary conditions that satisfy polynomial and trigonometry approximate 

solution are defined as: 

1

( ) ( ), (0) (1) 0
m

i

i

i

w x x w w
=

= = =                     (2) 

and  

0

1

( ) sin

(0) (1) 0

N

i

i

i x
w x

l

w w


 

=

= +

= =

                     (3) 

i ’s are the coefficients in the approximate functions to be determined and the trial solution can be 

expressed as: 

2

0 1 2w x x  = + +                   (4) 

Where 1x  and 2x  are nodal values at one and two point of the bar. 

3.    Methods 

 

There are some questions to be answer in this study. 

(1) Formulation of differential equation. 

(2) Assume a trial displacement function that will satisfy the boundary conditions 

(3) Applying the boundary conditions. 

(4) Substitute into the governing differential equation, called the residual 

(5)To avoid the danger of residual cancellation, multiply by weighting function and integrate over the 

domain and force the product of weight function and residual to zero. 

(5) Apply the various classical weighted residual techniques. 

(6) Validate the techniques using numerical example and revealed the outcomes by offering 

quantitative and qualitative graphs and tables. 

 

3.1 Least square method  

 

 The integral of the weighted square of the residual is require to be minimum  

 iI w Rdx


=    (5) 

Where 2w =   and   

2

2

AE u
pb

x


 = +


which can be expressed as: 

  0, 1,2,...,
i i

I R
R dx i n

a a


 
= = =

     (6) 

iw  is the weight functions. The method requires that the error function be orthogonal to each of the 

approximate function, which in turn yields ‘n’ simultaneous equation for determination of the 

unknown coefficients by setting the weighting average over the computational domain to zero. 
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3.2 Collocation 

 

The residual R  is set equal to zero at a specific point ( )i iw x x=  − . The number of point selected 

equal to the number of undetermined coefficient ( )ia  in the approximate function.  

0, 1,2,3,..., .iw Rdx i n= =                                                                         (7) 

 ( ) 0ix x − =   if  ix x  and ( ) 1ix x − =  if  ix x=  

The existence and Uniqueness for collocation methods could be stated as:  

Let 1/h p= be a given step size with integer 1p  and let the mesh on I  be defined by 

 0 1: : 0h n NI x x x x L=       =                               (8) 

Accordingly, the collocation points are chosen as 

 , 1: : 0 1(0 1)h n i n i mx x x h n N  = +          −                                               (9) 

Where  i  denotes a given set of collocation parameters. We approximate the solution by collocation 

in the piecewise polynomial spaces. 

  
1

(0)

,
( 0, ) ( 0, ) :

n n
m mx x

S L v C L v 
+

=                                                     (10) 

Where m  denotes the set of all real  polynomials of degree not exceeding m .The collocation solution 

is the element in this space that satisfies the governing differential equilibrium (collocation)  equation 

(1) with Dirichlet and Neumann boundary conditions 
(0) (1) 0 (0) (1) 0.u u or u u= = = =    

 

3.3 Sub-domain 

 

The domain is sub divided into n  sub-domain and the integral of the residual over the sub-domain is 

required to be zero. The weighted function is selected as unity ( 1),iw = over the domain. The number 

of integration interval equal the number of the undetermined coefficients ( ).ia in the approximate 

function defined as:   
2

2
0,

AE u
pb R

x


+ = 


  0, 1, 2,3,...,iw Rdx i N



= =                                                               (11) 

 Where iw  is the weighted parameter. 

 

3.4 Galerkin method 

  

       
2

2
( ) 0

i

w AE u
pb dx

x


 
+ =

     (12) 

The number of weighting function ( )iw  is equal to the number of undetermined coefficients ( )ia

substituting equation (2) into equation (12) yields: 

( , ) ( ( )) ( )
n

r r j j

j

E x y u x b x = +                                                                (13) 

Where ( , )r rE x y R=  is an error function or residual in equations (5), (7), (11) and (13) respectively. 
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Suppose a differential equation operator is of the form: 

  ( )L u b x= −                                                                                (14) 

Substituting in the approximation  

( )

i

i

i

i

L x

L x b x



   = − 




                                                                 (15) 

With the weight function 

 ( ) ( )i

j i

i j

R R
u x L x b x 

 

 
 = = −  

                                                  (16) 

Leading to system of integral equation, so that each of the weights 

( )i

i L x dx b x dx 


  +                                                                    (17) 

The coefficient matrix of the Galerkin system of equation is symmetric provided the differential 

equation is linear 

Integrating the above equation, we can obtain 

,

1

( ) ( ) ( ) ,
m

h n h n j n j

j

w x h w x h v Y 
=

+ = +                                                                (18) 

Where 
0

( ) : ( ) .

v

j jv s ds =  So 

2

, , , ,( ) ( ) ( ).n i h n i h n i n iY w x k w x f x= − −                                                        (19) 

Let 1, , 0,1,2, , 1.n p k l p= +  =   −   

 

 

 

4.  Numerical example 

 

Appling the trial function in equations (2), (3) or (4) for 0,1,2,3j =  we have a system of equations 

with n  unknown’s coefficient. Substituting the coefficients in equation (2), we obtained the 

numerical solution.  

Problem A   

2

2
sin , 0 1.

u
x x

x


−
−  


  

(0) 0, (1) 0u u= = ,
2 6100 , 210 10A m E −= =   

Problem B     

  

2

2
sin , 0 1.

u
x x

x


−
−  


  

        (0) 0, (1) 0,
u

u
x


= =


  ,

2 6300 , 260 10A m E −= =   

 With the analytic solution   
2

sin x

AE




 

Errors are computed using
2

2l norm e− =  , where e  is the error between the analytic and 

approximate solutions. 
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5.    Results and Discussion 

This section deals with results analysis for problem A using Dirichlet and Neumann boundary 

conditions for problem B respectively. 

    

Table (1): Dirichlet boundary condition for problem A  

    

Values 

of x  

Analytic 

 

solution 

Least 

square 

 

Collocation 

 

Sub-

domain 

Galerkin 

0  

0.10 

0.20 

0.30 

0.40 

0.50 

0.60 

0.70 

0.80 

0.90 

1.00 

 

0 

1.4910 

2.8360 

3.9034 

4.5887 

4.8248 

4.5887 

3.9034 

2.8360 

1.4910 

0 

 

0 

1.3642 

2.4252 

3.1831 

3.6375 

3.7894 

3.6378 

3.1831 

2.4252 

1.3642 

0 

 

0 

2.1429 

3.8095 

5,0000 

5.7143 

5.9524 

5.7143 

5.0000 

3.8095 

2.1429 

0 

 

0 

1.3642 

2.4252 

3.1831 

3.6375 

3.7894 

3.6378 

3.1831 

2.4252 

1.3642 

0 

 

0 

1.6587 

2.9487 

3.8702 

4.4031 

4.6074 

4.4231 

3.8702 

2.9487 

1.6587 

0 
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Table (2):  Neumann boundary condition      

 

 

 

      

 

 

 

 

 

 

 

 

 

 

   

 

In tables (1) and (2) equations (5), (7), (11) and 13) was applied to test problem A and B using 

Ditrichlet and Neumann boundary condition respectively with increasing value of the parameter x . The 

table revealed that the Galerkin method has high degree of accuracy followed by least square, sub 

domain and finally collocation methods.          

                   

 

  

 

 
Fig.1 and fig.2, shows the results for Dirichlet and Neumann boundary condition respectively. The 

graph revealed that as the lines move away from the zero point, the boundary conditions satisfy the 

Values 

of x  

Analyti

c 

 

Solutio

n 

Least 

square 

 

Collocatio

n 

 

Sub-

domain 

Galerki

n 

0 

0.10 

0.20 

0.30 

0.40 

0.50 

0.60 

0.70 

0.80 

0.90 

1.00 

0 

0.4014 

0.7635 

1.0509 

1.2354 

1.2990 

1.2354 

1.0509 

0.7635 

0.4014 

0 

 

0 

0.3673 

0.6529 

0.8570 

0.9794 

1.0202 

0.9794 

0.8570 

0.6529 

0.3673 

0 

 

0 

0.5769 

1.0256 

1.3462 

1.5385 

1.6026 

1.5385 

1.3462 

1.0256 

05769 

0 

 

0 

0.3673 

0..6529 

0.8570 

0.9794 

1.0202 

0.9794 

0.8570 

0.6529 

0.3673 

0 

 

0 

0.4466 

0.7939 

1.0420 

1.1908 

1.2404 

1.1908 

1.0420 

0.7939 

0.4466 

0 
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approximate trial solution with increasing value of the parameter and that Galerkin method 

performance is in excellent agreement with the analytic solution compared to other approximation 

techniques proposed in the study. 

 

  

 

Table (3): Error analysis using Dirichlet boundary condition   

 

    

 

 

Table (4):  Error analysis for Neumann boundary condition    

  

 

 

 

 

 

 

 

 

 

 

 

 

 

  

In tables (3) and (4), 

Dirichlet and Neumann boundary conditions using 2l - norm  was applied in the computation with 

increasing value of parameter x  . The table revealed the desired outcome.  

 

    

 

Values 

of x  

Analytic 

solution 

Least 

square 

 

Collocation 

 

Sub-

domain 

Galerkin 

0 

0.10 

0.20 

0.30 

0.40 

0.50 

0.60 

0.70 

0.80 

0.90 

1.00 

0 

1.4910 

2.8360 

3.9034 

4.5887 

4.8248 

4.5887 

3.9034 

2.8360 

1.4910 

0 

 

0 

0.1268 

0.4117 

0.7203 

0.9509 

1.0354 

0.9509 

0.7203 

0.4117 

0.1268 

0 

0 

0.6510 

0.9726 

1.0966 

1.1256 

1.1276 

1.1256 

1.0966 

0.9726 

0.6510 

0 

0 

0.1268 

0.4117 

0.7203 

0.9509 

1.0354 

0.9509 

0.7203 

0.4117 

0.1268 

0 

 

0 

0.1677 

0.1118 

0.0332 

0.1666 

0.2174 

0.1666 

0.0332 

0.1118 

0.1677 

o 

Values 

of x  

Analytic 

solution 

Least 

square 

 

Collocation 

 

Sub-

domain 

Galerkin 

0 

0.10 

0.20 

0.30 

0.40 

0.50 

0.60 

0.70 

0.80 

0.90 

1.00 

0 

0.4041 

0.7635 

1.0509 

1.2354 

1.2990 

1.2354 

1.0509 

0.7635 

0.4041 

0 

 

0 

0.0368 

0.1106 

0.1939 

0.2560 

0.2788 

0.2560 

0.1939 

0.0806 

3.6726e+03 

0 

0 

-0.1728 

-0-2621 

-0.2953 

-0.3031 

-0.3036 

-0.3031 

-0.2853 

-0.2953 

-0.1755 

0 

 

0 

0.0368 

0.1106 

0.1939 

0.2560 

0.2788 

0.2560 

0.1939 

0.0806 

3.6726e+03 

0 

 

0 

-0.0415 

-0.0304 

-0.0089 

-0.0446 

-0.0586 

-0.0446 

-0.0089 

-0.0304 

-0.0452 

0 
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Figures (3 and (4)  revealed that the trial solution  satisfy boundary conditions and error is less than 

0.005% with the Galerkin method with increasing value of x  compared to other proposed  

approximation techniques.  

     

5.    CONCLUSION 

 

Solution of bar element was treated in this study with classes of weighted residual approximation 

techniques using Dirichlet boundary condition at one side and Neumann boundary condition at the 

other end.  The results showed  in tables and graphs revealed that boundary conditions satisfy the trial 

solution and that the Galerkin method performance is in excellent agreement with the analytic solution  

with error less than 0.0005% compared to other proposed approximation techniques with increasing 

value of the parameter. 
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Abstract 

A lot of work has been done in efforts to refine the concepts of soft set and fuzzy soft set and 

their applications to other domains. However, none of these investi-gations has attempted to 

combine the aforementioned notions in the study of functional equations involving Jaggi-type 

contractions. Given this background information, this work proposes the idea of Jaggi-type 

hybrid fuzzy soft contraction in metric space and examines novel conditions for the existence 

of fixed points for such mappings. The significance of the obtained principal result lies in the 

fact that the contractive inequali-ities can be particularized in various ways, depending on the 

variant of the parameters, thereby making it relatively easy to unify, deduce and improve 

several corresponding results. 

Keywords: b-metric space; soft set; fuzzy soft set; fuzzy soft set-valued map, hybrid 

contraction. 

2010 Mathematics Subject Classification: 46S40; 47H10; 54H25; 34A12; 46J10. 

1. Introduction 

The real world is filled with uncertainty, vagueness and imprecision. The problems we meet in 

everyday life are vague rather than precise. In recent time, researchers have taken keen interests 

in modelling vagueness due to the fact that many practical problems within fields such as 

biology, economics, engineering, environmental sciences, medical sciences involve data 

containing various forms of uncertainties. To handle the complexity of vagueness, one cannot 

successfully employ classical mathematical methods due to the presence of different kinds of 

incomplete knowledge. Earlier in the literature, there were four known theories for dealing 

with imperfect knowledge. The three most applied of these theories were: Probability theory, 

Fuzzy set theory and Rough set theory. All the aforementioned tools require pre-assignment of 

some parameters. Such pre-specifications, viewed in the backdrop of incomplete knowledge, 

give rise to every day problems. With this concern, Molodstov [9] initiated the concept of Soft 

Set Theory with the aim of handling phenomena and notions of ambiguous, undefined and 

imprecise environments. Soft set does not need the pre-specifications of parameters, rather, it 

accommodates approximate descriptions of objects. Molodstov 

mailto:shagaris@ymail.com
mailto:akbarazam@gaus.edu.pk
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[9] emphasized that the models by fuzzy sets and soft sets are interrelated. Yang et al [11] 

observed that soft set theory needed to be expanded in different directions to stem its 

applications to other fields. Currently, the concept of soft sets has been refined by several 

researchers. By combining the ideas of soft sets and fuzzy sets, Maji et al [4] initiated the 

notion of fuzzy soft sets and discussed its various properties. For related developments in 

fuzzy soft sets, the reader can check out [5] and some citations therein. Not long ago, 

Mohammed and Azam [7, 8] studied the concept of soft set-valued maps and introduced 

the notions of e-soft fixed points and E-soft fixed points of maps whose range set is a family 

of soft sets. It was shown in [7] that every fuzzy mapping is a particular kind of soft set-

valued map. Since every fuzzy mapping has its corresponding multifunction analogue (see 

[1, Theorem 2.2]), hence, the idea of e-soft invariant point theorems is a generalization of 

the concept of fuzzy fixed points and fixed points of crisp set-valued maps.  

Following the existing literature, we notice that solutions of functional equations in the 

context of Jaggi-type hybrid invariant point results, using fuzzy soft sets has not been 

developed. Hence, this paper proposes the notion of Jaggi-type hybrid fuzzy soft 

contraction in metric space and examines criteria for the existence of fixed points for such 

contraction. 

 

2. Literature Review 

 

In what follows, some basic concepts are reviewed. 

 

Definition 2.1. [2] A nonempty subset A of Ω is called proximal if, for each γ ∈ Ω, we can 

find a ∈ A such that ( ) ( ),    ,  a A = . 
 

Definition 2.2. [3, 10] A nondecreasing function  ) :   0,    R R + +=  →  is called a (c)-

comparison function if ( )   0    n µ as n → →   for every µ R+ ; 
 

Depict by Ω , the family of functions  :   R R + +→  satisfying the following 

conditions: 

 

(i) ( )   0µ =  if and only if   0µ = . 

 

(ii)  is continuous. 
 

Lemma 2.3. [10] For a (c)-comparison function  :   R R + +→ , the following properties 

hold: 
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(i) each iterate ,  n n N   is also a (c)-comparison function; 
 

(iii) ( )   µ µ   for all µ > 0. 
 

 

Lemma 2.4. [10] Let  :   R R + +→  be a (c)-comparison function. Then, the series 

0

( )k

k

 


=

  converges for every  + . 

 

Followed herewith, specific basis of soft sets and fuzzy soft sets are collated. Accordingly, 
let Ω  be the universe of discourse, E  be the parameter set A E  and ( ) P Ω  represents 
the power set of Ω . 

 

Definition 2.5. [9] The pair ( ),  F A  is called a soft set over Ω  under E , where A E  and 

F  is a mapping given by ( ) :     F A P−→ Ω . 

 

We denote the set of all soft sets over Ω  under ( )   
E

E by P  Ω . Throughout this 

manuscript,    0,  1I = and, by IΩ , we mean the family of fuzzy sets in Ω . 

 

Definition 2.6. [4] The pair ( ),  F A  is a fuzzy soft set overΩ , where A E  and 

 :F A I →  is a mapping. 

 

For each  Ω , we represent the set of all proximal and bounded proximal subsets of Ω  

under E  by ( );( )eP  Ω  and 
( ) ( );e

bP
 

Ω , respectively. Let ( );E
I

Ω
 denotes the family of 

fuzzy soft sets over Ω  under E . By 
( );E

A I
Ω

, we mean the mapping  :    A E I−→ Ω . 

 

Definition 2.7. [6] The mapping 
( );

 :    
E

I →
Ω

Ω  is called fuzzy soft set-valued map. 

 

Definition 2.8 Let  ( ; ): EI  →  be a fuzzy soft set-valued map , , (0,1]u e Dom     .  

Then the  -level set of  is given as 

 ( ) ( ) ( ) };    :  ;  {   u e u e


        =   Ω    

 

file:///C:/Users/User/OneDrive/Documents/RGMEE/ICMMOADD%202024%20CONFERENCE/BOOK%20OF%20PROCEEDINGS/C2%20-%20Fullpaper%20SHAGARI.docx%23page9
file:///C:/Users/User/OneDrive/Documents/RGMEE/ICMMOADD%202024%20CONFERENCE/BOOK%20OF%20PROCEEDINGS/C2%20-%20Fullpaper%20SHAGARI.docx%23page9
file:///C:/Users/User/OneDrive/Documents/RGMEE/ICMMOADD%202024%20CONFERENCE/BOOK%20OF%20PROCEEDINGS/C2%20-%20Fullpaper%20SHAGARI.docx%23page9
file:///C:/Users/User/OneDrive/Documents/RGMEE/ICMMOADD%202024%20CONFERENCE/BOOK%20OF%20PROCEEDINGS/C2%20-%20Fullpaper%20SHAGARI.docx%23page9


Proceedings of International Conference on Mathematical Modelling Optimization and Analysis of 

Disease Dynamics (ICMMOADD) 2024 

 

 

388 

 

Definition 2.9. A point u is called fuzzy soft invariant point of ( ); :    EI → ΩΩ , if we can     find 

( ,  0,  1e E   such that ( );  u u e


    . The point u is said to be a common fuzzy soft 

invariant point of ( );
,   :    

E
S I →

ΩΩ  if ( ) ( );   ;  .u S u e u e
 

         

3. Results and Discussion  

We now study hybrid invariant point results involving fuzzy soft set-valued maps. The following 

auxiliary results are needed in the sequel. Let ( ),  Ω  be a metric space (MS). For each  Ω , 

consider two fuzzy soft sets ( );
,  

E
A B I

Ω
 and ( ) I   . Assume that   

 
( )

 
( )

( ) ( );

; ;
,  

e

be e
A B P

 

   
 Ω . Then, define 

 

  

( ) ( )  
( )

 
( )

;

; ;

 

(  ),    , ;
e H

E E e e
D A B A B

 

   
=

  

where 

 
( ; ) ( ; )

( ; ) ( ; ) ( ; ) ( ; )
[ ] [ ]

([ ] ,[ ] ) max sup ( ,[ ] ), sup ( ,[ ] ) .
e e

H

E e e e e
a A b B

A B a B b A
   

       
 

 
=  

 
   

We now propose the following concept of Jaggi-type hybrid fuzzy soft contraction and 

examine conditions for the existence of fuzzy soft fixed points for such contractions. 

 

Definition 3.1. Let ( ),  Ω  be a MS and ,   :    S I −→Ω  be fuzzy soft set-valued 
 

maps. Then, the pair ( ),  S   is said to form a Jaggi-type hybrid fuzzy soft contraction, if 

for all ,    Ω  and e E , we can find ( ) ( );  ,  ;  e e I      such that 

   ( )
( )

( )
( )

( ),; ; ( )  ;  ,  ;       ,   ,E k

E Se e
S e e J

   
           (3.1) 

where 
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1 2

1

( ; ) ( ; )

1 2

( , )

( ; ) ( ; )

( ,[ ( ; )] ) ( ,[ ( ; )] )
( ( , )) ,

1 ( , )

( , )
for  0, , , ,

( ,[ ( ; )] ) ( ,[ ( ; )] ) ,

for  0, , \ ( , ),

k k

e e k

k

S

a a

e e

S e e
a a

J
k

S e e

k ix S

   

   

   
 

 
 

   

   

 




  

+  
+    

= 
  


 


=  

 

 

where 

 

  
( ; ) ( ; )( , ) { , : [ ( ; )] , [ ( ; )] },e eix S S e e         =      

 , 0ia   and      
2

1

1i

i

a
=

=  . 

 

 

Our principal result is discussed hereunder. 

Theorem 3.2. Let ( ),  Ω  be a complete MS and 
( );

,   :    
E

S I →
ΩΩ  be fuzzy soft set-valued maps. 

For e E , suppose that for each  Ω , we can find ( );  e I    such that ( ; )[ ( ; )] eS e    and 

( ; )[ ( ; )] ee    are in .
( ) ( );e

bP
 

Ω  If ( ),  S   forms a Jaggi-type hybrid fuzzy soft contraction, then S  

and   have a common fuzzy soft fixed point in Ω. 

 

 

Proof. Let 0 Ω . Then, by assumptions, we can find 0  ( ); e I    such that 

( )( )

(

0;

0 )0;[ ( ;  )] e

e bS e P 

   Ω . Since e is fixed, we may write 0( )   instead of 0  ( ); e  . Choose  

)1 0(0;  [ ( )]S e    such that 
0 1 0 0 0( ) ),    ,  ) ;  ( ( [ ( )]S e     = . Similarly, we can find 1( )  I  

such that ( )( )1

1 1[ ( );  ] be P 

  Ω . Hence, we can find 
)2 1(1;  [ ( )]e      such that 

1 2 1 1 1( )),    ,  );  ( ) ( [ ( ]e     =  . Continuing in this manner, we can find a sequence { }n n N   of 

elements of Ω  such that 

  

 
2 2 12 1 2 ( ) 2 2 2 1 ( )[ ( ; )] , [ ( ; )] ,

p pp p p pS e e      
++ + +    

 

and  

  
22 2 1 2 2 ( )( , ) ( ,[ ( ; )] ),

pp p p pS e     + =  
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2 12 1 2 2 2 1 2 1 ( )( , ) ( ,[ ( ; )] ),  .

pp p p p e p    
++ + + +=    

Since the cut sets of S and   are proximal, we have 

 

2 2 12 2 1 2 ( ) 2 1 ( )( , ) ([ ( ; )] ,[ ( ; )] )
p p

H

p p E p pS e e      
−+ −     (3.2) 

and 

 

2 2 12 1 2 2 2 ( ) 2 1 ( )( , ) ([ ( ; )] ,[ ( ; )] ).
p p

H

p p E p pS e e      
++ + +     (3.3) 

 

Suppose that 2 2 1p p  +=  for some p  and 0k  , then, 

 
2 2 12 2 ( ) 2 1 2 1 ( )

( , ) 2 2 1 1

2 2 1

( ,[ ( )] ) ( ,[ ( )] )
( , )

1 ( , )
[ p pp p p pk

S p p

p p

S
J a

      
 

 

++ +

 +

+

 
=   + 

 

      
1

2 2 2 1( ( )) , ]k k
p pa   ++  

   

1

1
2 2 1 2 1 2 2

1 2 2 2 1

2 2 1

( , ) ( , )
( ( , ))

1 ( , )
 

k k

p p p p k
p p

p p

a a
   

 
 

+ + +

+

+

  
 = +  +   

 

   
1 1

1 2 1 2 2 1 2 1 2 2[ ( , ) ] ( ) ( , )k k k
p p p pa a   + + + + =  

   
2 1 2 2( , ) a s  .p p k + += →  

 

Hence, using the continuity of  , we have 

 

  
2 2 12 1 2 2 2 2 1( , ) ([ ( ; )] ,[ ( ; )] ) 

p p

H

p p E p pS e e    
++ + +   

    
2 1 2 2 2 1 2 2( ( , )) ( , ),p p p p    + + + +   

a contradiction. It follows that
2 1 2 2),    0( p p + + = . Therefore, 

 

22 2 1 2 ( )[ ( ; )] ,
pp p pS e    +=   
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and 

 

2 1 22 2 1 2 2 2 1 ( ) 2 ( )[ ( ; )] [ ( ; )] .
p pp p p p pe e       
++ + += =   =   

So, 
2 p  turns out to be the common fuzzy soft fixed point of S  and  . Again, for   0k = and 

2 2 1 p p  +=  , for p N , we have ( )( ), 2 2 1,    0.k

S p pJ   + =  Therefore, by Condition (iii) of  , we 

obtain ( )2 1 2 2,    0p p + + = . Hence, on similar arguments as above, it follows that 

( ) ( )
( ) ( )

2 2 2
2 2

;   ;  p p p
p p

S e e
   

     




 
  . Consequently, we presume that for all p N , 

1  p p + =  if and only if ( )1,    0p p +  . 

Now, in view of (3.1), putting 2  p =  and 
2 1  p  −= , we have 

 

2 2 1

1 2

2 2 1

2 2 ( ) 2 1 2 1 ( )

1

2 2 1

1

( , ) 2 2 1
2 2 2 1

2 2 ( ) 2 1 2 1 ( )

( ,[ ( ; )] ) ( ,[ ( ; )] )

1 ( , )

( , )
( ( , )) , for   0

( ( ,[ ( ; )] )) ( ( ,[ ( ; )] )) ,

  0.

[

]

p p

p p

k

p p p p

p p

k
kS p p k

p p

a a

p p p p

S e e
a

J
a k

S e e

for k

   

   

   

 

 
 

   

−

−

− −

−

 −
−

− −

  
   +  

=  + 



=








 

 

 

That is, 

  

1 2

2 2 1 2 1 2

1

2 2 1

1

( , ) 2 2 1 2 2 2 1

2 2 1 2 1 2

( , ) ( , )

1 ( , )

( , ) ( ( , )) , for   0

( ( , )) ( ( , )) ,   0.

[

]

k

p p p p

p p

k k k
S p p p p

a a

p p p p

a

J a k

for k

   

 

   

   

+ −

−

 − −

+ −

  
   +  



= + 
 =





 

 

The above expression implies that 

  

 
1 2

1

1 2 2 1 2 2 2 1
( , ) 2 2 1

2 2 1 2 1 2

( ( , ) ) ( ( , )) , for   0( , )
( ( , )) ( ( , )) ,   0. 

[ ]k k k
k

p p p p
S p p

a a

p p p p

a a kJ
for k

    
   

+ −
 −

+ −


 + +  

=

 (3.4) 
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We now investigate the following two cases: 

Case 1: For k> 0 , suppose that 
2 1 2 2 2 1( ) ( ) ,   ,  p p p p   − + , then, Eq. (3.4) yields 

 

  

1

( , ) 2 2 1 1 2 2 1 2 2 2 1( , ) [ ( ( , )) ( ( , )) ]k k k k
S p p p p p pJ a a      − + − +  

       
1

1 2 2 2 1 [( )( ( , )) ]k k
p pa a   += +  

         

Hence, from (3.1) and (3.5), we have 

  
 

  
2 2 1 2 2 1,   .( ) ( ( ) ,  )p p p p    + +          (3.6) 

Since   is a (c)-comparison function, therefore, (3.6) gives 
2 2 1 2 2 1( , ) ( , ),p p p p   + +  

 

a contradiction. It follows that 
2 2 1 2 2 1,    ,  .( ) ( )p p p p   + −  Consequently, (3.6) turns into   

   
2 2 1 2 2 1( , ) ( ( , )).p p p p    + −                        (3.7) 

Putting 2n p=   in (3.7), leads to 

   1 1( , ) ( ( , ))n n n n    + −  

         2

2 1( ( , )) n n  − −  

          3

3 2( ( , ))n n  − −  

            

           0 1( ( , )).n        (3.8) 

 

By using the triangle inequality and (3.8), for 1l   we obtain 

   1 1( , ) ( , ) ( , ) n n l n n n n l     + + + + +  

            1 2 1( , ) ( , ) ( , )n n l n n n l n l     + + + + − + + + +  

            
1

0 1( ( , )).
n l

s

s n

  
+ −

=

      (3.9) 

file:///C:/Users/User/OneDrive/Documents/RGMEE/ICMMOADD%202024%20CONFERENCE/BOOK%20OF%20PROCEEDINGS/C2%20-%20Fullpaper%20SHAGARI.docx%23page5
file:///C:/Users/User/OneDrive/Documents/RGMEE/ICMMOADD%202024%20CONFERENCE/BOOK%20OF%20PROCEEDINGS/C2%20-%20Fullpaper%20SHAGARI.docx%23page8
file:///C:/Users/User/OneDrive/Documents/RGMEE/ICMMOADD%202024%20CONFERENCE/BOOK%20OF%20PROCEEDINGS/C2%20-%20Fullpaper%20SHAGARI.docx%23page5
file:///C:/Users/User/OneDrive/Documents/RGMEE/ICMMOADD%202024%20CONFERENCE/BOOK%20OF%20PROCEEDINGS/C2%20-%20Fullpaper%20SHAGARI.docx%23page6
file:///C:/Users/User/OneDrive/Documents/RGMEE/ICMMOADD%202024%20CONFERENCE/BOOK%20OF%20PROCEEDINGS/C2%20-%20Fullpaper%20SHAGARI.docx%23page6


Proceedings of International Conference on Mathematical Modelling Optimization and Analysis of 

Disease Dynamics (ICMMOADD) 2024 

 

 

393 

 

Applying the fact that   is a $c$-comparison function in (3.9), gives ( , ) 0n n l  + →  as .n →  Hence, 

{ }n n  is a Cauchy sequence in  . The completeness of this space implies that we can find  u  

such that lim ( , ) 0.n u
n

 
→

=  

We now show that u  is a common fuzzy soft fixed point of S  and . By utilizing Lemma and 

considering the Case 0k  , we get 

 

( ) ( )( ,[ ( ; )] )   ( , ) ( ,[ ( ; )] )u n n uu S u e u S u e   +  

    
1( ) 1 ( )  ( , ) ([ ( ; )] ,[ ( ; )] )

n

H

n E u nu S u e e   
−− +   

    ( , ) 1  ( , ) ( ( , ))k

n S nu J u   − +          

1

1

( ) 1 1 ( )

1 2 1

1

( ,[ ( ; )] ) ( ,[ ( ; )] )
  ( , ) ( ( , ))

1 ( , )

n

k k

u n n k

n n

n

u S u e e
u a a u

u

   
  


−− −

−

−

  
 = + + 

+   

 

1

( ) 1

1 2 1

1

( ,[ ( ; )] ) ( , )
  ( , ) ( ( , )) .

1 ( , )

k k

u n n k

n n

n

u S u e
u a a u

u

  
  



−

−

−

  
 = + + 

+   

 (3.10) 

Since   is continuous, then, letting  n →  in (3.10), yields 

( )( ,[ ( ; )] ) 0uu S u e   , from which we conclude that   ( )[ ( ; )] uu S u e   for some   ( ) .u I   

 

On similar steps, by considering 

       

( ) ( )( ,[ ( ; )] ) ( , ) ( ,[ ( ; )] ) u n n uu u e u u e    +   

                    

11 ( ) ( )( , ) ([ ( ; )] ,[ ( ; )] )
n

H

n E n uu S e u e   
−− +   

( , ) 1( , ) ( ( , )),k

n S nu J u   − +  

 

we can show that we can find  ( )u I   such that  
( )[ ( ; )] uu u e   . Hence, for  0k  , we obtain that   

u  is a common fixed point of   S  and   . 

  2:Case For  0k = , using (3.11), and on account of  ( )c -comparison of   , we get 

2 1 2 22 2 1 2 1 ( ) 2 2 ( )( , )   ([ ( ; )] ,[ ( ; )] )
p p

H

p p E p pS e e      
− −− − −   
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          ( , ) 2 1 2 2  ( ( , ))k

S p pJ   − −  

           1

2 1 2 22 1 2 1 ( ) 2 2 2 2 ( ) ( ( ,[ ( ; )] ) ( ( ,[ ( ; )] )
p p

a k

p p p pS e e      
− −− − − −           (3.11) 

 

Assume that 
2 1 2 2 2 1 2( , ( ) ( ), ( )p p p p   − − − , then (3.11) gives 

( )1 2

2 2 1 2 1 2 2 1 2( , ) ( ( , )) ( ( , ) )
a a

p p p p p p      − − −  

            1 2

2 1 2 2 1 2( ( , )) ( , ),
a a

p p p p   +

− − =  

a contradiction. Thus, 

2 2 1 2 1 2 2( , ) ( , ).p p p p   − − −      (3.12) 

By utilizing (3.12) and (3.11), we get   

2 2 1 2 1 2 2( , ) ( ( , )).p p p p    − − −     (3.13) 

We notice that (3.13) is equivalent to (3.7). It follows that { }n n  is a Cauchy sequence in . The 

completeness of this space implies that ( , ) 0n u →  as n → for someu .  To see that u is a 

common invariant fuzzy soft fixed point of S and , we consider the inequality (3.16) for 0k = , as 

follows: 

 
( ) ( )( ,[ ( ; )] )   ( , ) ( ,[ ( ; )] )u n n uu u e u u e    +   

         
11 ( ) ( )  ( , ) ([ ( ; )] ,[ ( ; )] )

n

H

n E n uu S e u e   
−− +   

           ( , ) 1  ( , ) ( ( , )),k

n S nu J u   − +     (3.14) 

where 

 1 2

1( , ) 1 1 1 ( ) ( )( , )  ( ( ,[ ( ; )] )) ( ( ,[ ( ; )] ))
n

a ak

S n n n uJ u S e u u e    
− − − −=   

   1 2

1 ( ) ( ( , )) ( ,[ ( ; )] ) .
a a

n n uu u e  −=   

Clearly, ( , ) 1lim ( , ) 0k

S n
n

J u −
→

= . Under this limiting case, (3.14) reduces to 

  
( )( ,[ ( ; )] ) (0).uu u e          (3.15) 

By Property ( )iii  of   , it follows from (3.15) that ( )( ,[ ( ; )] ) 0uu u e  = . Hence,
( )[ ( ; )] uu u e   for 

some ( )u I  . On similar steps, we can show that we can find ( )u I  such that ( )[ ( ; )] uu S u e  . 

Therefore, u is a common fuzzy soft fixed point of S  and . 

 



Proceedings of International Conference on Mathematical Modelling Optimization and Analysis of 

Disease Dynamics (ICMMOADD) 2024 

 

 

395 

 

Corollary 3.3. Let ( ),  Ω  be a complete MS and 
( );

 :    
E

I −→
Ω

Ω be a fuzzy soft set-valued map. 

For e E , suppose that for each Ω , we can find ( );  e I    such that ( )
( );

;  
e

e
 

    is a 

proximal subset ofΩ . If for all ,    Ω and e E , we can find such that 

 ( ) ( )( ; ) ( ; ) ( )[ ( ; )] ,[ ( ; )] ( , ) ,E k

E e ee e J           

where 

1 2

1

( ; ) ( ; )

1 2

( )

( ; ) ( ; )

( ,[ ( ; )] ) ( ,[ ( ; )] )
( ( , )) ,

1 ( , )

( , ) for  0, , , ,

( ,[ ( ; )] ) ( ,[ ( ; )] ) , for  0, , \ ( ),

k k

e e k

k

a a

e e

e e
a a

J k

e e k ix

   

   

   
 

 

     

     




   

+  
+    


=   
   =  





 

where 

 
( ; )( ) { , : [ ( ; )] },eix e      =     and , 0ia  with 

2

1

1,i

i

a
=

=  then  has at least one fuzzy 

soft fixed point in  . 

 

Proof.  Take S = in Theorem 3.2 

Corollary 3.4. Let (Ω, ϱ) be a complete MS and ; :    EI → ΩΩ be a fuzzy soft set-valued map. 

Suppose that for each Ω , we can find ( );  e I   such that ( )
( )

;  e
 

   is a proximal subset of

Ω . If 

( )( ) ( ) ( )

1
[ ( ; )] ,[ ( ; )] ( , ) ,

2

H k

E e e M       

 
    

 
 for all , ,    where ,  and  

( )

( )

( ,[ ( ; )] ) ( ,[ ( ; )] )
( , ) ( , ) ,

1 ( , )

k
e e

M
     

   
 



 
= +

+
 then   has at least one fuzzy soft fixed 

point in  . 

 

Proof : Put 1 2

1
,

2
S a a=  = = and 1k = in Theorem 3.2 

4. Conclusion 

This manuscript initiated the notion of Jaggi-type hybrid fuzzy soft contraction in metric 
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space and examined conditions for the existence of fuzzy soft fixed points for such 

mappings. The preeminence of the new contractive inequalities and the associated fixed 

point results is that different corresponding results in the literature can easily be obtained 

as special cases. 
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Abstract 

In this paper, the notion of generalized quasi-weakly contractive operators in metric-like spaces 

is introduced, and new conditions for the existence of fixed points for such mappings are 

investigated. A non-trivial example which highlights the novelty of our principal idea is 

constructed. It is observed comparatively that the proposed concepts herein subsume some 

important results in the corresponding literature. Also, significant number of corollaries are 

pointed out and discussed. 

Keywords: fixed point, metric-like spaces, weakly contractive. 

 

      1. Introduction 

The Banach fixed point theorem (also known as the contraction mapping principle) is an essential 
tool in the theory of metric spaces. It ensures the existence and uniqueness of fixed points of 
specific mappings of metric spaces and pro- vides a useful search method to find these fixed 
points. In efforts to explore more fixed point results, several researchers have established 
generalizations of metric spaces. The idea of a contraction mapping principle in quasi-metric 
spaces was introduced by Bakhtin [4]. The latter notion was extended to b-metric spaces by 
Czerwik [7]. One of the earliest generalizations is the quasi-metric space de- fined by Wilson [9]. 
In a similar approach, Matthews [8] introduced the concept of partial metric space as a part 
of the investigation into denotational semantics of data flow networks. The main contribution 
in [8] is the establishment of the fact that self-distance in the partial metric space is not necessarily 
zero. As a refinement of the partial metric space, Amini-Harandi [2] proposed the notion of metric-
like space metric-like space by relaxing the axiom of non-negativity and small self-distances in 
partial metric space. 

 In another direction, Alber et al. [1] introduced the idea of weak contraction mappings in the 
context of Hilbert space by defining additional algebraic structure on the space. Following this, 
Cho [5] established some fixed point results for weakly contractive mappings in metric space 
which extended some known results. 

It is noted from the review of the existing literature that little or no work has been conducted 
on the quasi-weakly contractive operator as a result of metric-like space. Hence, motivated by the 
idea in [5], in this manuscript we introduce a new concept of a generalized quasi-weakly 
contractive operator in metric-like space and investigate the existence and uniqueness of fixed 
points of such operators. A few corollaries which compare our new concepts to other well-known 
ideas in the literature are presented and analyzed. 
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     2. Literature Review 

In this section, we record basic ideas needed in later sections. 

Definition 2.1. [8] Let 𝑋 be a nonempty set. A function 𝜌 ∶  𝑋 ×  𝑋 −→  𝑅+ is called a 
partial metric on 𝑋 if, for all 𝑙, 𝑚, 𝑧 ∈  𝑋, the following conditions are satisfied: 

(1) 𝜌(𝑙, 𝑙)  =  𝜌(𝑚, 𝑚)  ⇔  𝑙 =  𝑚; 

(2) 𝜌(𝑙, 𝑙)  ≤  𝜌(𝑙, 𝑚); 

(3) 𝜌(𝑙, 𝑚)  =  𝜌(𝑚, 𝑙); 

(4) 𝜌(𝑙, 𝑧)  ≤  𝜌(𝑙, 𝑚) +  𝜌(𝑚, 𝑧) −  𝜌(𝑚, 𝑚). 

 The pair (𝑋, 𝜌) is called a partial metric space. 

 

Definition 2.2. [2] A mapping 𝜎 ∶  𝑋 ×  𝑋 −→  𝑅+ is said to be metric-like on 𝑋 if for 

any 𝑙, 𝑚, 𝑧 ∈  𝑋, the following hold: 

(𝜎1) 𝜎(𝑙, 𝑚) =  0 ⇒  𝑙  𝑚; 

(𝜎2) 𝜎(𝑙, 𝑚)  =  𝜎(𝑚, 𝑙); 

(𝜎3) 𝜎(𝑙, 𝑧)  ≤  𝜎(𝑙, 𝑚) +  𝜎(𝑚, 𝑧). 

The pair (𝑋, 𝜎) is called metric-like space. 

 

Definition 2.3. [2] A sequence { }y yl   in metric-like space (𝑋, 𝜎) converges to a point 

𝑙 ∈  𝑋 if (𝑙, 𝑙) lim ( , )y
y

l l
→

= .  

Definition  2.4. [2] A sequence { }y yl    in metric-like space (X, σ) is called a 𝜎-Cauchy 

sequence if 
,
lim ( , )y i
y i

l l
→

exists and is finite. If there is any 𝑙 ∈  𝑋    such that for each 

𝜎 −Cauchy sequence { }y yl   

,
lim ( , ) lim ( , ),y y i
y y i

l l l l 
→ →

=  

 then, the metric-like space (𝑋, 𝜎) is said to be complete. 

  

Definition 2.5.  [6] Let (𝑋, 𝑑) be a metric space. A self-mapping 𝛶 ∶  𝑋 −→  𝑋 is said to 

be a quasi-contraction if there exists 
1

0,
2


 

 
 

 such that for all   𝑙, 𝑚 ∈  𝑋,   𝑑(𝛶𝑙, 𝛶𝑚)  ≤

 𝑚𝑎𝑥{𝑑(𝑙, 𝑚), 𝑑(𝑙, 𝛶𝑙), 𝑑(𝑚, 𝛶𝑚), 𝑑(𝑙, 𝛶𝑚), 𝑑(𝑚, 𝛶𝑙)}. 
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 Definition 2.6. [1] Let (𝑋, 𝑑) be a metric space. A mapping 𝛶: 𝑋 −→  𝑋 is said to be 

weakly contractive, if for all 𝑙, 𝑚 ∈  𝑋, 

𝑑(𝛶𝑙, 𝛶𝑚)  ≤  𝑑(𝑙, 𝑚) −  𝜆(𝑑(𝑙, 𝑚)), 

where 𝜆 ∶  𝑅+ −→  𝑅+ is a continuous and non-decreasing function such that 

𝜆(0)  =  0 and lim ( )
t

t
→

=  

Definition 2.7. A function  𝑓 ∶  𝑋 −→  [0, ∞), where 𝑋 is an MS, is called lower semi-
continuous if, for all 𝑙 ∈  𝑋 and {𝑙𝑦}𝑦∈𝑁 ⊂  𝑋 with lim y

y
l

→
 we have ( ) inf ( ).lim y

y
f l f l

→
  

Let 𝛹 =  {𝜓 ∶  [0, ∞)  →  [0, ∞)|𝜓 be continuous and 𝜓(𝑡)  =  0 ⇔ 𝑡 = 0}. In addition, 

let 𝛷 =  {𝜙 ∶  [0, ∞) −→  [0, ∞)|𝜙 be lower semi-continuous and  

𝜙(𝑡)  =  0 ⇔  𝑡 =  0}. 

 

Lemma 2.8. [3] Let (𝑋, 𝜎) be an metric-like space, and let {𝑙𝑦}𝑦∈𝑁  be a     sequence in 
𝑋 such that if {𝑙𝑦}𝑦∈𝑁  is not a 𝜎 −Cauchy sequence in (𝑋, 𝜎). Then, there exist 𝜖 >  0 
and two subsequences {𝑙𝑦(𝑘)}𝑘∈𝑁  and {𝑙𝑖(𝑘)}𝑘∈𝑁 of {𝑙𝑦}𝑦∈𝑁 , 𝑦, 𝑖 are positive integers with 
𝑦(𝑘)  >  𝑖(𝑘)  >  𝑘 such that 

 

( ) ( )( , )i k y kl l   (2.1) 

 and 

( ) 1 ( )( , ) .i k y kl l −   (2.2) 

       Moreover, suppose that 

 

          lim ( , ) 0.1l ly yy
 =+→

                                         (2.3) 

        Then, the following hold: 

(1) 
( ) ( )lim ( , )i k y k

k
l l

→
=  

(2) 
( ) ( ) 1lim ( , ) ;i k y k

k
l l +

→
=  

(3) 
( 1) ( )lim ( , ) ;i k y k

k
l l −

→
=  

(4) 
( ) 1 ( 1)lim ( , ) .i k y k

k
l l − +

→
=  
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3. Results and Discussion  

In this section, we introduce the concept of a generalized quasi-weakly contractive operator in the 

framework of metric-like space and examine the conditions for the existence of a fixed point of 

such an operator. 

  Definition 3.1. Let (𝑋, 𝜎) be metric-like space. A self-mapping 𝛶 ∶  𝑋 ⟶  𝑋 is called a 
generalized quasi-weakly contractive operator, if it satisfies the following condition: 

𝜓(𝜎(𝛶𝑙, 𝛶𝑙) +  𝜎(𝛶𝑙, 𝛶𝑚) +  𝜑(𝛶𝑙) +  𝜑(𝛶𝑚)) 

≤  𝜓(𝐶(𝑙, 𝑚, 𝜑))  −  𝜙(𝐿(𝑙, 𝑚, 𝜑)),      (3.1) 

for all 𝑙, 𝑚 ∈  𝑋, where 𝜓 ∈  𝛹, 𝜙, 𝜑 ∈  𝛷 and 

 

( , ) ( , ) ( ) ( ), ( , ) ( ) ( ),

( , ) ( , ) ( ) ( ),

( , , ) max 1
[ ( , ) ( ) ( )

2

( , ) ( ) ( )]

l l l m l m l l l l

m m m m m m

l m
l m l m

m l m l

      

   


  

  

+ + +  + +  
 

+ +  + + 
  

=  
 + +  

 
+  + +   

           (3.2) 

  

( , ) ( , ) ( ) ( ),
( , , ) max .

( , ) ( , ) ( ) ( )

l l l m l m
l m

m m m m m m

   


   

+ + + 
=  

+  + +  
                            (3.3) 

        

  The following is the main result of this paper. 

Theorem 3.2. Let (𝑋, 𝜎) be a 𝜎 −complete metric-like space. If 𝛶 is a generalized quasi-
weakly contractive operator, then there exists a unique 𝑢 ∈  𝑋 such that 𝑢 =  𝛶𝑢 and 
𝜑(𝑢)  =  0. 

Proof. Starting from an arbitrary point 𝑙 ∶=  𝑙0 ∈  𝑋, we will construct a recursive sequence  
{ }y yl   in the following manner: 

𝑙0 ∶=  𝑙 and 0 1:  and  , y yl l l l −= =  for all n ∈ N. 

We presume that 1y yl l −  for all 𝑦 ∈  𝑁. In fact, if for some 𝑦 ∈  𝑁, it is    observed that 

the expression 1 1,y y yl l l− −= =  then the proof is finished. By replacing 1yl l −=  and m=l y   in 

(3.2), we obtain 
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1 1 1 1

1 1

1 1

1 1 1 1

( , ) ( , ) ( ) ( ),

( , ) ( ) ( ),

( , ) ( , ) ( ) ( ),
max .

1
[ ( , ) ( ) ( )

2

( , ) ( ) ( )]

y y y y y y

y y y y

y y y y y y

y y y y

y y y y

l l l l l l

l l l l

l l l l l l

l l l l

l l l l

   

  

   

  

  

− − − −

− −

+ +

− + − +

+ + + 
 

+ +
 
 + + +

=  
 + +
 
 

+ + + 

(3.4) 

 

We observe that 

 

1
[ ( , ) ( ) ( ) ( , ) ( ) ( )]1 1 1 1

2
l l l l l l l ly y y yy y y y     + + + + +− + − +

1
[ ( , ) ( , ) ( ) ( ) ( , ) ( ) ( )]1 1 1 1

2
l l l l l l l l l ly y y y y yy y y y       + + + + + +− + − +

max{ ( , ) ( ) ( ), ( , ) ( , ) ( ) ( )}.1 1 1 1l l l l l l l l l ly y y y y yy y y y       + + + + +− − + +  

Hence, (3.4) becomes 

1 1 1 1 1 1 1( , , ) max{ ( , ) ( , ) ( ) ( ), ( , ) ( , ) ( ) ( )}.y y y y y y y y y y y y y yl l l l l l l l l l l l l l        − − − − − + += + + + + + +  

Similarly, we obtain 

            
( , ) ( , ) ( ) ( ),-1 -1 -1 -1

( , , ) max-1 ( , ) ( ) ( , ) ( )

l l l l l ly yy y y y
L l lyy l l l l l ly y y y y y

   


   

+ + +
=

 +  + +

 
 
 

 

 
( , ) ( , ) ( ) ( ),1 1 1 1

max .
( , ) ( , ) ( ) ( )1 1

l l l l l ly yy y y y

l l l l l ly y y yy y

   

   

+ + +− − − −
=

+ + ++ +

 
 
 

 

 Consequently, (3.1) gives 

  
1 1( ( , ) ( , ) ( ) ( ))y y y y y yl l l l l l    + ++ + +  

  
1 1 1 1( ( , ) ( , ) ( ) ( )y y y y y yl l l l l l    − − − −=   +   +  +   

  
1 1( ( , , )) ( ( , , )).y y y yl l l l   − − −     (3.5) 

 

If 

 
1 1 1 1 1 1( , ) ( , ) ( ) ( ) ( , ) ( , ) ( ) ( )y y y y y y y y y y y yl l l l l l l l l l l l       − − − − + ++ + +  + + +  

for some positive integer y, then it follows from (3.5) that 

1 1( ( , ) ( , ) ( ) ( ))y y y y y yl l l l l l    + ++ + +  

    
1 1( ( , ) ( , ) ( ) ( ))y y y y y yl l l l l l    + + + + +  

     
1 1( ( , ) ( , ) ( ) ( ))y y y y y yl l l l l l    + +− + + +  

which implies that 
1 1( ( , ) ( , ) ( ) ( )) 0.y y y y y yl l l l l l    + ++ + + =    
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Hence, 
1 1( , ) ( , ) ( ) ( ) 0,y y y y y yl l l l l l   + ++ + + =  from which we notice that 

1, ( , ) 0y y y yl l l l+= =  and 

1( ) ( ) 0y yl l  += = , which is a contradiction.  

Therefore, for all 𝑦 =  1, 2, 3, . .. 

1 1( , ) ( , ) ( ) ( )y y y y y yl l l l l l   + ++ + + 1 1 1 1  ( , ) ( , ) ( ) ( )y y y y y yl l l l l l   − − − − + + + . (3.6) 

Hence, 

   
1 1 1 1 1( , , ) ( , ) ( , ) ( ) ( )y y y y y y y yl l l l l l l l    − − − − −= + + +  

and 

   
1 1 1 1 1( , , ) ( , ) ( , ) ( ) ( ).y y y y y y y yl l l l l l l l    − − − − −= + + +  

 

From (3.5), we have 

1 1( ( , ) ( , ) ( ) ( ))y y y y y yl l l l l l    + ++ + +  

1 1 1 1  ( ( , ) ( , ) ( ) ( ))y y y y y yl l l l l l    − − − − + + +  

                                     
1 1 1 1( ( , ) ( , ) ( ) ( )).y y y y y yl l l l l l    − − − −− + + +   

 (3.7) 

 

It follows from (3.6) that the sequence 
1 1{ ( , ) ( , ) ( ) ( )}y y y y y yl l l l l l   + ++ + +  is bounded below 

and non-increasing. 

Therefore,  
1 1( , ) ( , ) ( ) ( )     ,y y y y y yl l l l l l asn    + ++ + + → →  for some 𝜂 ≥  0. Suppose that 

𝜂 >  0. Taking limit in (3.7) as 𝑦 →  ∞, using the continuity of 𝜓 and the lower semi-
continuity of 𝜙, lead to 

1 1 1 1( ) ( ) inf ( ( , ) ( , ) ( ) ( ))lim y y y y y y
y

l l l l l l        − − − −
→

 − + + +  

         ( ) ( ) ( ),      −   

which is a contradiction. Thus, 1 1lim( ( , ) ( , ) ( ) ( )) 0,y y y y y y
y

l l l l l l   + +
→

+ + + = from which we 

have 

         1lim ( , ) lim ( , ) 0y y y y
y y

l l l l  +
→ →

= =            (3.8) 

and 

                        1lim ( ) lim ( ) 0.y y
y y

l l  +
→ →

= =                            (3.9) 

Now, we prove that the sequence { }y yl   is Cauchy. Assume that { }y yl    is not Cauchy. Then, 

by Lemma 2.8, there exist 𝜖 >  0 and subsequences ( ){ }y k kl    and ( ){ }i k kl   of { }y yl    such 

that (2.1) and (2.2) hold. 

 

From (3.2), we have 
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( , ) ( , ) ( ) ( ),( ) ( ) ( ) ( ) ( ) ( )

( , ) ( ) ( ),( ) ( ) ( ) ( )

( , ) ( , ) ( ) ( ),( ) ( ) ( ) ( ) ( ) ( )( , , ) max( ) ( )
1

[ ( , ) ( ) ( ) ( ,( ) ( ) ( ) ( ) ( )
2

l l l l l ly k y k y k i k y k i k

l l l ly k y k y k y k

l l l l l ly k y k i k i k i k i kl ly k i k

l l l l ly k i k y k i k i k

   

  

   


   

+ + +

 + + 

+  + + 
=

 + +  +  )( )

( ) ( )].( ) ( )

l y k

l li k y k + + 

 
 
  
 
 
 
  

 

 

( , ) ( , ) ( ) ( ),

( , ) ( ) ( ),

( , ) ( , ) ( ) ( ),
( , , ) max( ) 1

[ ( , ) ( ) ( ) ( , )

2
( ) ( )]

l l l u l uy y y y

l l l ly y y y

u u u u u u
l uy k

l u l u u ly y y

u l y

   

  

   


   

 

+ + +

 + + 

+  + + 
=

 + +  + 

+ + 

 
 
 
 
 
 
 

. (3.10)     

 

 

As 𝑘 →  ∞ in (3.10), applying Lemma 2.8 and using Equations (3.8) and (3.9) yield 

( ) ( )lim ( , , ) .y k i k
k

l l 
→

=                               (3.11) 

On similar steps, it follows from (3.3) that 

         
( ) ( ) ( ) ( ) ( ) ( )

( ) ( )

( ) ( ) ( ) ( ) ( ) ( )

( , ) ( , ) ( ) ( ),
( , , ) max

( , ) ( , ) ( ) ( )

y k y k y k i k y k i k

y k i k

i k i k i k i k i k i k

l l l l l l
l l

l l l l l l

   


   

+ + + 
=  

+  + +  
 

( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) 1 ( ) ( ) 1

( , ) ( , ) ( ) ( ),
max .

( , ) ( , ) ( ) ( )

y k y k y k i k y k i k

i k i k i k i k i k i k

l l l l l l

l l l l l l

   

   + +

+ + + 
=  

+ + + 
 

Thus, 

    
( ) ( )lim ( , , ) .y k i k

k
l l 

→
=     (3.12) 

From (3.1), we have 

( ) 1 ( ) 1 ( ) 1 ( ) 1 ( ) 1 ( ) 1( ( , ) ( , ) ( ) ( )y k y k y k i k y k i kl l l l l l    + + + + + ++ + +  

       
( ) ( ) ( ) ( )  ( ( , , )) ( (( , , )).y k i k y k i kl l l l    −                                  (3.13) 

Letting 𝑘 →  ∞ in (3.13), and using Lemma 2.8, the continuity of ψ, the lower semi-continuity of 
𝜙 and by using Equations (3.9), (3.11) and (3.12), we obtain 𝜓(𝜖)  ≤  𝜓(𝜖)  −  𝜙(𝜖), which 
is a contradiction because 𝜙(𝜖)  >  0. Therefore, { }y yl   is a Cauchy sequence. The 

completeness of 𝑋 implies that there exists 𝑢 ∈  𝑋 such that lim .y
y

l u
→

=  Given that 𝜙 is lower 

semi-continuous, ( ) inf ( ) lim ( ) 0,lim y y
y y

u l l  
→ →

  = from which it follows that 𝜑(𝑢)  = 0. 

Now, from (3.2) we obtain 
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( )( ), .

( , ) ( , ) ( ) ( ),

( , ) ( ) ( ),

max ( , ) ( , ) ( ) ( )

1
( , ) ( ) ( ) ( , ) ( ) ( )

2

y y y y

y y y y

y k u

y y y y

l l l u l u

l l l l

C l u u u u u u

l u l u u l u l



   

  

   

     

+ + + 
 

 + + 
  

=  +  + + 
 
   + +  +  + +    

 

 

1 1

1

1

( , ) ( , ) ( ) ( ), ( , ) ( ) ( ),

1
max ( , ) ( , ) ( ) ( ), [ ( , ) ( ) ( ) ( , ) ,

2

( ) ( )]

y y y y y y y y

y y y

y

l l l u l u l l l l

u u u u u u l u l u u l

u l

      

       

 

+ +

+

+

+ + + + + 
 
 

= +  + +   + +  + 
 

+ +  

 

from which we have 
1

lim ( , , ) lim max{ ( , ), ( , ) ( , ) ( ), [ ( , ) ( , ) ( )]
2

y
y y

l u u u u u u u u u u u u u       
→ →

= +  +  +  +   
   

                         ( , ) ( , ) ( ).u u u u u  = +  +          (3.14) 

In like manner, we have 

lim ( , , ) lim max{ ( , ) ( , ) ( ) ( ), ( , ) ( , ) ( ) ( )}y y y y y
y y

l u l l l u l u u u u u u u        
→ →

= + + + +  + +       

max{ ( , ), ( , ) ( , ) ( )}u u u u u u u   = +  +   

   ( , ) ( , ) ( ).u u u u u  = +  +                                           (3.15) 

Therefore, from (3.1), we have 

1 1 1 1( ( , ) ( , ) ( ) ( ))y y y yl l l u l u    + + + ++  + +   

( ( , ) ( , ) ( ) ( ))y y y yl l l u l u    =   +   +  +   

  ( ( , , )) ( ( , , )).y yC l u L l u    −                             (3.16) 

Letting 𝑦 →  ∞ in (3.16) and employing the continuity of 𝜓, the lower continuity of 𝜙 and 
using Equations (3.14) and (3.13), we have 

  ( ( , ) ( , ) ( ))u u u u u   +  +   

       ( ( , ) ( , ) ( )) ( ( , ) ( , ) ( )).u u u u u u u u u u        +  +  − +  +       (3.17) 

The expression (3.17) implies that ( ( , ) ( ) ( , )) 0 and henceu u u u u    +  + =  

( , ) ( ) ( , ) 0.u u u u u   +  + =  Therefore, 

 𝑢 =  𝛶𝑢, 𝜑(𝛶𝑢) =  0 and 𝜎(𝑢, 𝑢)  =  0. 

To show that the fixed point of 𝑇 is unique, suppose that 𝑝 is another fixed point of 𝑇 with 𝑥 =
𝑢 and 𝑦 = 𝑝. Then, 𝑝 = 𝑇𝑝 and ( ) 0p = . Now, using (3.1), we have 

( ( , ) ( , )) ( ) ( ))u u u p u p    + + + ( ( , ) ( , ) ( ) ( ))Tu Tu Tu Tp Tu Tp    = + + +  

                   ( ( , , )) ( ( , , ))u p u p    −      

 ( ( , ) ( , )) ( ( , ) ( , )).u u p u u u p u     = + − +  (3.18)                    
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From, (3.18), it is clear that ( ( , )) ( , )) ( ( , ))u p u p u p     − . From which 

( ( , )) 0u p   . But 0 ( ( , )) 0u p   . That is, ( ( , )) 0u p  = . Hence, by the defining 

property of , ( , ) 0.u p  =  Therefore, condition (1)  of metric-like reveals that 𝑢 = 𝑝. 

We construct the following example to verify the hypotheses of Theorem Theorem 3.2. 

 

 

Example 3.3 

Let X = 0,1,2  together with the metric 𝜎: 𝑋 × 𝑋 ∈ 𝑅+ defined by 𝜎(0,0) 

𝜎(0,0) = 𝜎(1,1) = 0, 
1

(0,1) (1,0)
2

 = = , 𝜎(0,2) = (2,0) = 
2

5
 , 

9
(2,2)

20
 = , 

3
(1, 2) (2,1)

5
 = = . Then, (𝑋, 𝜎) is a 𝜎-complete metric-like space. Notice that (2,2) 0  . 

Hence,   is not a metric. In addition, (2,2) (2,0)  , implying that   is not a partial 

metric.  Define a self-mapping : X X   by (0) (1) 0 =  =  and (2) 1 =  .To see that is a 

generalized quasi-weakly contractive operator, let 
4

( )
5

t
t = , 

2
( )

5

t
t = and 

3
( )

5

t
t = . We then 

consider the following cases: 

   
[ 1  :] , , ;

[  2 :] , ,

Case l m X l m

Case l m X l m

 =

 
 

We demonstrate using the following Table 1 that inequality in Equation 3.1 is satisfied for 
each of the above cases. 

Table 1  

Cases L M LHS of (3.1) RHS of (3.1) 

Case 1 0 0 0 0 

1 1 0 0.48 

2 2 0.96 1.32 

Case 2 0 1 0 0.44 

0 2 0.88 1.14 

1 0 0 0.44 

1 2 0.88 1.14 

2 0 0.88 1.1 

2 1 0.88 1.14 

 

In the following Figure 1, we illustrate the validity of contractive inequality (3.1) using 
Example 1. 
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Figure 1 Illustration of contractive inequality (3.1) using Example 3.3. 

Therefore, all the hypotheses of Theorem 3.2 are satisfied, and   has a unique fixed 

point, 𝒍 = 𝟎. Consequently, is a generalized quasi-weakly contractive operator. 

To see that the generalized quasi-weakly contractive operator intro-duced in this 

manuscript is not the generalized weakly contractive operator introduced by Cho [6], 

let 𝑿 be equipped with the Euclidean metric 𝒅. Then, (𝑿, 𝒅) is a complete metric 

space. However, taking any points  𝒍, 𝒎 ∈ {𝟏, 𝟐} ⊂ 𝑿, we see that 

( ( , ) ( ) ( )l m l m     +  + 
4 8 32

5 5 25

 
= = 

 
 

     
28 4 14 2 14

25 5 5 5 5

   
 = −   

   
 

     
4 14 14 8 11 2 14 8

max , , , max ,
5 5 5 5 5 5 5 5

      
= −      

      
. 

Therefore, the generalized quasi-weakly contractive operator is not the generalized weakly 

contractive mapping defined by Cho [6], and so Theorem 3.2 due to Cho [6] is not applicable to this 

example. 

In what follows, we present some consequences of Theorem 3.2. 

Corollary 3.4. Let (𝑋, 𝜎) be a 𝜎 −complete metric-like space. Suppose that the self-

mapping 𝛶 satisfies the following condition: 

( ( , ) ( , ) ( ) ( ))   ( ( , , )) ( ( , , )),l l l m l m l m l m          +   +  +   −               (3.19) 

for all 𝑙, 𝑚 ∈  𝑋, where 𝜓 ∈  𝛹 and 𝜙, 𝜑 ∈  𝛷. Then, there exists a unique 𝑢 ∈  𝑋 
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such that 𝑢 =  𝛶𝑢 and 𝜑(𝑢)  =  0. 

 By taking 𝜙(𝑡)  =  0, for all 𝑡 ∈  𝑅+, we have the next result. 

 

Corollary 3.5. Let (𝑋, 𝜎) be a 𝜎 −complete metric-like space. Assume that the self-

mapping 𝛶 satisfies the following condition: 

( ( , ) ( , ) ( ) ( )) ( ( , , )),l l l m l m l m        +   +  +      (3.20) 

for all 𝑙, 𝑚 ∈  𝑋, where 𝜓 ∈  𝛹. Then, there exists a unique 𝑢 ∈  𝑋 such 

 that  𝑢 =  𝛶𝑢 and 𝜑(𝑢)  =  0. 

 

Corollary 3.6. Let (𝑋, 𝜎) be a 𝜎 −complete metric-like space. Suppose that the self-

mapping 𝛶 satisfies the following condition: 

( ( , ) ( , ) ( ) ( ))l l l m l m      +   +  +   

      ( ( , ) ( , ) ( ) ( )) ( ( , ) ( , ) ( ) ( )),l l l m l m l l l m l m          + + + − + + +  (3.21) 

for all 𝑙, 𝑚 ∈  𝑋, where 𝜓 ∈  𝛹 and 𝜙, 𝜑 ∈  𝛷. Then, there exists a unique 𝑢 ∈  𝑋 

such that 𝑢 =  𝛶𝑢 and 𝜑(𝑢)  =  0. 

4. Conclusion 

As a generalization of Banach’s fixed point theorem, Amini-Harandi introduced the concept of 
metric-like space and derived some related fixed-point results in such space. In this manuscript, 
the notion of generalized quasi-weakly contractive operators in metric-like space is introduced and 
conditions for the existence of fixed points for such mappings are investigated. Non-trivial 
comparative examples have been presented to illustrate the proposed ideas and to show that they 
are indeed generalizations of a few concepts in the literature. 
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Abstract 

Many researchers have studied different contractive Mappings in 𝐶∗-algebra valued metric space and 

their related fixed point results. However, a hybrid of Hardy-Rogers and 𝐹-contraction has not been 

adequately examined. Hence, this paper proposes a more general fixed point result involving the 

aforementioned contractive operators in 𝐶∗-algebra valued metric space. The result obtained in this work 

extends a few corresponding ones in the literature. 

 

Keywords: 𝐶∗-algebra valued metric space, 𝐹-contraction, Hardy-Rogers contraction 

 

1. Introduction 

The theory of fixed point is an imminent area for various branches of mathematics and physics due to 

its broad applications. It is of great significance in numerical analysis and approximation theory. The 

earliest fixed point result known as the Banach Contraction Principle was proved by Banach in 1922. 

Thereafter, Many researchers studied the fixed point theory in different directions, for example, see 

Afra (2014), Gholamian et al. (2015), Wardowski (2012) and the references therein. 

A 𝐶∗-algebra (see Sakai, 1971) is employed to describe physical systems in quantum theory and 

statistical mechanics. Subsequently, it appeared as a significant area of research. In 2014, Ma et al. 

initiated the notion of 𝐶∗-algebra valued metric space and proved fixed point theorems for contractive 

and expansive mappings on a complete 𝐶∗-algebra valued metric space. Since then, several authors 

e.g., Asim and Imdad (2020), Bai (2016), Batul and Kamran (2015), Kumar et al. (2021) have extended 

and generalized the work of Ma et al. (2014) in different directions with interesting theorems and 

applications. 

In this article, motivated by the work of Shagari et al. (2022), Hardy and Rogers (1973), we study 

fixed point result of 𝐹-contraction of Hardy-Rogers type in 𝐶∗-algebra valued metric space. The result 

established in this work is an extension of some corresponding ones in the literature. 

 

 

2. Literature Review 

mailto:shagaris@ymail.com
mailto:shagaris@ymail.com
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In this work, we assign a unital 𝐶∗-algebra by 𝔸, X as a nonempty set, 𝔸+ denotes the set 

{𝑎 ∈  𝔸 ∶  𝑎 ≥  𝜃} and |𝑎|  =  (𝑎 ∗ 𝑎)
1

2 where 𝜃 means the zero element in 𝔸. We first give the 

definition of a 𝐶∗-algebra metric space due to Ma et al. (2014). 

 

Definition 2.1. (Ma et al., 2014) Let 𝑋 be a nonempty set. Suppose the mapping 𝑑 ∶  𝑋 ×  𝑋 ⟶  𝔸 

satisfies; 

1) 𝜃 ⪯  𝑑(𝑥, 𝑦) and 𝑑(𝑥, 𝑦)  =  𝜃 ⇔  𝑥 =  𝑦 for all 𝑥, 𝑦 ∈  𝑋; 

2) 𝑑(𝑥, 𝑦)  =  𝑑(𝑦, 𝑥) for all 𝑥, 𝑦 ∈  𝑋; 

3) 𝑑(𝑥, 𝑦)  ⪯  𝑑(𝑥, 𝑧)  +  𝑑(𝑧, 𝑦) for all 𝑥, 𝑦, 𝑧 ∈  𝑋 

Then d is called a 𝐶∗-algebra-valued metric on 𝑋 and (𝑋, 𝔸, 𝑑) is called a 𝐶∗-algebra-valued metric 

space. This concept generalizes the concept of metric space by replacing the set of real numbers by 𝔸+ 

Definition 2.2. (Ma et al., 2014) Let (𝑋, 𝔸, 𝑑) be a 𝐶∗-algebra-valued metric space. Suppose that 

(𝑥𝑛)𝑛 ⊂ 𝑋 and  𝑥 ∈  𝑋, if for any 𝜀 >  0, there is 𝑁 such that for all 𝑛 >  𝑁, ∥ 𝑑(𝑥𝑛, 𝑥) ∥ ≤  𝜀, then 

(𝑥𝑛)𝑛 is said to be convergent with respect to 𝔸 and (𝑥𝑛) converges to 𝑥. (𝑥𝑛)  is said to be a Cauchy 

sequence with respect to 𝔸 If for any ε > 0, there is 𝑁 such that for all 𝑛, 𝑚 >  𝑁, ∥ 𝑑(𝑥𝑛, 𝑥𝑚) ∥ ≤  𝜀. 

(𝑋, 𝔸, 𝑑) Is a complete 𝐶∗-algebra-valued metric space if every Cauchy sequence with respect to 𝔸 is 

convergent. 

Definition 2.3. (Ma et al., 2014) Suppose that (𝑋, 𝔸, 𝑑) is 𝐶∗-algebra-valued metric space. A mapping 

𝑇 ∶  𝑋 ⟶  𝑋 is said to be a 𝐶∗-algebra -valued contractive mapping on  𝑋, if there exists an 𝐴 ∈  𝔸 

with ‖𝐴‖ < 1 such that 

 𝑑(𝑇 𝑥, 𝑇 𝑦) ⪯  𝐴∗𝑑(𝑥, 𝑦)𝐴, ∀𝑥, 𝑦 ∈  𝑋. 

Theorem 2.3. (Ma et al. 2014) If (𝑋, 𝔸, 𝑑) is a complete 𝐶∗-algebra-valued metric space and 𝑇 is a 

contractive mapping, then there exists a unique fixed point in X. 

 

Theorem 2.4. (Hardy and Rogers, 1973): Let (𝑋, 𝑑) be a metric space and 𝑇 be a self-mapping 

satisfying the condition for 𝑥, 𝑦 ∈ 𝑋 

( , ) ( , ) ( , ) ( , ) ( , ) ( , )d Tx Ty ad x Tx bd y Ty cd x Ty ed y Tx f x y + + + +     (1) 

Where 𝑎, 𝑏, 𝑐, 𝑒, 𝑓 are nonnegative and we set 𝛼 = 𝑎 + 𝑏 + 𝑐 + 𝑒 + 𝑓. Then 

a) If 𝑋 is complete and 𝛼 < 1, 𝑇 has a unique fixed point. 

b) If (1)  is modifies to the condition x y implies  

( , ) ( , ) ( , ) ( , ) ( , ) ( , )d Tx Ty ad x Tx bd y Ty cd x Ty ed y Tx f x y + + + +   (1′) 

And in this case we assume 𝑋 is compact, 𝑇 is continuous and 𝛼 = 1, then 𝑇 has a unique fixed point. 

Definition 2.4. (Shagari et al., 2022) Let :F + →  be a mapping that meets the ensuing 

presumptions: 

A1 𝐹 is   -increasing; 

A2 for every sequence { }n nA  + , if and only if lim ( )n
n

F A
→

= ‖ ‖ ; 

A3 There exists (0,1)k  such that lim ( )k

A
A F A




→
= . 
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Denote the family of mappings obeying (A1) - (A3) by F . 

Definition 2.5. (Shagari et al., 2022) Let ( , , )X d be a *C -algebra-valued metric space. A mapping 

:T X X→  is named a *C -algebra-valued 𝐹-contraction if there exists A + with 1A ‖ ‖  such that 

for all ,x y X ,  

( , )d Tx Ty   implies *( ( , )) ( ( , ) )A F d Tx Ty F A d x y A+  , where FF  . 

Theorem 2.6. (Shagari et al., 2022) Let ( , , )X d be a complete *C -algebra-valued metric space and 

:T X X→ be a *C -algebra-valued 𝐹-contraction. Then, 𝑇 has a unique fixed point in 𝑋. 

3. Results and Discussion 

We now study the F-contraction of Hardy-Rogers in *C -algebra-valued metric space. 

Definition 3.1. Let ( , , )X d be a *C -algebra-valued metric space. A mapping :T X X→  is called a 

*C -algebra-valued 𝐹-Contraction of Hardy-Rogers type if there exists A + with 1A ‖ ‖  and 

, ,   

+  with 2 2 1  + + ‖ ‖ ‖ ‖ ‖ ‖  such that for all x X , ( , )d Tx Ty    

( )( ( , )) ( , ) [ ( , ) ( , )] [ ( , ) ( , )]A F d Tx Ty F d x y d x Tx d y Ty d x Ty d y Tx  +  + + + + . (2) 

Remark 3.2. 

i. If   = = , the definition above reduces to definition 2.5 of Shagari et al. (2022) 

ii. If   = = , definition 3.1 reduces to definition of *C -algebra-valued 𝐹-contraction 

of Kannan type. 

iii. If   = = , definition 3.1 reduces to definition of *C -algebra-valued 𝐹-contraction 

of Chatterjea type. 

iv. If  = , definition 3.1 reduces to definition of *C -algebra-valued 𝐹-contraction of 

Reich type. 

 

Our main result is presented as follows; 

Theorem 3.3. Let ( , , )X d be a complete *C -algebra-valued metric space. Suppose that :T X X→  

is continuous and 𝑇 is *C -algebra-valued 𝐹-Contraction of Hardy Rogers type. Then there exists 

x X such thatTx x= . Moreover, if either 

i. 2 1 + ‖ ‖ ‖ ‖ , or 

ii. 1 + ‖ ‖ ‖ ‖  and 𝐹 is continuous,  

then the fixed point is unique. 
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Proof 

Choose 0x X  and define a sequence ( )n nx   by 2 1

1 0 2 1 0 1 0, ,... n

n nx Tx x Tx T x x Tx T x+

+= = = = = . If 

= , then for all n ( , )d x y =  and the result is trivial. Let 1( , )n n nd d x x +=  {0}n   .  

Now, suppose   and that 1( , ) ( , )n n n nd x Tx d Tx Tx −= , n . Using the contractive condition 

(2) with 1nx x −=  and ny x= , we have 

( )1 1 1 1 1 1( ( , )) ( , ) [ ( , ) ( , )] [ ( , ) ( , ]n n n n n n n n n n n nA F d Tx Tx F d x x d x Tx d x Tx d x Tx d x Tx  − − − − − −+ ++ + +    

( )1 1 1 1 1( , ) [ ( , ) ( , )] [ ( , ) ( , )]n n n n n n n n n nF d x x d x x d x x d x x d x x  − − + − += + + + +    

( )1 1 1 1 1( , ) [ ( , ) ( , )] [ ( , ) ( , )]n n n n n n n n n nF d x x d x x d x x d x x d x x  − − + − + + + + +  

 ( )1 1( ) ( , ) ( ) ( , )n n n nF d x x d x x    − += + + + + . 

By the monotonicity of  𝐹, we have 

1 1 1 1( , ) ( , ) ( ) ( , ) ( ) ( , )n n n n n n n nd Tx Tx d x x d x x d x x    − + − +=  + + + +  

1 1( ) ( , ) ( ) ( , ).n n n nI d x x d x x    + −− −  + +  

Since 2 2 1  + + =‖ ‖ ‖ ‖ ‖ ‖ , then 
2 2

1.
I

  

 

+ +


− −

‖ ‖ ‖ ‖ ‖ ‖

‖ ‖ ‖ ‖ ‖ ‖
 

So, 1 1 1( , ) ( , ) ( , . )n n n n n nd x x d x x d x x
I

  

 
+ − −

+ +
 =

− −
 

Now, 1( ) ( )n nA F d F d −+  , for all n , which implies 

1 2 .   ( ) ( ) ( ) 2 ..n n nF d F d A F d A− −− −      0( )F d nA −  

0( ) ( ) ,nF d F d nA n −     (3) 

Taking the norm on both sides, we obtain ( )nF d →‖ ‖  as n → . 

By(𝐴2),  

lim n
n

d 
→

= ,    (4) 

and from (𝐴3)  

lim ( ) 0 (0,1).k

n n
n

d F d for k
→

= ‖ ‖   (5) 

By (3), we have that for all n , 

0 0 0( ) ( ) [ ( ) ] ( )k k k k

n n n n nd F d d F d d F d nA d F d− − −  

.k

nnd A = −   

Taking the limit on both sides and using (4) and (5) in the above inequality, we obtain 

lim ( ) 0.k

n n
n

d F d
→

=‖ ‖  

Hence, there exists an 0n   with k

nnd A I  , for all 0n n . Then,  

01

1
, .n

k

d n n

A n

  ‖ ‖

‖ ‖
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So, for ,n p  with 1p  , we have 

1 1 2 1 1 1( , ) ( , ) ( , ) .. ( . , ) ...n n p n n n n n p n p n n n pd x x d x x d x x d x x d d d+ + + + + − + + + −+ + + = + + +   

1n p

i i

i n i n

d d I
+ − 

= =

=    
1

1i

i n i n k

A
d I I

i

− 

= =

 = ‖ ‖  

1

1 1

1 1

i n i nk k

A I I

i i

 
−

= =

  ‖ ‖  

1

1
( , )n n p

i n k

d x x I

i



+

=


   

 

Clearly, the series above is convergent, i.e. 0nd →‖ ‖  as n → . This implies that ( )n nx   is a Cauchy 

sequence in ( , , )X d and by completeness of the space, there exists x X  with
1lim limn n

n n
x Tx x−

→ →
= =

. Since 𝑇 is continuous with respect to , then 

( , ) ( , l ) imn n
n

d x Tx d x Tx
→

=‖ ‖  1lim ( , )n n
n

d x x +
→

=‖ ‖     

1lim ( , )n n
n

d x x +
→

= ‖ ‖  

( , ) 0d x x= =‖ ‖ . 

This implies ( , )d x Tx =      Tx x= . 

To show uniqueness, we assume ( )y x  is another fixed point of 𝑇. Then from (2), 

 ( ( , )) ( ( , ))A F d x y A F d Tx Ty+ = +  

( ( , ) [ ( , ) ( , )] [ ( , ) ( , )])F d x y d x Tx d y Ty d x Ty d y Tx   + + + +  

 ( ( , ) [ ( , ) ( , )] [ ( , ) ( , )])F d x y d x x d y y d x y d y x  = + + + +  

( )( 2 ) ( , )F d x y = + . 

Since 2 1  + ‖ ‖ ‖ ‖  and by (A1), 

( , ) ( 2 ) ( , ) d x y d x y  +‖ ‖ ‖ ‖  ( , )  d x y‖ ‖ , 

a contraction. Hence x y= . 

Similarly, suppose 𝐹 is continuous and assume contrary that the fixed point is not unique, then 

1( ( , )) ( ( , )) n nA F d x x A F d Tx Tx++ = +   

( ( , ) [ ( , ) ( , )] [ ( , ) ( , )])n n n n nF d x x d x Tx d x Tx d x Tx d x Tx   + + + +  

   1 1( ( , ) [ ( , ) ( , )] [ ( , ) ( , )])n n n n n nF d x x d x x d x Tx d x Tx d x x  + += + + + + . 

Letting n →  and given that 1 + ‖ ‖ ‖ ‖ , we obtain 

( ( , ) (( ) ( , )) ( ( , )A F d x Tx F d x Tx F d x Tx +  +  , 

 a contradiction. Hence the fixed point is unique. 
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Corollary 3.4. Let ( , , )X d be a complete *C -algebra-algebra-valued metric space. Suppose that 

:T X X→  is continuous and 𝑇 is *C -algebra-valued 𝐹-Contraction of Kannan type. Then there exists 

x X such thatTx x= . Moreover, if either i) or ii) of Theorem 3.3 above is satisfied then the fixed 

point is unique. 

Proof. Put   = =  in Theorem 3.3. 

Corollary 3.5. Let ( , , )X d be a complete *C -algebra-algebra-valued metric space. Suppose that 

:T X X→  is continuous and 𝑇 is *C -algebra-valued 𝐹-Contraction of Chatterjea type. Then there 

exists x X such thatTx x= . Moreover, if either i) or ii) of Theorem 3.3 above is satisfied then the 

fixed point is unique. 

Proof. Put   = =  in Theorem 3.3. 

Corollary 3.6. Let ( , , )X d be a complete *C -algebra-algebra-valued metric space. Suppose that 

:T X X→  is continuous and 𝑇 is *C -algebra-valued 𝐹-Contraction of Reich type. Then there exists 

x X such thatTx x= . Moreover, if either i) or ii) of Theorem 3.3 above is satisfied then the fixed 

point is unique. 

Proof. Put  = in Theorem 3.3. 

 

4. Conclusion 

Hardy and Rogers (1973) proved a fixed point theorem of a generalization of Reich Contraction in 

metric space. In the present paper, we have extended Hardy-Rogers type mapping to a more general 

setting and established the corresponding fixed point, which can be used to solve some integral and 

differential equations. The result obtained in this work can be extended to a more general space like 
*C -algebra- valued Partial b-metric space and some other dislocated metric space. 
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Abstract 

In this paper, we propose an approximation operators for fuzzy product rough sets (𝑋, 𝑅), where X is 

a non-empty set and 𝑅 is a product similarity relation on 𝑋. We also provide axiomatics to fully 

characterize those approximation operators. The method employed was by relaxing the R-implication 

of the lower semi-continuous t-norm already in the literature and adopting a Goguen implication, 

which is the R-implication of the product t-norm. The results obtained presents a way of computing 

the lower approximation operators, specifically for the product t-norm. Some related propositions and 

examples were also provided. 

Keywords: Fuzzy-rough sets, fuzzy sets, lower approximation operator,product similarity relation, 

rough sets.  

 

1. Introduction 

Rough set theory proposed by Pawlak (1982) is concerned with the analysis of imprecise, uncertain or 

incomplete information and knowledge. The basic concept of rough set is the approximation of lower 

and upper spaces of a set, the approximation being the formal classification of knowledge regarding 

the domain of interest. Let 𝑅 be a fuzzy equivalence relation, then; the lower approximation of a non 

empty set X with respect to 𝑅 is the set of all objects which can certainly be classified in 𝑋, and the 

upper approximation of a non empty set 𝑋 with respect to 𝑅 is the set of all objects which can possibly 

be classified in 𝑋. If the boundary region of a non empty set 𝑋 is the difference between its lower and 

upper approximations. If its boundary region is empty, then the set is crisp otherwise it is rough. 

 

There are two approaches to the development of fuzzy rough set. One is the constructive approach in 

which the lower and upper approximation operators are constructed from fuzzy relation, the other is 

the axiomatic approach in which the lower and upper approximation operators satisfies a set of axioms. 

mailto:mmannirgafai@gmail.com
mailto:2auwalmuhammad1@umyu.edu.ng
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The constructive approach is suitable for practical application of rough set, while the axiomatic 

approach is more appropriate in studying the structures of rough set algebras, takes the lower and upper 

approximation operators as primitive notions. In this paper, axiomatic approach will be used to 

establish a fuzzy product-lower approximation operator. 

 

Throughout this paper,Π represent a product, 𝐼𝑋 represent a fuzzy set on a set 𝑋, 𝐼𝑋×𝑋 represent a fuzzy 

binary relation on 𝑋, ⋀ represent an infimum and 𝛼 represent a constant fuzzy set. 

 

2. Literature Review 

Fuzzy rough sets proposed by Dubois and Prade (1982) is an extension of the classical rough set theory, 

incorporating the concept of fuzziness to handle the problems of uncertainty and imprecision in data. 

Classical rough set theory, developed by Pawlak (1965) is a mathematical approach for dealing with 

imprecision, vagueness and uncertainty in data analysis. Fuzzy rough sets are characterized by the 

lower and upper approximations. The lower approximation represents the elements that certainly 

belong to the set, while the upper approximation represents the elements that possibly belong to the 

set. There are two approaches to the development of fuzzy rough set. One is the constructive approach 

in which the lower and upper approximation operators are constructed from fuzzy relation; the other 

is the axiomatic approach in which the lower and upper approximation operators satisfy a set of 

axioms. The constructive approach is suitable for practical application of rough set. On the other hand, 

the axiomatic approach which is appropriate for studying the structures of rough set algebras, takes the 

lower and upper approximation operators as primitive notions. Morsi and Yakout (1998) studied a set 

of axioms on fuzzy T-rough sets defined by a triangular norm and R-implication. However, their studies 

were restricted to the fuzzy rough set algebras constructed from similarity relations. In order to solidify 

the theory Radzikowska and Kerre (2002) through a comparative study of fuzzy rough sets presented 

a more general approach to the fuzzification of rough sets. Basic properties of rough sets were 

investigated. In particular, they define three properties of fuzzy rough sets relatively to three main 

classes of implication, and analyzed their properties in the contest of the basic rough equalities. 

Another important study about attribute reduction on fuzzy rough set concept was made by Salido and 

Murakami (2003), in their work, they define the more general type of fuzzy system and propose a 

strong infrastructure about attribute reduction application based on fuzzy rough set that can be used by 

constructive approaches. In their approach they used T-similarity relation which is reflexive, 

symmetric and have a transitive property. An axiomatic characterization of a fuzzy generalization of 
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rough sets by Mi and Zhang (2004) represents that in rough set theory, the lower and upper 

approximation operators defined by a fixed binary relation satisfies many interesting properties. The 

assumptions which permit a given fuzzy theoretic operator to represent an upper or lower 

approximation derived from a special fuzzy relation. Different classes of fuzzy rough set algebras are 

obtained from different types of fuzzy relations. Fuzzy-rough set-based feature selection (FS) has been 

shown by Cao et al (2003) to be highly useful at reducing data dimensionality but possesses several 

problems that renders it ineffective for large datasets.  

The paper by Wu and Zhang (2004) presents a general framework for the study of fuzzy rough sets in 

which both constructive and axiomatic approaches are used. Tsang et al. (2005) proposed an algorithm 

based on discernibility matrix that can find all reduction on a fuzzy database. However, in their 

algorithm T-norm was used for the purpose of constructing and aggregating fuzzy similarities. Wu et 

al. (2003) as the dual of axiomatic systems for lower approximation, axiomatic characterization of 

rough set and fuzzy set without any restriction on the cardinality of the universe is also given. Beg and 

Rashid (2016) introduced a modified soft fuzzy rough set model, they also presented the lower and 

upper approximation operators and investigated their related properties. Gafai and Zulkifilu (2023) 

proposed an axiomatic definition for fuzzy 𝛱-rough sets and its upper approximation operators. 

3. Methodology 

Axiomatic approach will be used to relaxed the T-residuated implication ϑT from the already existing 

literatures. Meanwhile, Goguen implication ϑΠ shall be adopted to establish new results; the fuzzy Π-

lower approximation operators. 

Definition 3.1 (Morsi, 1995) A triangular norm is a binary operation on the unit interval I = [0, 1] that 

is associative, symmetric, monotone in each argument and has a neutral element 1 

Definition 3.2 (Klement et al., 2004) A triangular norm T is continuous if for all convergent sequence 

{xn}n∈N, {yn}n∈N we have, 

T( lim
n→∞

xn, lim
n→∞

yn) = lim
n→∞

T(xn, yn)                  (1) 

Definition 3.3 (Klement et al., 2004) A triangular norm T is said to be left-continuous if for each y 

∈[0, 1] and all non-decreasing sequence {𝑥𝑛}𝑛∈𝑁we have,  

  lim
n→∞

 T(xn, y) = T( lim
n→∞

xn, y)       (2) 

Definition 3.4 (Fodor, 2004) A triangular norm T is lower semi-continuous if and only if it is left-

continuous in its first component. 
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Given a lower semi-continuous triangular norm T, the following binary operation on I defined ∀ α, γ 

∈I by; 

ϑT(α, γ) =  Sup{θ ∈  I |αTθ ≤ γ}      (3) 

is called residuation implication of T or T-residuated implication (U. Hohle, 1982).  

 

The most popular continuous triangular norms are Minimum (denoted by m or ∧), Product (denoted 

by p or Π) and Lukasiewicz conjunction (denoted by Tm or W) respectively defined as, for all α, β ∈ I,  

α ∧ β  = min{α, β}       (4)  

   α Π β  = α β        (5)  

   α W β = max{ α + β – 1, 0 }      (6) 

Their residuation implications are respectively given as follows, for all α, γ ∈ Iby; 

   ϑ∧(α, β) = {
 1,         α ≤ β
β,          α > β

      (7) 

Alternatively known as Brouwerian implication, 

   ϑΠ(α, β) = {
 1,          α ≤ β

β
α

,           α>β
      (8) 

Alternatively known as the Goguen implication or the Gaines implication, 

   ϑW(α, β) = {
 1,                   α ≤ β
1 − α + β,    α > β

     (9) 

Also known as Lukasiewicz implication ( Mizumoto and Zimmermann, 1982). 

Definition 3.5 (Gafai and Zulkifilu, 2023) A fuzzy binary relation 𝑅 on 𝑋 (𝑅∈ IX×X) is said to be a Π-

similarity relation, if ∀𝑎, 𝑏, 𝑐∈𝑋, the following conditions are satisfied; 

i. 𝑅(𝑎, 𝑎) = 1    Reflexive  

ii. 𝑅(𝑎, 𝑏) = 𝑅(𝑏, 𝑎)  Symmetric  

iii. 𝑅(𝑎, 𝑐) Π 𝑅(𝑎, 𝑏) ≤ 𝑅(𝑐, 𝑏)  Π-transitive 

Definition 3.6 (Gafai and Zulkifilu, 2023) A fuzzy Π-rough set (or a fuzzy Π-approximation space) is 

a pair (𝑋, 𝑅) where 𝑅 is a Π-similarity relation on 𝑋. 

Definition 3.7 (Gafai and Zulkifilu, 2023) An operator 𝐴 on 𝐼𝑋 is said to be a fuzzy Π-upper 

approximation operator on 𝑋if the following axioms are satisfied, ∀𝜇 ∈ 𝐼𝑋, 𝑎, 𝑏 ∈ 𝑋 and 𝛼 ∈ 𝐼, 

i. 𝐴𝜇 ≥ 𝜇 

ii. 𝐴𝐴𝜇 = 𝐴𝜇 

iii. 𝐴(⋁ 𝜇𝑗𝑗∈𝐽 ) = ⋁ 𝐴𝜇𝑗𝑗∈𝐽  
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iv. 𝐴(1𝑎)(𝑏) = 𝐴(1𝑏)(𝑎) 

v. 𝐴 (𝛼Πμ) = 𝛼Π𝐴𝜇 

Proposition 3.8 (Morsi and Yakout, 1998) The T-residuation implication ϑ of a lower semi-continuous 

triangular norm T, enjoys the following properties, for all α, β, γ ∈ I, 

[1] ϑ(γ, 1) =  1 and ϑ(1, α)  =  α,  

[2] ϑ(, )is monotone in the right argument, 

[3] ϑ(,) is anti-monotone in the left argument, 

[4] ϑ(γ, α)Tϑ(α, β)  ≤ ϑ(γ, β)  (T-transitivity of ϑ)  

[5] ϑ(⋁ γjj∈J , α)  =  ⋀ ϑ(γj , α) j  

[6] ϑ(γ, ⋁ αjj  )  =  ⋁ ϑ(γ, αj )j  

[7] γ ≤ α  iff  ϑ(γ, α)  =  1 

[8] ϑ(β, ϑ(γ, α))  =  ϑ(γ, ϑ(β, α))  (the exchange principle)  

[9] ϑ(βTγ, α)  =  ϑ(β, ϑ(γ, α) 

[10] ϑ(βTγ, α)Tβ ≤ ϑ(γ, α) 

[11] ⋀ ϑ(γTϑ(β, α), α =  ϑ(γ, β)α∈I  

[12] ϑ(ϑ(γ, α), α)  ≥ γ 

[13] ⋀ ϑ(ϑ(γ, α), α)  =  γα∈I  

[14] ϑ(γ, α)Tβ ≤ ϑ(γ, αTβ) 

[15] ⋀ ϑ(ϑ(β, α), ϑ(γ, α)  =  ϑ(γ, β) α∈I  

[16] ϑ(γ, α)  ≤ ϑ(γTβ, αTβ) 

[17] ϑ(γ, ⋁ αjj∈J ) ≥ ⋁ ϑ(γ, αj )j∈J  

[18] α ≤ ϑ(β, αTβ) 

 

4. Results and Discussion 

Definition 4.1 An operator 𝐴 on a fuzzy set 𝐼𝑋 is said to be a fuzzy Π-lower approximation operator, 

if it satisfies the following axioms, ∀𝜇, 𝜇𝑗 , 𝛼 ∈ 𝐼𝑋 and for all 𝑗 ∈ 𝐽 (where 𝐽 is an indexed set); 

(𝑃1).  𝐴𝜇 ≤ 𝜇. 

(𝑃2).  𝐴𝐴𝜇 = 𝐴𝜇. 

(𝑃3).  𝐴(⋀ 𝜇𝑗𝑗∈𝐽 ) = ⋀ 𝐴𝜇𝑗𝑗∈𝐽 . 

(𝑃4).  𝐴ϑΠ |1x,α| (𝑦) = 𝐴ϑΠ |1y,α| (𝑥). 
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(𝑃5).  𝐴ϑΠ |α , μ| = ϑΠ |α , 𝐴μ|. 

Proposition 4.2 Let R be a Π-similarity relation on 𝑋. Define an operator 𝐴𝑅on 𝐼𝑋as follows: for all µ 

∈𝐼𝑋and all x ∈ X:  

 𝐴𝑅𝜇(𝑥) = ⋀ ϑΠ(R(𝑢, 𝑥),𝑢∈𝑋 𝜇(𝑢))                            (10) 

then,𝐴𝑅ϑΠ |1𝑥, α| (𝑦) = ϑΠ(𝑅(𝑥, 𝑦), α) for all (𝑥, 𝑦, 𝛼) ∈ 𝑋 × 𝑋 × 𝐼 

𝐴𝑅is a Π-lower approximation operator 

i.  

Proof  

(i) 𝐴𝑅ϑΠ |1x, α| (𝑦)   = ⋀ ϑΠ(R(𝑢, 𝑦),𝑢∈𝑋 ϑΠ |1x, α| (u)) 

          = ⋀ ϑΠ(R(𝑢, 𝑦),𝑢∈𝑋 ϑΠ(1(x)(u), 𝛼)) 

                                         = ϑΠ(R(x, y), ϑΠ(1x(x), 𝛼)Π ⋀ ϑΠ(R(𝑢, 𝑦),𝑢≠𝑥 ϑ(0, 𝛼)) 

                                         = ϑΠ(R(x, y), ϑΠ(1, 𝛼)Π ⋀ ϑΠ(R(𝑢, 𝑦),𝑢≠𝑥 1) 

                                         = ϑΠ(R(x, y),
α

1
Π ⋀ ϑΠ(R(𝑢, 𝑦),𝑢≠𝑥 1) 

                                   = ϑΠ(R(x, y), 𝛼)Π ⋀ ϑΠ(R(𝑢, 𝑦),𝑢≠𝑥 1) 

                           = ϑΠ(R(x, y), 𝛼) Π 1 

                     = ϑΠ(R(x, y), 𝛼) 

 

(ii) For all 𝜇 ∈ 𝐼𝑋, (𝜇𝑗 ∈ 𝐼𝑋, for all 𝑗 ∈ 𝐽), for all 𝑥, 𝑦 ∈ 𝑋 and 𝛼 ∈ 𝐼, we get:  

(P1). 𝐴𝑅𝜇(𝑥) = ⋀ ϑΠ(R(𝑢, 𝑥),𝑢∈𝑋 𝜇(𝑢)) ≤ ϑΠ(R(x, x), μ(x)) = ϑΠ(1, μ(x)) = μ(x) 

(P2).  𝐴𝑅(𝐴𝑅𝜇)(𝑥)  = ⋀ ϑΠ(R(𝑢, 𝑥),𝑢∈𝑋 𝐴𝑅𝜇(𝑢) 

            = ⋀ ϑΠ(R(𝑢, 𝑥),𝑢∈𝑋 ⋀ ϑΠ(R(𝑣, 𝑢), 𝜇(𝑣)𝑣∈𝑋 ) 

            = ⋀ ϑΠ(R(𝑢, 𝑥),𝑢,𝑣∈𝑋 ϑΠ(R(𝑣, 𝑢), 𝜇(𝑣))  

            = ⋀ ϑΠ(R(𝑣, 𝑢)Π𝑢,𝑣∈𝑋 R(𝑢, 𝑥), 𝜇(𝑣))   

  ≥ ⋀ ϑΠ(R(𝑣, 𝑢)Π𝑣∈𝑋 R(𝑥, 𝑥), 𝜇(𝑣)) 

            = ⋀ ϑΠ(R(𝑣, 𝑥)Π𝑣∈𝑋 1, 𝜇(𝑣)) 

  = ⋀ ϑΠ(R(𝑣, 𝑥)𝑣∈𝑋 , 𝜇(𝑣))    

            = 𝐴𝑅𝜇(𝑥) 
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Therefore, 𝐴𝑅(𝐴𝑅𝜇)(𝑥) ≥ 𝐴𝑅𝜇(𝑥) and the converse holds by (P1). Hence the equality 𝐴𝑅(𝐴𝑅𝜇) =

𝐴𝑅𝜇 

 (P3).  (𝐴𝑅(⋀ 𝜇𝑗𝑗∈𝐽 )(𝑥) = ⋀ ϑΠ(R(𝑢, 𝑥),𝑢∈𝑋 ⋀ 𝜇𝑗(𝑢)𝑗∈𝐽 ) 

      = ⋀ ⋀ 𝜇𝑗𝑗∈𝐽 ϑΠ(R(𝑢, 𝑥),𝑢∈𝑋 𝜇𝑗(𝑢))  

      = ⋀ ⋀ 𝜇𝑗𝑢∈𝑋 ϑΠ(R(𝑢, 𝑥),𝑗∈𝐽 𝜇𝑗(𝑢)) 

      = ⋀ 𝐴𝑅𝜇𝑗𝑗∈𝐽 (𝑥) 

(P4). 𝐴ϑΠ |1𝑥,α| (𝑦) = ϑΠ(𝑅(𝑥, 𝑦), 𝛼) 

  = ϑΠ(𝑅(𝑦, 𝑥), 𝛼) 

  = 𝐴ϑΠ |1𝑦,α| (𝑥) 

(P5). 𝐴𝑅ϑΠ |α, 𝜇(𝑥)| = ⋀ ϑΠ(R(𝑢, 𝑥),𝑢∈𝑋 ϑ |α, 𝜇(𝑢)| 

  = ⋀ ϑΠ(α, R(𝑢, 𝑥),𝑢∈𝑋 𝜇(𝑢)  

  = ϑΠ(α, ⋀ ϑ(R(𝑢, 𝑥),𝑢∈𝑋 𝜇(𝑢))  

  = ϑΠ(α, Aμ(𝑥)) 

  = ϑΠ |α, 𝐴𝜇| (𝑥) 

Hence, 𝐴𝑅having satisfied (P1) – (P5) is a fuzzy Π-lower approximation operator on 𝐼𝑋. 

The results obtained are the extension of the work of Morsi and Yakout (1998), were they studied a 

fuzzy rough sets based on the arbitrary T (lower semi continuous t-norm), they used a T-residuated 

implication ϑT to proposed a new definition for fuzzy T-lower approximation operator 𝐴: 𝐼𝑋 → 𝐼𝑋of 

(X, R), where R is a T-similarity relation. Their definition satisfies the identities; 𝐴𝐴 = 𝐴 and 𝐴𝐴 = 𝐴. 

In this paper, we relaxed the T-residuated implication ϑT and adopted the Goguen implicationϑΠ. 

Consequently, we established a fuzzy Π-lower approximation operator. The results obtained proffers 

an alternative and more precise way of computing the lower approximation operator specifically for 

the product case of continuous t-norms 

Definition 4.3 A fuzzy set µ is said to be exact if  𝐴𝜇 = 𝐴𝜇 = 𝜇. 

Example 4.4 Let 𝑋 = {𝑎, 𝑏, 𝑐} and 𝜇 = (𝑎0.2, 𝑏0.5, 𝑐0.7). Consider the Π-similarity relation on 𝑋; 

𝑎 𝑏 𝑐 

    𝑅 =
𝑎
𝑏
𝑐

(
1 0 0
0 1 0.3
0 0.3 1

) 
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we find the Π-lower approximation operator on 𝑋 as follows; 

𝐴𝜇(𝑎)  = ⋀ (ϑΠ(R(a, a), 𝜇(𝑎)), ϑΠ(R(b, a), 𝜇(𝑏)), ϑΠ(R(c, a), 𝜇(𝑐))) =

⋀(ϑΠ(1,0.2), ϑΠ(0,0.5), ϑΠ(0,0.7)) 

 = ⋀ (
0.2

1
, 1, 1) 

 = 0.2 

𝐴𝜇(𝑏)  = ⋀ (ϑΠ(R(a, b), 𝜇(𝑎)), ϑΠ(R(b, b), 𝜇(𝑏)), ϑΠ(R(c, b), 𝜇(𝑐)))  

 = ⋀(ϑΠ(0,0.2), ϑΠ(1,0.5), ϑΠ(0.3, 0.7)) 

 = ⋀(1,
0.5

1
, 1) 

 = 0.5 

𝐴𝜇(𝑏)    = ⋀ (ϑΠ(R(a, c), 𝜇(𝑎)), ϑΠ(R(b, c), 𝜇(𝑏)), ϑΠ(R(c, c), 𝜇(𝑐))) 

 = ⋀(ϑΠ(0,0.2), ϑΠ(0.3, 0.5), ϑΠ(1,0.7)) 

 = ⋀(1, 1 ,
0.7

1
) 

 = 0.7 

Therefore, 𝐴𝜇 = (𝑎0.2, 𝑏0.5, 𝑐0.7) = 𝜇 

Similarly, we find the Π-upper approximation operator as follows;  

𝐴𝜇(𝑎)   = ⋁(R(a, a) Π 𝜇(𝑎), R(b, a) Π 𝜇(𝑏), R(c, a) Π 𝜇(𝑐)) 

  = ⋁(1 Π 0.2, 0 Π 0.5, 0 Π 0.7) 

  = ⋁(0.2, 0, 0) 

  = 0.2 

.𝐴(𝑏) = ⋁(R(a, b) Π 𝜇(𝑎), R(b, b) Π 𝜇(𝑏), R(c, b) Π 𝜇(𝑐)) 

 = ⋁(0 Π 0.2, 1 Π 0.5, 0.3 Π 0.7) 
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 = ⋁(0, 0.5, 0.21) 

 = 0.5 

.𝐴𝜇(𝑐) = ⋁(R(a, c) Π 𝜇(𝑎), R(b, c) Π 𝜇(𝑏), R(c, c) Π 𝜇(𝑐)) 

 = ⋁(0 Π 0.2, 0.3 Π 0.5, 1 Π 0.7) 

 = ⋁(0, 0.15, 0.7) 

 = 0.7 

Therefore, 𝐴𝜇 = 𝐴𝜇 = 𝜇 = (𝑎0.2, 𝑏0.5, 𝑐0.7). Hence, 𝜇 is an exact sets 

CONCLUSION 

In this paper, Goguen implication was used to establish a fuzzy Π-lower approximation operator. This 

was achieved with the aid of some already existing definitions, theorems and propositions ont-norm, 

fuzzy T-lower approximation operator and the T-residuated implication. The established results proffer 

an easier way of finding the lower approximation operator specifically for the product case of the 

continuous t-norn. 
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Abstract 

In some regions of Northern Nigeria and West Africa, Acacia nilotica is recognized as a medicinal 

shrub that is used to cure ailments including dysentery and diarrhea. Because of this growing resistance 

to antibiotics, studies have been conducted on the phytochemical screening and antibacterial properties 

of Acacia nilotica leaf extracts.The plant leaves were collected from Kalshingi in Akko LGA of Gombe 

and authenticated at the Herbarium of Gombe State University. Phytochemical analyses using standard 

tests were used to detect tannins, steroids, saponins, flavonoids, glycosides, and alkaloids from the 

leaves. The agar-well diffusion method was employed in testing the sensitivity of the crude leaf 

extracts on two clinical bacterial isolates, while the tube dilution method was used to determine the 

minimum inhibitory concentration (MIC), and sub-culturing on nutrient agar was used to determine 

the minimum bactericidal concentration (MBC). Phytochemical analyses revealed tannins, steroids, 

flavonoids and saponins, glycosides were present in both the methanol and aqueous leaf extracts. The 

two extracts at concentrations varying from 6.25 mg/ml to 50 mg/ml exhibited zones of inhibition 

ranging from 12mm to 20mm against Escherichia coli and Klebsiella pneumoniae. The MIC test 

revealed that E. coli was inhibited at 1.56 mg/ml of aqueous extract and 3.12 mg/ml of methanol 

extract, while Klebsiella was inhibited at 3.12 mg/ml of both methanol and aqueous extracts. MBC for 

both bacteria was 6.25 mg/mL for each of the extracts. These results suggest that this leaf can be a 

potential source of an alternative to antibiotics.  

Keywords: Acacia nilotica, phytochemical activity, Escherichia coli, Klebsiella pneumoniae.  
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INTRODUCTION  

Herbal medicine (traditional) has been recognized by the WHO as an important alternative way of 

providing health care services and treatments for the population, especially in Ghana, which adopts 

this method due to its affordability (Nyarko et al., 2005). Man has utilized plants for a variety of 

reasons from the beginning of time, and as long as life exists on Earth, he will continue to do so 

(Abbiw, 1990). Over time, the world's population has benefited greatly from the symbiotic interaction 

between humans and plants.  

Plants are great suppliers of several sorts of medications because they generate a wide variety of 

bioactive chemicals. The majority of medications, including those utilized in the conventional medical 

system, come from natural and synthetic compounds. Therefore, screening conventional natural 

compounds is a sensible method to drug development. In recent years, the usage of plant extracts has 

grown significantly, and several studies have been carried out globally to demonstrate the antibacterial 

properties of medicinal plants (Alonso-Paz et al., 1995). Over the years, plants have shown to be a 

great source of natural materials for preserving human health, particularly in the past few years with 

increased research into natural medicines. The World Health Organization (Santos et al., 1995) states 

that the greatest source of a wide range of medications would be medicinal plants.  

Over the years, the use of plant materials to prevent and treat infectious diseases has attracted the 

attention of scientists worldwide due to the persistent and earnest need to find new antimicrobial 

mixtures with different compound structures and novel components of activity for new and reappearing 

irresistible illnesses.  Thus turning the attention and interest of researchers towards new ways of 

developing better drugs against microbial infection (Falodun et al., 2006).  

In some regions of Northern Nigeria, West Africa, North Africa, and other areas of the world, Acacia 

nilotica, also known as bagaruwa in Hausa, has been recognized and utilized as a medicinal plant for 

the treatment of ailments including diarrhea, dysentery, leprosy, cancer, ulcers, diabetes, etc. 

Opposition to antimicrobial medication resistance is not just about growth; it's also a scheduling issue 

for the therapeutic setting. Furthermore, a lot of information has been published on the toxicity of 

several therapeutic herbs. Rats' chromosomes were reportedly damaged by extracts from Bryophyllum 

calycinum (whole plant), Annona senegalensis root, Hymenocardia acida stem bark, Erythrophleum 

suaveollens leaves, and Spondiatus preussii (Sowemimo et al., 2007). People in rural regions employ 
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Acacia nilotica in traditional medicine to treat a variety of ailments. The plant's bark is often used to 

treat leprosy, bleeding piles, diarrhoea, colds, bronchitis, and leucoderma. Pods and delicate leaves are 

used in traditional medicine to treat diabetes mellitus and diarrhoea. It has been demonstrated that the 

plant possesses cytotoxic action, antioxidant activity, antibacterial, anti-inflammatory, vasoconstrictor, 

antihypertensive, and antispasmodic properties, as well as inhibitory activities against the hepatitis 

virus (Gilani et al., 1999; Del, 2009; Malviya et al., 2011). Secondary metabolites like alkaloids, 

cyanogenic glycosides, fluoroacetate, gums, terpenes (including diterpenes, essential oils, 

phytosterols, and triterpene genins and saponins), hydrolyzable tannins, flavonoids, and condensed 

tannins are known to be abundant in different parts of this plant (Seigler, 2003). Numerous uses, such 

as medicines, alternative medicine, natural remedies, and the preservation of raw and processed food, 

have been made possible by the antibacterial properties of plant extracts (Abd El-Aziz and Ali, 2013). 

The majority of gram-negative bacteria generate the enzymes known as beta-lactamases. They 

frequently cause organisms that contain them to become resistant to β-lactam antibiotics (Bush et al., 

1995). According to Steward et al. (2001), ESBLs are chromosomal or plasmid-mediated enzymes 

that arise from spontaneous mutations in the serine active site of the old beta-lactamase enzyme. These 

changes add four to six additional amino acids to the enzyme's hydrolytic substrate. With the exception 

of carbapenems, these enzymes mediate resistance to monobactams (aztreonam) and oxymino-

cephalosporins (ceftriaxone, ceftazidime, cefotaxime, and cefepime). The first extended-spectrum β-

lactamase was found in Klebsiella pneumoniae in Garmany in 1983 (Knothe et al., 1983), and 

subsequently across western Europe, most likely as a result of the first clinical usage of extended-

spectrum β-lactam antibiotics in those regions. The Enterobacteriaceae family is the principal host of 

these infections, with Klebsiella pneumoniae and Escherichia coli accounting for the majority of global 

reports. According to Kotra et al. (2002), they are to blame for 5–20% of nosocomial infection 

outbreaks in critical care, burn, cancer, and neonatal units. The development and controlled 

dissemination of these enzymes in Nigeria have been facilitated by inadequate hygiene practices, the 

indiscriminate use of antibiotics, and a lack of surveillance of microbial drug resistance (Arzai and 

Adamu, 2008). In order to ascertain the plant part's antibacterial activity against the testing isolates, 

screen for the presence of plant bioactive chemicals, and ultimately ascertain the plant part's minimum 

inhibitory concentration (MIC) and minimum biochemical concentration (MBC) against the isolates, 

this study was conducted. 
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MATERIAL AND METHODS  

Collection and Preparation of Plant Materials  

Using a cleaned cutlass, fresh leaves of Acacia nilotica were aseptically picked along Kalshingi and 

then brought to the Gombe State University microbiology lab in cleaned polythene bags and sacks. To 

get rid of any dirt or debris from the plant components, a soft brush was utilized (Sarker et al., 2006). 

The plant portion was identified using specimen number GSUH500 at the Botany Herbarium of the 

Biological Sciences Department at Gombe State University. After two weeks of air drying in the shade, 

the samples were ground into a powder with a mortar and pestle (Aliyu et al., 2008; Esimone et al., 

2012).  

Extraction of Plant Materials  

Water Extraction  

Fifty grams (50g) of the powdered sample of the plant was extracted by boiling in 200 ml of distilled 

water for 30 minutes; the extract was then filtered using What`s Man filter paper No. 2, and then the 

filtrate was evaporated to dryness at 40oϲ. (Esimone et al., 2012).  

Methanol Extraction  

An electric balance was used to weigh fifty grams (50g) of the plant's powdered sample, which was 

then placed into labeled conical flasks holding 200 ml of ethanol. After being shaken for two weeks 

on a rotary shaker, the mixture was filtered. To recover the extract, the filtrate was transferred to a new 

flask and boiled in a water bath (Bhojwani and Dantu, 2013).  

Qualitative Phytochemical Screening of Plant Materials  

Using standard techniques developed by Odebiyi and modified by Aiyelaagbe and Osamudiamen 

(2009), the qualitative phytochemical composition of the plant materials that demonstrated 

antibacterial activity was examined for the presence of alkaloid, saponin, steroids, tannin, flavonoid, 

and cardiac glycosides.  
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Screening for alkaloids (Mayer`s Reagent Test):  

To acidify the sample, 2-3 drops of diluted hydrochloric acid were added to 2 mil of the extracts. 

Distilled water was mixed with 2 mil of Mayer's reagent, which consists of potassium iodide (KI) and 

mercury chloride (HgCl2). The alkaloids are present when a white to yellow precipitate forms. 

Screening for saponin:  

5 mil of distilled water and 2 mil of extract were combined, and the mixture was rapidly shaken for 30 

seconds. Saponin is present when there is steady, continuous foaming.  

Screening for tannin:  

FeCL3 (1 ml) was added to 2 ml of extracts. A coloring that is either blue-green or blue-black suggests 

the presence of tannin.  

Screening for flavonoid:  

2-3 ml drops of a strong NaOH solution were added to 2 ml of extract. When diluted HCL is added, 

the production of strong yellow turns colorless, signifying the presence of flavonoids.  

Screening for Phenol (Ferric Chloride Test):  

To 2 ml of extract, 2-3 drops of ferric chloride solution were added. The presence of phenols is 

indicated by the production of a brilliant black hue.  

Test for Glycosides (Most Classes):  

10 mil of boiling distilled water were mixed with 5 mil of powdered sample, agitated, and filtered with 

What's Man No. 1 filter paper. The 2 mL portion of the filtrate was then supplemented with a few 

drops of concentrated HCL. To hydrolyze any glycosides that were present, the mixture was cooked 

for one minute. To make the combination alkaline, a few drops of aqueous ammonia solution were 

also added. Five drops of the mixture were then combined with 2 mil of Benedict's reagent and heated. 

The observation of a reddish-brown precipitate suggests the presence of glycosides.  
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Isolation of Test Organisms  

The test organisms, Klebsiella pneumonia and Escherichia coli, were obtained from the Federal 

Teaching Hospital located in Gombe and verified by biochemical analyses. After the test organisms 

were aseptically subcultured on nutrient agar, the double disc synergy test (DDST) technique was used 

to determine whether organisms produced beta-lactamases. As Cheesbrough (2006) describes, the 

colonies were further subcultured to yield pure culture. 

Screening for Extended Spectrum Beta-Lactamases  

The approach used was the double disc synergy test (DDST), as outlined by CLSI (2010). As 

previously mentioned, sterile swab sticks were used to inoculate the test organisms on Mueller Hinton 

Agar (MHA) using standardized inocula. Every inoculated MHA had an amoxicillin/clavulanic acid 

disc (20/10 μg) inserted in the middle of it. The amoxicillin/clavulanic acid disc was positioned 15 mm 

center to center, followed by 30 μg of ceftazidime and 30 μg of cefotaxime. For twenty-four hours, the 

plates were incubated at 37°C. Following incubation, the formation of ESBL was indicated by an 

elevation of the zone of inhibition of one or both of the Ceftazidime and Cefotaxime discs towards the 

Amoxycillin/Clavulanic Acid discs.  

Inoculum Standardization  

A test tube containing normal saline was filled with enough material from an overnight culture of the 

test organism using an inoculation platinum wire loop, until the suspension's turbidity matched that of 

the 0.5 McFarland Standard (CLSI, 2012). 

Preparation of Turbidity Standard  

Using the procedure outlined by CLSI (2012), 1 ml of concentrated H2SO4 was added to 99 ml of 

distilled water to create a 1% v/v solution of sulfuric acid. Additionally, 0.5g of dehydrated barium 

chloride were dissolved in 50 ml of distilled water to create a one percent (1% w/v) solution. This was 

followed by mixing 0.6 ml of the barium chloride solution with 99.4 ml of sulfuric acid solution to 

create a 1% w/v barium sulfate suspension. After that, the turbid solution was put into the test tube to 

serve as the reference for analysis.  
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Preparation of Stock Solution of Extracts  

Each of the various extracts was diluted serially by dissolving 0.2 g in 1 ml of 20% v/v dimethyl 

sulfoxide (DMSO) to create a 200 mg/ml concentration (Esimone et al., 2012).  

Sensitivity Testing  

The agar-well diffusion technique (Esimone et al., 2012) was used to perform this test, as detailed 

below. Each of the various extracts was diluted two times and diluted to a 200 mg/ml concentration 

by dissolving 0.2 g in 1 ml of 20% v/v dimethyl sulfoxide (DMSO). Two milliliters of sterile Muller-

Hinton agar were used to suspend a single colony of the test isolate. As previously mentioned, the 

isolate solution was standardized and used to inoculate the Muller-Hinton agar surface. The extra fluid 

was then drained into a jar for disinfection. After allowing the infected agar surfaces to dry, the plates 

were properly labeled. The infected Muller-Hinton agar was hollowed out into four 6 mm diameter 

wells using a cork borer. Each well was filled with 50 μl of the test extracts at each concentration using 

a micropipette. The extracts were allowed to permeate into the agar by leaving the plates on the bench 

for thirty minutes. After that, the plates were incubated for twenty-four hours at 37°C. The plates were 

examined for inhibitory zones surrounding the wells following incubation. A meter ruler was used to 

measure the zone sizes to the closest full millimeter. The mean inhibition zone diameter was measured 

twice for each test, and it was reported to the closest full millimeter. 

Minimum Inhibitory Concentration (MIC)  

The tube dilution method was used to calculate the extract's minimal inhibitory concentration. The 

plant extracts were diluted and added to the nutritional broth in a 1:1 ratio. To ascertain the range of 

MIC values, preliminary approximations of the plant extract's MIC values against the test organism 

were determined. As a result, using the dilution formula, the following concentrations were made for 

each extract: 6.25, 3.12, 1.56, and 0.78. Each tube also received 0.1 ml of the test organism's reference 

suspension. For twenty-four hours, the tubes were incubated at 37°C. As a control, there was also a 

tube with extract and growth media but no inoculum. At the conclusion of the incubation period, the 

growth (turbid solution) or lack thereof (clear solution) was noted. The least inhibitory concentration 

(MIC) of an extract is defined as the lowest concentration at which no growth occurs. 

 



Proceedings of International Conference on Mathematical Modelling Optimization and Analysis 

of Disease Dynamics (ICMMOADD) 2024 

 
 

435 
 

Minimum Bactericidal Concentration (MBC)  

By subculturing the last test dilution that had visible growth (turbidity) and all other dilutions in which 

there was no growth on a new extract solid medium and incubating for an additional 24 hours, the 

minimum bactericidal concentration (MBC) was ascertained. The minimum bactericidal concentration 

(MBC) was determined by using the largest dilution that did not exhibit a single bacterial colony 

(Baker and Silver, 2009).  

RESULTS DISCUSSION, CONCLUSION 

Result 

The following presents the findings from the phytochemical screening and antibacterial activity of the 

methanolic and aqueous leaf extracts of Acacia nilotica 

Table 1: Antibacterial activity of Methanolic (zone of inhibition) extract of Acacia nilotica 

against the tested organisms. 

Concentrations             50mg/ml             25mg/ml            12.5mg/ml        6.25mg/ml 

Organisms                                           Growth inhibition zones (mm) 

     

E. coli 20 12    18       13 

Klebsiella pneumoniae 19 16    14       12 

 

Table 2: Antibacterial activity of Aqueous (zone of inhibition) extract of Acacia nilotica against 

the tested organisms. 

Concentrations               50mg/ml            25mg/ml            12.5mg/ml        6.25mg/ml 

Organisms                                           Growth inhibition zones (mm) 

     

E. coli   17 15   12       10 

Klebsiella pneumoniae   18 13   10       12 
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Table 3: Phytochemical Screening of Methanolic and Aqueous leaves extracts of Acacia nilotica.                                 

Phytochemical components Methanol Aqueous 

Alkaloids - - 

Flavonoids + + 

Saponins - + 

Tannins + + 

Steroids + + 

Phenol  + + 

Glycosides + + 

Key: -; not detected, +; present,  

Table 4: Minimum Inhibitory Concentration (MIC) and Minimum Bactericidal Concentration 

of Methanolic and Aqueous leaves extracts of Acacia nilotica on tested organisms. 

EXTRACTS 

Organisms Methanol (mg/ml) Aqueous (mg/ml) 

  MIC MBC MIC MBC 

E. coli  3.12 6.25 1.56 6.25 

Klebsiella pneumoniae  3.12 6.25 3.12 6.25 

                                                                                                                                              

Discussion  

The results obtained from Table 1 showed that the Methanolic extract of the leaf plant had the highest 

antibacterial activity of 20mm at 50 mg/ml and 19mm at 50 mg/ml against E. coli and Klebsiella 

pneumoniae respectively, while the results from Table 2 showed that the aqueous extract plant 

exhibited the highest antibacterial activity against E. coli and Klebsiella pneumoniae with 17mm and 

18mm at 50 mg/mL concentrations respectively. Methanolic leaf extract had the highest antibacterial 

activity against both tested isolates. Although all extracts were significant when compared with the 

CLSI (2014) guidelines for antimicrobial susceptibility testing, these significant activities may have 

resulted from reactions between components of the plant extracts that were not active themselves to 

improve the stability, solubility, bioavailability, or half-life of some other components, thereby making 

them strong and bioactive (Bone and Mills, 2013). The results obtained from this study are in line with 
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the findings of Oseni and Owusu (2012), who reported that a multi-blend containing different parts of 

the Acacia nilotica plant displayed synergistic activity on some pathogenic bacteria. However, no 

literature was found to support or dispute the lack of synergy between those other plant parts. Also, 

the result is in accordance with the findings of Philips (2010), who reported that tannins and alkaloids 

are natural products that have medicinal properties. The phytochemicals present could be the cause of 

the action seen. Numerous studies have demonstrated the antibacterial and antioxidant properties of 

components such as tannins, saponins, flavonoids, and terpenes (Kunle and Egharevba, 2009; Ayoola 

et al., 2008). Moreover, Tables 1 and 2 depicted the individual efficacy of the plant against the tested 

organisms (E. coli and Klebsiella pneumoniae), respectively, indicating its antibacterial activity 

against these organisms. The methanol extract of the plant exhibited the highest activity in Table 1, 

followed by the aqueous extract at concentrations primarily of 50 mg/mL and 25 mg/mL. These 

findings are consistent with Okoro et al. (2014), who noted strong antibacterial activity of A. nilotica 

leaf extracts against isolates. They also align with Abeer and Sanaa's (2010) observations that the 

methanolic extract of A. nilotica demonstrates superior antibacterial activity compared to the aqueous 

extract against certain bacterial isolates. This research corroborates Olaleyen's (2007) findings 

regarding the pharmacological effects of methanolic extracts of alkaloids and saponins from Hibiscus 

sabdariffa on bacterial isolates such as E. coli, K. pneumoniae, and S. aureus. Similarly, Abd-Ulgadir 

et al. (2015) reported higher antibacterial activity against E. coli with the methanolic extract of Acacia 

nilotica species. These results are also in agreement with Mahesh and Satish's (2008) studies. However, 

they go against the conclusions of Abubakar (2009), who found that aqueous extracts were more 

effective than organic extracts at preventing the development of harmful bacteria such Proteus 

mirabilis, Streptococcus pyogenes, Escherichia coli, Staphylococcus aureus, and Pseudomonas 

aeruginosa. 

According to Table 3, the results of the phytochemical screening show that the extracts were found to 

be positive for a number of phyto-compounds, including tannins, saponins, flavonoids, phenols, 

steroids, and glycosides. This is in line with the results of Deshpande et al. (2013), who also confirmed 

that the leaves of Acacia nilotica contain tannins, saponins, flavonoids, phenols, and steroids. The 

physiological impacts and medicinal qualities of these active phytochemical elements are 

acknowledged, and they have an impact on the medicinal potential of plants. It has been shown that 

tannins, alkaloids, and saponins prevent bacterial development and provide defense against plant 

mycoses (Deshpande et al., 2013). 



Proceedings of International Conference on Mathematical Modelling Optimization and Analysis 

of Disease Dynamics (ICMMOADD) 2024 

 
 

438 
 

The results from Table 4, illustrating the MIC and MBC values obtained through individual sensitivity 

testing, demonstrated that the growth of beta-lactamase-producing E. coli and Klebsiella pneumoniae 

was halted at concentrations of 3.12 mg/mL and exhibited lethal effects at 6.25 mg/mL, respectively. 

This observation aligns with the findings of Okoro et al. (2014) and Gislene et al. (2000), who similarly 

reported MIC and MBC values for A. nilotica extracts and other plant samples against bacterial isolates 

to be 3.12 mg/mL and 6.25 mg/mL, respectively. Discrepancies in these values might arise due to 

variations in the methodologies employed. 

Conclusion  

The study findings indicated the existence of phytochemical substances like tannins, steroids, 

glycosides, saponins, and flavonoids in the plant components, with no detection of alkaloids. Both 

methanol and aqueous extracts of the plant exhibited greater antibacterial effectiveness against E. coli 

compared to Klebsiella pneumoniae. Hence, the plant shows promise as a potential antibacterial agent.  
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                                                    Abstracts 

The effect of vernonia amygdalina (Bitter leave) on biodegradation of Polycyclic Aromatic 

Hydrocarbons (PAHs) contaminated soil was studied.  The Critical Micelle Concentration (CMC) of 

the saponins was first determined using capillary rise method.  The PAHs contaminated soil was 

divided into four groups and treated with different saponins concentration in order to determine the 

effect of V.amygdalina saponins on biodegradation of PAHs after 7 and 18 days of incubation period 

at room temperature and pH value of 6.0. The targeted PAHs in this study were Naphthalene (NAP), 

Phenanthrene (PHE) and Benzo-A-pyrene (BAP). The Critical Micelles Concentration (CMC) of 

V.amygdalina saponins was determined to be approximately 120mg/L at a pH of nearly 6.9 (1g/500ml 

stock solution. There was biodegradation of PAHs when the residual mean values of the difference 

treatment group were compared to the values of the control group. Although not all the incubation 

groups have lowered the PAHs down to its reference value (0.1 mg.kg-1DW), good number of 

compounds have been drastically reduced to change the soil occupation criteria. Therefore saponins 

from V.amygdalina have biodegradation effect on polycyclic aromatic hydrocarbons. Further study 

need to be conducted on the potentials of saponins compound from V.amygdalina leaves on 

solubilizing polycyclic aromatic hydrocarbon specifically the higher molecular weight compounds and 

also to establish the order of the degradation of PAHs with Saponins concentration.  

  

Key words:   Bioremediation     CMC   PAHs   Saponins   Vernonia amygdalina  

1.0 INTRODUCTION 

 Soil, which is one of the most valuable resources that Man cannot do without is heavily polluted by 

both inorganic metals and organic pollutants globally (Xiao-Lan and Yong 2018). High amount of 

contaminants like polycyclic aromatic hydrocarbons (PAHs), petroleum and related products, 

pesticides, chlorophenols and heavy metals are being deposited to the soil thereby causing a serious 

threat to human health and natural ecosystem (Ming, et al., 2015).  Polycyclic Aromatic Hydrocarbons 

(PAHs) are chemical compounds that have two or more fused benzene rings in linear, angular or cluster 

shape, with only carbon and hydrogen. They are normally produced when there is low amount of 

Oxygen during burning under of substances (Gurjeet et al., 2015). Polycyclic aromatic hydrocarbons 

are widely distributed owing to both natural and anthropogenic sources (Bishnoi and Mehta, 2005). 

Chemical and physical methods for soil cleaning of these contaminants have been unsuccessful or 

expensive (Ming et al., 2015). Recently, use of surfactants for increasing the accessibility of PAHs 

from polluted soil by microbes has been promising for soil remediation (Abiram, Kongkona, 

Ponnusamy, Sunita, Shravani, Nikhil, Jenet, Vinoth et al., 2022). Bioremediation is a process relying 

on microorganisms, plants or their respective enzymes to degrade pollutants (Megharaj et al., 2011). 

The aim of this study is to determine the effect of V. amygdalina saponins in bioremediation of PAHs 

in Kaduna refinery waste contaminated soil. 
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2. 0 LITERATURE REVIEW 

 Polycyclic aromatic hydrocarbons (PAHs) are mainly categorised in two main classes: lower 

molecular weight PAHs, such as molecules with three or less benzene ring (naphthalene, acenaphtene, 

fluorene, phenanthrene, and anthracene) and higher molecular weight PAHs, such as molecules with 

four or more benzene rings (fluoranthene, pyrene, benzo(a)anthracene, chrysene, 

benzo(b)fluoranthene, benzo(k)fluoranthene, benzo(a)pyrene, and dibenzo(ah) [Megharaj et al., 2001; 

Von Lau et al., 2014). 

Surfactans are widely classified as non-volatile, surface-active substances that are widespread in 

nature, existing mainly in the plant kingdom Hostettmann et al., (2005). Surfactants produce micelles 

(aggregates of monomers) when the concentration is above a given value of concentration called 

critical micellar concentration CMC (Lakra et al., 2013). This characteristics of surfactant has been 

largely studied for decades so as to apply it in soil “cleaning technologies” (Von Lau et al., 2014) or 

to improve mobilization of contaminants towards degrading microbes (Kobayashi et al., 2012)  by 

making the PAHs more soluble in water. Vernonia amygdalina is a widely known shrub or small tree 

that is common in tropical Africa. They are also found in Asia and are widely distributed along 

drainage lines and in natural forest or commercial plantation. The leaves of V.amygdalina can be used 

as condiments in making after getting rid of the bitter taste by washing. Moreover, the leaf is used to 

prepare a common Nigerian bitter leaf soup called Onugbo and as spice in the Cameroon dish called 

“Ndole. In African continent like Nigeria, the plant is processed into tonic and drank for medicinal 

purposes Ijeh et al., (2008).  

               

 3.0 MATERIALS AND METHOD 

    Sample identification, collection and preparation 

 Fresh bitter leaf  (Vernonia amygdalina) leaves free from disease was collected in a sterilised 

polythene bag in quarter 2 area, Samaru Zaria, Kaduna state Nigeria. It was identify by Sanusi 

Mohammed at the herbarium of Department of Biological Science Ahmadu Bello University Zaria 

and identified with voucher specimen number 900179. Before the preparation, the leaves were first 

washed thoroughly 3 times with tap water and then once with sterile distilled water.  The leave 

materials was dried under shade on sterile blotter and then pounded into fine powder using 

laboratory Pestle and Mortar. 

                             

Extraction of Saponins  

 The extraction of V.amygdalina saponins was carried out at department of Pharmacognosis, Faculty 

of Pharmaceutical sciences Ahmadu Bello University Zaria. Exactly five hundred grams (500g) of 

the powdered bitter leaves was left in 100 ml of 70%w/v Ethanol for three days to get soaked. After 

the three days of the extraction, the extract was filtered using Whatman No.1filter paper. The crude 

ethanolic extract was concentrated by evaporating the ethanol. Ethyl acetate and KOH were added 

for delipidization and removal of flavonoid respectively. The extract was subjected to solvent 

partitioning using n-butanol as water immiscible solvent to obtain the saponins extract. After 

complete evaporation the extract was tested for saponins using haemolytic test as described by 
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Sodipo et al., 1990 and then measured by weighing and kept aseptically until when needed for use 

(Gberikon et al., 2019). 

Critical Micelles Concentration (CMC) of V.amygdalina Saponins 

The CMC of the Vernonia amygdalina saponins was measured by the capillary rise method to 

determine the change in surface tension with increasing concentration of saponins as described by 

described by Hernan et al., (2001).  

              

 Soil Sample Collection  

 The contaminated soil sample was collected from Kaduna Refinery Petrochemical Company where 

both liquid and solid refinery waste are discharge in Kaduna state Nigeria which had been exposed for 

many decades to petroleum hydrocarbons, polycyclic aromatic hydrocarbons and trace elements. The 

sample was collected from different spot at same location in accordance to the distance from the source 

of the waste. The soil sample was taken to the department of soil science Ahmadu Bello University 

Zaria, air dried, sieved through a 2-mm sieve and the physicochemical properties were determined 

according to the methods of (Bada et al., 2018).The particle size distribution of soil sample (%sand, 

%silt and %clay) was carried out according to Bouyoucos Hydrometer method to identify the soil 

texture (Umeri et al., 2017). 

PAHs  

The Polycyclic Aromatic Hydrocarbons standards were purchased from Zayo-Sigma Chemicals Ltd. 

PAHs Extraction from Soil Samples  

Eight grams (8g) of sample was extracted with acetone/dichloromethane (1:1) solvent for 2 hours. 

After the extraction, it was allowed to evaporate on bench for 24 hours; the remaining extract was then 

dissolved in 10ml dichloromethane. The 1µl of the extracted solution was injected in High 

Performance Liquid Chromatograph (HPLC) for PAHs quantification.  

  Experimental System  

 The incubation experiment was carried out using the method described by Davin et al., (2018) with 

some modifications. In order to determine the effectiveness of PAHs degradation, the incubation 

experiment was done under four conditions: sample soil without saponins, sample soil with CMC of 

the saponins, sample soil with 2*CMC of the saponins and sample soil with 4*CMC of the saponins. 

Untreated soil samples were used as control and two separate incubation periods of 7 and 18 days were 

investigated. 15g of the experimental soil was placed at water holding capacity of 80% in a 15-ml 

centrifuge tubes and were pre-incubated for 3 days. After the incubation, the different concentrations 

of the saponins were added to the soil samples and the centrifuge tubes were closed by caps and placed 

in a centrifuge machine, shaken at 200 rpm at room temperature. Oxygen that is required for 

bioremediation was let in by opening the centrifuge tubes for 5min every day. All modalities were 

done in triplicate for each sample.  After each of the incubation period, soils were subjected for PAHs 

measurement.   
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Statistical Analysis  

The data obtain from the experiments were subjected to statistical analysis. Statistical analysis was 

carried out by performing calculations, analysis using one-way ANOVA and visualizing data in SPSS 

statistic version 23.0. The final values represented as mean (standard error) SE.  

   

4.0 RESULTS AND DISCUSSION 

Table1: Soil properties of the contaminated soil from the Kaduna refinery petrochemical company 

        Parameter  Value  

pH in H2O 5.6 

pH in 0.01m CaCl2 4.9 

ECe (dSm-1) 0.009 

Clay (%) 8 

Slit (%) 10 

Sand (%) 82 

Texture Loamy Sand 

 Organic Carbon (%) 6.94 

Phosphorus (%) 0.675 

Total Nitrogen (%) 0.315 

 

 

*Characterization of the contaminated soil with crude oil showed that the soil had loamy-sand texture 

with acidic pH both in H2O and CaCl2 (5.6 and 4.9) respectively. Rakesh (2012) presented 6.5 as the 

suitable pH value for the degradation of polycyclic aromatic hydrocarbons and that degradation is 

higher in the relatively acidic soil than alkaline soil. However there was a view that low pH (strong 

acidity) affected the rate of soil degradation by bacteria in oil contaminated soil Okoh (2006). The 

amount of phosphorus, nitrogen and organic carbon which are the soil minerals needed by the soil 

microorganisms for bioremediation are relatively sufficient to induce bioremediation of PAHs in the 

contaminated soil. 

 

  Table 2: Surface tension data for V.amygdalina (bitter leaf) saponins         

Saponins concentration 

(mg/L) 

0 6 10 20 40 70 100 120 130 150 200 

Surface Tension(N/m) 42 41 38.5 36 35.5 28.5 26.5 25 26.5 26.5 27 
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                                    Figure 4.1Measured Surface Tension Values for Bitter leaf Saponins 

There is no any available literature to the best of our knowledge that reported the critical micelles 

concentration (CMC) of saponins from V.amygdalina. Brian, (2016) presented the CMC of saponins 

derived from Quillaja bark to be approximately 60mg/L. Other studies conducted by Zhou et al., (2011) 

and Stanimirova, (2011) on the same Quillaja plant presented their CMC data of 30mg/L and 

247.5mg/L respectively. 

Brian, (2016) also reported that the CMC of the saponins varied between manufacturers and source 

and importantly also from plant species to another, thus, implies that it is necessary to determine the 

specific CMC for the product used in this research. As such the V.amygdalina saponins evaluated as 

part of this research was determined to have CMC of approximately 120mg/L (1g/500ml stock 

solution). This value is within the range of CMC values determined by others as stated herein. The 

lower the CMC values the less quantity of the saponins is needed to induce solubilisation while the 

higher the CMC values the more quantity of the saponins is needed to cause solubilisation. Table 2 

provides summary of the surface tension measurement taken at various saponins concentration and 

this result is depicted in graphical in figure 1. As proposed by Oakenfulls (1986), the relative break in 
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surface tension around the estimated CMC is an indication that saponins form micelles as opposed to 

other aggregate types. 

Table 3: Residual of PAHs contents in soils treated with saponins after 7 days incubation 

(mg.kg-1DW) 

PAHs Initial Control  CMC 2*CMC 4*CMC p-value 

Naphthalene  48.56 26.81±0.88 1.44±0.02 1.67±0.01 1.14±0.00 0.0000 

Phenanthrene  18.01 15.04±0.63 0.08±0.00 1.01±0.00 1.19±0.01 0.0000 

Benzo(a) 

pyrene 

9.00 7.31±0.28 3.49±2.79 0.68±0.01 0.66±0.04 0.0304 

  P-values (5% confidence level) indicate whether the amount of PAHs quantified from the soil sample 

treated with saponins are significantly difference from the control group. Values are means±SE, N= 

Sample size, CMC= Critical Micelles Concentration   

 

Table 4: Residual of PAHs contents in soils treated with saponins after 18 days incubation 

(mg.kg-1DW) 

PAHs Initial Control  CMC 2*CMC 4*CMC p-value 

Naphthalene  48.56 24.87±1.05 0.76±0.03 0.88±0.16 3.65±0.98 0.0000 

Phenanthrene  18.01 15.38±0.40 0.36±0.03 2.82±0.16 3.35±0.34 0.0000 

Benzo (a) 

pyrene 

9.00 8.32±0.32 4.57±0.78 0.14±0.01 4.62±0.28 0.0000 

 P-values (5% confidence level) indicate whether the amount of PAHs quantified from the soil sample 

treated with saponins are significantly difference from the control group. Values are means±SE, N= 

Sample size, CMC= Critical Micelles Concentration   

The residual PAHs contents of both the treated and untreated soil sample after 7 and 18 days of 

incubation were presented in Table 3 and 4 respectively. After comparing the residual mean values of 

the different group treatment to the Belgian Walloon legislation norms values that are available in 

supplementary data it is clear that none of the incubation modalities were able to reduce the PAHs 

down to its reference value (0.1mg.kg-1DW), even though some compounds have been relatively 

reduced enough to change the soil occupation criteria. 

After a careful study of the each PAHs residual mean, a few deductions can be drawn after each 

incubation scenario: (i) in all incubation modalities Naphthalene was reduced below 25mg.kg-1 and 

9mg.kg-1 (industrial and commercial intervention value) after 7 and 18 days. Phenanthrene was 

lowered below 16mg.kg-1 agricultural intervention value after the incubation period. Benzo-A-pyrene 

was not completely lowered in all the modalities below any of the soil occupation intervention value 

after 7 and 18 days. (ii) In control samples and after the two different incubation period there appeared 

to be no significant reduction or biodegradation of PAHs as compared to the initial concentration after 

7 and 18 days. 
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The changes in the mean values observed in bioremediation studies are not in any linear order with the 

concentration of saponins addition.  

Statistical analysis: (i) After comparing the residual PAHs content of the 7and 18 days incubation 

periods, the values in the samples treated with saponins are statistically significantly different from 

control samples at any of the incubation period (ii) time has no significant effect on the biodegradation 

of polycyclic aromatic hydrocarbons. 

When the experiment was conceived, it was based on the assumption that the addition of surfactants 

to the contaminated soil would increase PAHs degradation as reported by the following researchers. 

 It was reported by Kobayashi et al., (2012) that the biodegradation of pyrene by sphingomonas sp. 

was increased in the presence of saponins. Likewise, the same scenarios were expected in this study, 

there were biodegradation of naphthalene, phenanthrene and Benzo-A-pyrene in our study also. Davin 

et al., (2018) reported a partial degradation of polycyclic aromatic hydrocarbons by the addition of 

saponins. In their research only Naphthalene and Acenaphthalene were significantly degraded.  Xiao-

Land and Yong, (2018) also conducted a research on the application of tea saponins in the 

bioremediation of organic pollutant and they reported a significant effect on the increasing 

biodegradation efficiencies of tea saponins on organic pollutants. This research therefore is in 

agreement with the findings of Kobayashi et al., (2012), Davin et al., (2018) and Xiao-Land and Yong, 

(2018) all reported the biodegradation of PAHs with addition of surfactants.  

   

5.0   Conclusion  

 Results of this study showed that ethanolic extract of saponins compound from V.amygdalina leaves 

have shown its potential to increase the biodegradation of polycyclic aromatic hydrocarbon by soil 

microorganisms specifically the lower molecular weight compounds in contaminated soil samples.  

  

Recommendation  

 The changes in the mean values observed in bioremediation studies are not in any linear order with 

the concentration of saponins addition, therefore more studies need to be conducted to establish the 

order of the degradation of these organic contaminants in relation to the concentrations of the saponins 

added. Also there is a need to establish the specific mechanism of the degradation of these 

contaminants through addition of saponins from the V.amygdalina leaves. 

                                  

  References 

Abiram, K.R., Kongkona, S., Ponnusamy, S.K., Sunita, V.,Shravani,  K., Nikhil, B., Jenet, G. and 

Vinoth, K.V. (2022). Surfactants-aided mycoremediation of soil contaminated with 

polycyclic aromatic hydrocarbons (PAHs) progress, limitation and counter measure. Journal 

of Chemical Technology and Biotechnology (2) 391-408. 

Bada, B. S., Towolawi, A. T., Anyiam, D. C. (2018). Biodegradation of polycyclic aromatic 

hydrocarbons in crude contaminated soil using composted market waste. J. Appl. Sci. Environ. 

Vol.22(1) 141-145. 



Proceedings of International Conference on Mathematical Modelling Optimization and Analysis 

of Disease Dynamics (ICMMOADD) 2024 

 
 

448 
 

 Bishnoi,N.R., Mehta,U.(2005). Quantification of polycyclic aromatic hydrocarbons in tea and coffee 

samples of Mumbai city (india) by high performance liquid  chromatography, Environmon 

assess,cot: 399-406.  

 Brian A. L. (2016). Evaluation of an alternative natural surfactant for Non Aqueous Phase Liquid 

Remediation .Master’s Thesis Western Michigan University. 

 Davin, M.;Amandine, S.;Magali, D.;Georges, L.;Gilles, C.;Marie-Laure, F. (2008). Could saponins 

be used to enhance bioremediation of polycyclic aromatic hydrocarbons in age contaminated 

soil 

 Gberikon,G.M., Iyoula, F.I., Ichor,S.T (2019). Effect of bitter leaves Extract on Bacteria Isolated from 

soils of some mechanic and non-mechanic sites in Makurdi metropolis. Int. J. Appl. Sci. 

Biotechnol. Volume7(1):81-87. 

 Gurjeet, P., Kothiyal, N.C., Vaneet, K. (2015). Bioremediation of some polycyclic aromatic 

hydrocarbons (PAHs) from soil using sphingobium indicum, sphingobium japonicum and 

stenotrophonomas maltophilia Bacteria strains under Aerobic conditions. Journal of 

Environmental Research and Development. Vol. 8, No.3 pp394-405 

 Hernan, R., Jose, K., Alicia ,F.C. and Mariano, F.C. (2001). A simplified method for the  

determination of critical micelle concentration. Journal of chemical education, 78(3):347- 

Hostettmann, K., Marston, A. (2005). Saponins: Chemistry and pharmacology of natural products. 

Cambridge University Press, Cambridge, isbn-10: 0521020174. 

Ijeh II, Igwe KK and Ejike CE (2008) Effect of administration of aqueous extracts of 

Vernoniaamygdalina.Del leaves to guinea pig dams on milk production and contraction of the 

mammary gland and uterus. Afri J of Trad, Compl and Altert med, Abstracts of The World 

Congress on Medicinal and Aromatic Plants, Cape Town. 11:439-440. 

 

 Kobayashi T., Kaminaga H., Navarro R. & Iimura Y., 2012.Application of aqueous saponin on    

              the remediation of polycyclic aromatic hydrocarbons-contaminated soil.J. Environ. Sci.   

                      Health, Part A 47 (8), 1138-1145 

 Lakra J., Tikariha D., Yadav T., Satnami M.L. & Ghosh K.K., 2013.Study of solubility efficiency of 

polycyclic aromatic hydrocarbons in single surfactant systems. J. Surfact. Deterg. 52016, 

957-966. 521 

Megharaj M., Ramakrishnan B., Venkateswarlu K., Sethunathan N. & Naidu R.,   (2011).Melanosi of 

the rectum in patients with chronic constipation. Dis Colon Rectum 28(4):241–5. 

Ming, C., Piao, X., Guanyming, Z., Chunping, Y., Danlian, H., Jiachao, Z. (2015). Bioremediation of 

soils contaminated with polycyclic aromatic hydrocarbons, petroleum, pesticides, 

chiorophenols and heavy metals by composting: Applications, microbes and future research 

needs. Biotechnology Advances (33) 745-755.  

Oakenfull, D. “Aggregation of Saponins and Bile Acids in Aqueous Solution.” Australian Journal of 

Chemistry 39 (1986): 1671 – 1683. 



Proceedings of International Conference on Mathematical Modelling Optimization and Analysis 

of Disease Dynamics (ICMMOADD) 2024 

 
 

449 
 

Okoh, I.O (2006). Biodegradation alternative in the clean-up of petroleum hydrocarbon pollutants. 

Biotechnology and Molecular Biology Review, 1(2): 38 - 50.   

 Rakesh, M. Pawar (2012). The effect of soil pH on degradation of polycyclic aromatic hydrocarbons. 

PhD thesis collection University of Hertfordshire  

Sodipo, O.A., , M.A Akanji. and Odutuga, A.A. (1990): Comparative study of the effect of saline 

extracts of the pulp and seeds of Garcinia kola (Heckel) on some mammalian erythrocytes. 

Nig. J. Sci. 24 (182) 95 – 99. 

Stanimirova, R., Mirinova, K., Tcholakova, S., Denkov, N.D., Stoyanov, S. and Pelan, E. “Surface 

Rheology of Saponin Adsorption Layers.” Langmuir 27 (2011): 12486 – 12498.   

Umeri, C., Onyemekowu, R.C., Moseri, H. (2017). Analysis of physical and chemical properties of 

some selected soils of rain forest zones of Delta Nigeria. Agricultural Research and 

Technology Open Access. Vol. 4, pp 88-92.  

  Von Lau E., Gan S., Ng H. & Poh P. (2014). Extraction agents for the removal of polycyclic aromatic 

hydrocarbons (PAH) from soil in soil washing technologies. Environmental Pollution, 

552184, 640-649. 

Xiao-Lan, Y. and Yong, H. (2018).Effective natural surfactants beneficial for soil remediation, from 

preparation to application.The royal society of chemistry  RSC Adv., 8, 24312 –24321  24319. 

 Zhou W., Yang J., Lou L. & Zhu L., 2011.Solubilization properties of polycyclic aromatic 

hydrocarbon. Colloids Surft. A 226, 145-153. 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Proceedings of International Conference on Mathematical Modelling Optimization and Analysis 

of Disease Dynamics (ICMMOADD) 2024 

 
 

450 
 

Enhancing Breast Cancer Detection: Deep Belief Networks and Local Binary Patterns for 

Multi-Objective Feature Selection Using NSGA-III 

Abdullahi Hameed Mohammed1, Abdulrasheed Jimoh2, and Ali Muhammad Usman2 
1Chemistry Department, Federal College of Education (Technical), Gombe 

2Computer Science Department, Federal College of Education (Technical), Gombe  

 

Abstract 
Breast cancer is a leading cause of cancer-related deaths among women, second only to lung cancer. 

Timely diagnosis and treatment are critical in reducing mortality rates. Multi- objective feature 

selection methods, particularly cell nucleus detection, play a vital role in breast cancer detection. 

However, existing deep learning approaches primarily rely on contour in- formation, often overlooking 

essential semantic details from shallow layers. To address this limitation, we propose a novel multi- 

objective feature selection method using the Non-dominated Sorting Genetic Algorithm (NSGA-III) 

for breast cancer detection. Our proposed methods the BreakHis dataset and incorporates data 

augmentation techniques to analyze internal morphological features comprehensively. Deep Belief 

Networks (DBNs), Local Binary Patterns (LBP), and Completed Local Binary Patterns (CLBP) are 

employed for feature extraction. By utilizing NSGA- III, our method selects optimal features, which 

are subsequently fed into a Long Short-Term Memory (LSTM) network for classification. Through 

the minimization of imaging features, our approach significantly enhances breast cancer detection 

accuracy, precision, sensitivity, and specificity. Our proposed method offers a superior approach to 

breast cancer detection by combining multi-objective feature selection using NSGA-III, deep learning 

techniques, and advanced feature extraction methods. Notably, it demonstrates faster detection of 

breast cancer among women while achieving remarkable accuracy and precision. Experimental results 

demonstrate exceptional performance measures, with accuracy, precision, F1-Score, sensitivity, and 

specificity rates of 97.55%, 95.98%, 92.42%, 99.22%, and 99.58%, respectively. Comparative analysis 

against existing methods reveals that our proposed method outperforms the majority of them in terms 

of both performance measures and computational time. 

Keywords: Multi-objective Optimization, Nondominated Sorting Genetic Algorithms, Breast cancer, 

Deep Belief Net- works, Local Binary Patterns. 

Introduction 

Breast cancer is a major health concern worldwide, particularly among women, with high mortality 

rates. Early detection and accurate diagnosis are crucial for effective treatment and improved patient 

outcomes. In recent years, advancements in deep learning techniques have shown great potential in 

improving breast cancer detection. However, existing methods often overlook important semantic 

details from shallow layers, leading to sub-optimal performance. This paper presents a novel approach 

that combines deep learning with multi- objective feature selection using NSGA-III to enhance breast 

cancer detection accuracy. 

Breast cancer is the second leading cause of cancer-related deaths in women, following lung cancer. 

The mortality rate associated with breast cancer is approximately 2.7%, affecting approximately 1 in 

37 women Abdollahi et al. (2022). Early diagnosis and treatment are crucial for reducing mortality 
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rates and preventing disease progression Jafari et al. (2018). Pathological images play a vital role in 

the diagnosis of breast cancer, providing valuable information for doctors and researchers. Variations 

in morphological features of nuclei images serve as indicators for tumor detection and diagnosis 

Duggento et al. (2021). Therefore, accurate detection of nuclei in these images is essential for efficient 

breast cancer diagnosis Abdollahi et al. (2022). 

Histopathological analysis is a key aspect of breast cancer diagnosis, where biopsy samples are stained 

and examined under a microscope by pathologists. Hematoxylin-Eosin (H- E) staining is the most 

widely used method, where nuclei are stained purple or blue using Hematoxylin, while the stroma and 

cytoplasm are stained pink using Eosin Jiang et al. (2023). The size, shape, cytoplasmic ratio, and 

chromatin patterns of the nuclei are important factors in assessing breast cancer- affected tissues Al-

Jabbar et al. (2023). Cell nuclei detection is a core operation in computer-aided diagnosis (CAD) for 

cancer detection, enabling cell counting and the study of sub cellular morphology Rahimi Lifshagerd 

and Safari (2023). However, the detection of cell nuclei in histopathological images presents 

challenges due to complex structures, back- ground clutter, and artifacts Naik et al. (2023). 

Existing deep learning methods for breast cancer detection primarily rely on contour information for 

accurate detection. However, these methods often fail to effectively extract details from shallow layers, 

which are crucial for precise breast cancer detection Shihabuddin and Beevi (2023). To address this 

limitation, this paper proposes a multi-objective feature selection method using Non-dominated 

Sorting Genetic Algorithm (NSGA-III) for breast cancer detection. The proposed method utilizes the 

BreakHis datasets and incorporates prepossessing techniques such as color variation and data 

augmentation. Fea- tures are then extracted using Deep Belief Networks (DBNs), Local Binary 

Patterns (LBP), and Completed Local Binary Patterns (CLBP) to identify salient regions in the images. 

The proposed multi-objective feature selection method with NSGA-III selects optimal features for 

subsequent classification using Long Short-Term Memory (LSTM) networks. By reducing the number 

of features and minimizing classification errors, the proposed method aims to enhance breast cancer 

detection rates.  

The paper is organized as follows: Section 2 offers a comprehensive review of the relevant literature, 

discussing important ingredients such as Deep Belief Networks (DBN), Completed Local Binary 

Patterns (CLBP), and the Non- dominated Sorting Genetic Algorithm (NSGA-III). Section 3 presents 

the proposed methodology in detail, encompassing pre-processing techniques, a description of the 

datasets used, and the multi-objective feature selection approach employing NSGA-III. Section 4 

showcases the results and provides a thorough discussion. The performance of the proposed method is 

evaluated and compared with existing approaches. Finally, Section 5 concludes the research by 

summarizing the key findings and emphasizing the potential impact of the proposed method in 

enhancing breast cancer detection rates. 

Related Works 

The study incorporates three major ingredients: Deep Belief Networks (DBNs), Completed Local 

Binary Patterns (CLBP), and the Non-dominated Sorting Genetic Algorithm III. The following 

sections provide a detailed description of each of these methods: 
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Deep Belief Networks 

A Deep Belief Network (DBN) is a powerful generative model with a deep architecture. This article 

provides a com- prehensive understanding of DBNs, including their definition, functioning, 

applications, and coding implementation. DBNs are designed to address limitations in traditional 

neural networks with deep layers. They overcome challenges such as slow learning, convergence to 

local minima due to poor parameter selection, and the need for large training datasets. 

A DBN consists of multiple layers of stochastic latent variables, known as binary feature detectors or 

hidden units. It is a hybrid generative graphical model, with the top two layers lacking direction while 

the higher layers have directed links to lower layers. DBNs are used for unsupervised probabilistic 

deep learning. 

Although DBNs resemble deep neural networks, they are distinct. DBNs are feed forward neural 

networks with a deep architecture, comprising multiple hidden layers. They are constructed using 

simpler unsupervised networks like restricted Boltzmann machines (RBMs) or auto encoders, where 

the hidden layer of each sub-network serves as the visible layer for the subsequent layer. 

The evolution of Deep Belief Neural Networks progressed from the use of Perceptrons in the First 

Generation of neural networks, which had limitations in handling complex technology. The Second 

Generation introduced Back propagation, a technique that reduces error values by comparing desired 

and received outputs. Belief networks, represented by directed acyclic graphs, further contributed to 

solving inference and learning problems. Deep Belief Networks, in particular, help generate unbiased 

values that can be stored in leaf nodes. 

 

 

 

Fig. 1. Deep Belief Network 
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Completed Local Binary Patterns 

The Local Binary Pattern (LBP) is a textural operator widely used in various computer applications 

such as facial recognition and target detection Muhammad et al. (2012). Singh Singh et al. (2012) 

introduced the LBP operator, which generates a binary code by comparing the gray value of a 

neighboring pixel with that of the central patch. If the neighbor pixel is smaller, it is assigned a value 

of 0; otherwise, it is assigned a value of 1. 

The LBP operator determines the threshold value for the neighbor pixel based on the gray level of the 

center pixel. However, one major limitation of the LBP descriptor is that it focuses solely on the sign 

of the variance of the two gray values Singh et al. (2012). 

To address this limitation and enhance the robustness of textural feature representation, the Complete 

Local Binary Pattern (CLBP) was proposed. Guo et al. introduced the concept of CLBP, which 

includes additional instructions not covered by the original LBP operator Singh et al. (2012). Unlike 

LBP, CLBP decomposes the input signal into the sign, magnitude, and different parts. This 

decomposition allows for 

more accurate textural characterization. CLBP incorporates a local domain defined by a center pixel 

and the difference in magnitude between the center pixel and adjacent gray values. This information 

is referred to as the Local Difference Sign- Magnitude Transform, which is not included in a 

standard LBP texture descriptor Jegan and Jayagowri (2023). 

Non-dominated Sorting Genetic Algorithm (NSGAIII) 

NSGAIII was developed by Deb and Jain (2013) and has shown promising results in solving 

different kinds of MOPs. Thus researchers are motivated to use it and solve problems related to MOP 

including the work of Li et al. (2019). However, since its inception, it has never been used to solve 

FS imaging problems for breast cancer detection despite its proven records. 

Proposed Methodology 

In addition to discussing the ingredients utilized in the paper, this section provides a comprehensive 

description of the datasets, data processing techniques, parameter settings, and the performance 

measures employed. 

Datasets Image Description 

The proposed method utilizes the Breast Cancer Histopathological Image classification (BreakHis) 

datasets, comprising microscopic images of both malignant and benign breast tumors. The malignant 

tumor category encompasses four distinct classes: Ductal Carcinoma, Lobular Carcinoma, Mucinous 

Carcinoma, and Papillary Carcinoma. Conversely, the benign tumor category comprises Adenosis, 

Fibroadenoma, Phyllodes-tumor, and Tubular-adenoma, which are characterized by their slower 

growth and localized nature. The BreakHis dataset comprises a total of 9,109 breast tumor images 

obtained from 82 patients, employing various magnification factors such as 40x, 100x, 200x, and 400x. 

These images consist of 5,429 samples of malignant tumors and 2,480 samples of benign tumors, each 

measuring 700×460 pixels and containing three RGB channels with an 8-bit depth per channel. 
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Histological benign refers to lesions that lack malignant characteristics such as cellular atypia, 

disruptions microscopy images are randomly duplicated without adhering to fixed angles. Horizontal 

and vertical flipping is applied, with the latter being equivalent to rotating the image by 180 degrees 

prior to horizontal flipping. Additionally, shearing is utilized to distort portions of the images, creating 

parallelograms or altering the image shape through stretching. 

Data Pre-processing and Cleaning 

To ensure accurate analysis of the internal tissue morphology, the microscopic breast images from the 

BreakHis datasets undergo pre-processing, given that they are stained using the H-E method. However, 

variations in color arise due to differences in staining procedures, which can impede the model training 

process. To address this issue, the proposed multi-objective method employs color harmonization 

techniques by aligning the color characteristics of one image with another, thereby establishing color 

correlation. Specifically, a specific image source is selected to impose its color characteristics on the 

other images during pre-processing.To mitigate the risk of overfitting, data augmentation techniques 

are employed. These include flipping transformations, random rotations, and shearing transformations.  

 

Parameter Settings 

A jMetal library in Durillo and Nebro (2011) was used for the proposed method. The population size 

and the maximum iterations are 30 and 100 respectively. The mutation is set to 1/n, where n is the 

maximum feature size for each datasets and the cross-over probability is 0.9. Other parameters used 

the default settings of the library. For all the datasets, each algorithm has been run up to forty different 

times. 

While conducting the experiments, the images of all the datasets were separated randomly into training 

and testing tests. While the training set takes 70% of the images whereas testing set take 30%. The 

proposed method was first run on the training set to select the subsets of images and later, the 

performance of the chosen images is computed on the test set using the support vector machine 

classification algorithm. 

Performance Measure 

The performance of the proposed were being measured based on the classification accuracy, 

sensitivity, specificity, precision, F1-Score, and computational time. The essence of the proposed 

multi-objective algorithm along with deep belief network and local binary patterns is to produce fewer 

features that contribute significantly to detection of breast cancer images and yet improve the detection 

accuracy within a shorter time. In this case, the proposed method will select the most informative 

features from the datasets. In addition, the selected features will be used to detect the most promising 

images and compared to the ones found in the literature that used similar datasets image. 

The accuracy is computed using the formula in (1). 

Accuracy = (TP + TN + FP + FN )/ (FP+FN)     (1) 
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The precision is computed using the formula in (2). 

Precision  = (TP ) /(TP + FP )        (2) 

 

The specificity is computed using the formula in (3). 

Specificity =(TN )/(TN +FP)        (3) 

 

The sensitivity is computed using the formula in (4). 

Sensitivity  = (TP )/(TP + FN )       (4) 

TP , TN , FP , FN represent true positives, true negatives, false positives, and false negatives 

correspondingly. 

Results and Discussions 

The findings of the proposed method are presented in Table I and depicted in Figure 4. The evaluation 

metrics employed include accuracy, specificity, precision, sensitivity, and F1- score. The table clearly 

demonstrates that the proposed method achieves an accuracy level of 97.55%. Notably, it exhibits the 

highest performance in terms of sensitivity, reaching 99.22%. The precision and specificity metrics 

both yield a value of 95.98%. However, the F1-score reflects the lowest classification performance 

among the metrics. 

Upon closer examination of the table, it becomes evident that sensitivity is the most prominent factor, 

followed by accuracy. This indicates that the utilization of deep belief networks and local binary 

patterns for multi-objective feature selection with the NSGA-III algorithm effectively facilitates the 

evolution of the optimal subset of images, leading to improved classification accuracy and sensitivity. 

 

TABLE I Results of The Proposed Method 

 

Performance Metrics Proposed Method 

Accuracy 97.55 

Precision 95.98 

F1-Score 92.42 

Sensitivity 99.22 
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Specificity 95.98 

 

 

Fig. 2. Results of the Proposed Method 

Comparisons Between The Proposed Method and Other Existing Methods 

To ensure impartiality, the proposed method is compared to other existing approaches using the same 

system and similar functionalities, based on performance metrics. A comparison was initially 

conducted with the ACO-PSO approach hybridizing Ant Colony Optimization Algorithm with Particle 

Swarm Optimization Algorithm, as presented in Saturi and Premchand (2021). Although notable 

results were achieved by the ACO-PSO method on comparable datasets, it only attained a maximum 

accuracy of 95.72%, whereas the pro- posed method achieved an accuracy of 97.55%. Additionally, 

the proposed method outperformed ACO-PSO in terms of sensitivity, specificity, precision, and F1-

score. 

Furthermore, a comparison was made with the work of Wahab et al. (2019), which utilized a novel 

transfer learning- based deep CNN for segmentation and detection of mitoses in breast cancer 

histopathological images. Although the results were promising, they were not as impressive as those 

obtained by the proposed method in all aspects. Similarly, the work of Budak et al. (2019) employed 

a computer-aided diagnosis sys- tem combining FCN and BiLSTM models for efficient breast cancer 

detection from histopathological images. While the FCN-BiLSTM approach performed well in terms 

of accuracy, specificity, precision, F1-score, and sensitivity on the datasets, the proposed method 

surpassed it across all performance measures. 

Additionally, a comparison was made with the residual recurrent CNN in Alom et al. (2019) and the 

multiscale RBF networks combined with DCT for breast cancer detection (MSRBF-DCT) in Beltran-

Perez et al. (2020), both of which used similar datasets and obtained promising results. However, the 

proposed method consistently outperformed these existing works in all aspects. Consequently, the 
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proposed method demonstrated superior performance across all performance metrics compared to the 

existing approaches, while success- fully selecting optimal features for improved breast cancer 

detection. 

Comparisons With Existing Works Based on Computational Time 

The proposed method is compared to existing works in terms of computational time. Among all the 

methods, FCN- BiLSTM exhibits the longest detection time for breast cancer, followed by MSRBF-

DCT with durations of 65 and 60 sec- onds, respectively. Conversely, ACO-PSO takes 50 seconds for 

breast cancer detection, while both the proposed method and CNN share the same computational time 

of 45 seconds. It is not surprising for CNN to be faster since it has fewer embedded algorithms 

compared to the other approaches. In the case of the proposed method, the application of NSGA-III 

algorithms treats each image feature as a pixel and employs a multi-objective approach that considers 

them simultaneously, leading to the observed computational time. 

TABLE II Results of The Proposed Method With Existing Ones 

 

Performance 

Metrics 

ACO-

PSO 

FCN-

BiLSTM 

CNN MSRBF-

DCT 

Proposed 

Method 

Accuracy 95.72 93.68 92.71 93.99 97.55 

Precision 94.52 92.64 90.22 91.32 95.98 

F1-Score 91.57 90.62 89.66 90.11 92.42 

Sensitivity 97.35 95.62 92.15 92.65 99.22 

Specificity 94.54 89.44 93.27 94.35 95.98 



Proceedings of International Conference on Mathematical Modelling Optimization and Analysis 

of Disease Dynamics (ICMMOADD) 2024 

 
 

458 
 

 

Fig. 3. Comparison of Results With The Proposed Method 

 

 

Fig. 4. Comparison of the Proposed Method With Others Based on Compu- tational Time 
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Conclusions and Future Directions 

The findings of this study demonstrate the potential of employing Deep Belief Networks (DBNs) and 

Local Binary Patterns (LBP), in conjunction with NSGAIII algorithms, to improve the detection of 

breast cancer. The results ob- tained indicate that the proposed methods exhibited promis- ing 

outcomes and surpassed existing techniques across all performance measures utilized. Conventional 

methods often struggle to effectively extract crucial details from shallow layers, which are essential 

for accurate breast cancer detection. To address this issue, the proposed approach leverages the 

BreakHis dataset and incorporates preprocessing techniques, such as color variation and data 

augmentation. Images are then analyzed using DBNs, LBP, and Completed Local Binary Patterns 

(CLBP) to identify significant regions within the images. This process ensures that the semantic details 

from the shallow layers provide precise contour information, thereby enhancing the detection process. 

Furthermore, the proposed method demonstrates superior computational efficiency, as evidenced by 

a comparison of execution times. This faster detection of breast cancer enables expedited decision-

making. 

In future studies, we will explore the use of various filter- based approaches to further enhance the 

selection of the most appropriate images for analysis. Additionally, we plan to investigate the potential 

of employing other multi-objective optimization algorithms for image selection. By exploring such 

algorithms, we anticipate the possibility of achieving even more promising results, ultimately aiding 

experts in making quick and accurate decisions regarding breast cancer detection. 

 

Acknowledgement 

The authors express their gratitude to Tetfund for supporting this research via its Tetfund conference 

grants. Additionally, heartfelt thanks are extended to the unanimous reviewers for dedicating their 

time to offer valuable insights and comments on the manuscripts. 

 

References 

Abdollahi, J., Davari, N., Panahi, Y., Gardaneh, M., et al. (2022). Detection of metastatic breast cancer 

from whole- slide pathology images using an ensemble deep-learning method: Detection of 

breast  cancer using deep-learning. Archives of Breast Cancer, pages 364–376. 

Al-Jabbar, M., Alshahrani, M., Senan, E. M., and Ahmed, I. A. (2023). Multi-method diagnosis of 

histopathological images for early detection of breast cancer based on hybrid and deep learning. 

Mathematics, 11(6):1429. 

Alom, M. Z., Yakopcic, C., Nasrin, M. S., Taha, T. M., and Asari, V. K. (2019). Breast cancer 

classification from histopathological images with inception recurrent residual convolutional 

neural network. Journal of digital imaging, 32:605–617. 



Proceedings of International Conference on Mathematical Modelling Optimization and Analysis 

of Disease Dynamics (ICMMOADD) 2024 

 
 

460 
 

Beltran-Perez, C., Wei, H.-L., and Rubio-Solis, A. (2020). Generalized multiscale rbf networks and 

the dct for breast cancer detection. International Journal of Automation and Computing, 17:55–

70. 

Budak, U¨ ., Co¨mert, Z., Rashid, Z. N., S  ̧ engu¨r, A., and C  ̧ ıbuk, M. (2019). Computer-aided 

diagnosis system combining fcn and bi-lstm model for efficient breast cancer detection from 

histopathological images. Applied Soft Computing, 85:105765. 

Deb, K. and Jain, H. (2013). An evolutionary many-objective optimization algorithm using reference-

point-based non- dominated sorting approach, part i: solving problems with box constraints. 

IEEE  transactions on evolutionary compu- tation, 18(4):577–601. 

Duggento, A., Conti, A., Mauriello, A., Guerrisi, M., and Toschi, N. (2021). Deep computational 

 pathology in breast cancer. In Seminars in cancer biology, volume 72, pages 226–237. Elsevier. 

Durillo, J. J. and Nebro, A. J. (2011). jmetal: A java framework for multi-objective optimization. 

 Advances in Engineering Software, 42(10):760–771. 

Jafari, S. H., Saadatpour, Z., Salmaninejad, A., Momeni, F., Mokhtari, M., Nahand, J. S., Rahmati, M., 

Mirzaei, H., and Kianmehr, M. (2018). Breast cancer diagnosis: Imaging techniques and 

biochemical markers. Journal of cellular physiology, 233(7):5200–5213. 

Jegan, R. and Jayagowri, R. (2023). Windowed modified discrete cosine transform based textural 

descriptor approach for voice disorder detection. In Implementation of Smart Healthcare 

Systems  using AI, IoT, and Blockchain, pages 147–167. Elsevier. 

Jiang, Z., Dong, Z., Fan, J., Yu, Y., Xian, Y., and Wang, Z. (2023). Breast transfg plus: Transformer-

based fine- grained classification model for breast cancer grading  inhematoxylin-eosin stained 

pathological images. Biomedical Signal Processing and Control, 86:105284. 

Li, P., Han, Z., Jia, X., Mei, Z., Han, X., and Wang, Z. (2019). Analysis and comparison on 

thermodynamic and economic performances of an organic rankine cycle with constant and 

one-dimensional dynamic turbine efficiency. Energy Conversion and Management, 180:665–

679. 

Muhammad, G., Mesallam, T. A., Malki, K. H., Farahat, M., Mahmood, A., and Alsulaiman, M. 

(2012). Multidirectional regression (mdr)-based features for automatic voice disorder 

detection. Journal of Voice, 26(6):817–e19. 

Naik, D. A., Mohana, R. M., Ramu, G., Lalitha, Y. S., SureshKumar, M., and Raghavender, K. 

(2023). Analyzing histopathological images by using machine learning tech- niques. Applied 

Nanoscience, 13(3):2507–2513. 

Rahimi Lifshagerd, M. and Safari, F. (2023). Therapeutic effects of hamscs secretome on 

proliferation of mda-mb- 231 breast cancer cells by the cell cycle arrest in g1/s phase. Clinical 

and Translational Oncology, 25(6):1702–1709. 

Saturi, R. and Premchand, P. (2021). Multi-objective feature selection method by using aco with 

pso algorithm for breast cancer detection. International Journal of Intelligent Engineering & 

Systems, 14(5). 

Shihabuddin, A. R. and Beevi, S. (2023). Multi cnn based automatic detection of mitotic nuclei in 

breast histopatho- logical images. Computers in Biology and Medicine, 158:106815. 



Proceedings of International Conference on Mathematical Modelling Optimization and Analysis 

of Disease Dynamics (ICMMOADD) 2024 

 
 

461 
 

Singh, S., Maurya, R., and Mittal, A. (2012). Application of complete local binary pattern method for 

facial expression recognition. In 2012 4th international conference on intelli- gent human 

computer interaction (IHCI), pages 1–4. IEEE.  

Wahab, N., Khan, A., and Lee, Y. S. (2019). Transfer learning based deep cnn for segmentation and 

detection of mitoses in breast cancer histopathological images. Microscopy, 68(3):216–233. 

 

 

 

 

 

 

 

 



Proceedings of International Conference on Mathematical Modelling Optimization 

and Analysis of Disease Dynamics (ICMMOADD) 2024 

 
 

462 
 

An Overview on the Healthcare Infection Prevention and Control During Pandemic 

 

*Rabilu Abubakar Wakkala1, Hassan Abubakar Dalijan 2 
1, 2 Department of Biology, Adamu Augie College of Education Argungu, Kebbi State 

 
1aburabilu2489@gmail.com , 07064294470 

2hassandalijan87@gmail.com, 07036318081 

 

Abstract 

 

In the health care facilities there is need to help strengthen resistance to pathogen threats and offer proper 

care for patients and health workers in the way that is safe. This paper observed the healthcare infection 

preventive and control measures during pandemic. Identified the difficulties they are facing, the present 

study tries to shed light on the role of the health care layout configuration in fighting pandemics.  Over 

the past decade, agencies have confirmed the important of global burden of health care-associated 

infections, many of which are caused by multidrug-resistant organisms and can cause outbursts in health 

care facilities and in community settings. Studies showed that, in acute care hospitals, out of every 100 

patients, 7 in high-income countries and 15 in low- and middle-income countries will acquire at least 

one health care-associated infection during their hospital stay. Among intensive care patients, the 

incidence of health care-associated infections is 2 to 20 times higher in low- and middle-income 

countries than in high-income countries. Although no precise analysis is possible due to lack of complete 

data, WHO has estimated that hundreds of millions of patients are affected by health care-associated 

infections leading to death in 1 in 10 infected patients every year. The COVID-19 pandemic has revealed 

how dangerous infection prevention and control is to maintaining essential health services and ensuring 

patient and health worker well-being. The paper concluded that health care-associated infections and the 

spread of antimicrobial resistance in health care settings are a consequence of poor-quality care delivery 

and inadequate health infrastructure combined with inexistent or defective infection prevention and 

control programme. In particular, key determinants are low compliance with hand hygiene and aseptic 

technique practices, contaminated medical equipment and supplies, inadequate environmental cleaning, 

lack of trained infection prevention and control professionals and limited opportunities for staff training, 

exceeded bed occupancy, understaffing and limited or suboptimal infrastructure for patient isolation.  

 

Keywords: Healthcare, pandemic, control, infection, prevention 

 

Introduction 

According to the World Health Organization (WHO), (2020), infection prevention and control (IPC) 

is a systematic approach and solution planned to stop harm caused by infection to patients and health 

workers. It is a subsection of epidemiology, and can also serve crucial function in infectious diseases. 
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The Active infection prevention and control is a public health concern that is necessary in patient 

safety and health system strengthening. The prevention of healthcare-associated infections (HAI), are 

deep-rooted in effective IPC measures.  A guiding principle on WHO's Core Components of IPC is 

that "access to health care services designed and managed to minimise the risks of avoidable HAI for 

patients and health care workers is a basic human right". 

Strengthening global infection prevention and control (IPC) is needed to fight healthcare-associated 

infections (HAI), antimicrobial resistance, and to respond to disease outbursts. A study published in 

2021 looked at the WHO's Core Components of IPC and found that most participating countries have 

IPC programmes and guidelines in place; however few have set aside the necessary resources to 

support the programmes. There is a need to move into the implementation and monitoring stages from 

planning stage, particularly in countries with low economic development.  

The Spread of Infectious Disease 

An infection according to Wikipedia is defined as the inversion of tissues by pathogens, their 

multiplication, and the reaction of host tissues to the infectious agent and the toxins they produce.  

In humans, infections occur when an infectious microorganism gets into the body, multiplies, and 

results to a reaction in the body and potential infectious disease. The spread of infectious disease 

requires three variables, known as the epidemiological triad 

The Agent - The microorganisms that cause the infection and can be fungi, parasites, viruses or 

bacteria. 

The Host - The target of the infection or disease. 

The Environment – This is the external surroundings and conditions to the host. 

Infection Spread in Healthcare 

Healthcare facilities, whether hospitals or primary care clinics are an area with high risk of disease 

transmission due to the presence and relative ratio of susceptible individuals. One in ten patients get 

an infection whilst receiving care yet actual infection prevention and control reduces healthcare-

associated infections by at least 30%.  

In a healthcare setting, the three components required for infection spread are the following 

Source - places where infectious agents survive. 

Environment - patient care areas, hospital equipment, and medical devices. 

People – health workers, visitors or patients. 

Controlling Infectious Diseases within Communities 

Infection control and prevention is a global concern and there are many procedures and guidelines 

that can be monitored to reduce the spread of infection within a population and globally. Detecting 

unprotected groups such as older people, those with chronic conditions and children can also help 
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guide relevant strategies to protect these vulnerable groups. The main step for infection control can 

start at the community level by changing their behaviour, comprising: 

▪ Proper use of face-masks  

▪ Applying  insect repellents 

▪ Frequent hand washing 

▪ Taking prescribed drugs, such as antibiotics, as directed by health specialists 

▪ Maintaining social distancing  

Other steps that can be followed to control the spread within communities consist of environmental 

measures such as: 

o Adjusting environments 

o Surveillance of diseases 

o Food safety 

o Air quality 

o Medical Interventions 

There is biochemical interventions that can be applied to speed up the recovery process and in 

sometimes prevent viral infections absolutely. The developments of vaccinations, antivirals and 

antibiotics have been shown to speed up recovery, slow down the advancement and in some cases 

destroy infectious diseases completely. 

Vaccinations 

Vaccinations are used to improve immunity to a specific disease. Vaccines work by introducing small 

quantities of the disease-causing bacteria or virus into the host, letting them to build up natural 

immunity. The introduction of regular vaccines have reduced down and in some cases eliminated 

certain diseases such as whooping cough, measles, polio, etc. There are also vaccinations for 

chickenpox, nevertheless is not given regularly and is reserved for those at risk of spreading the 

disease to those with a weakened immune system. 

Antivirals 

Antibiotics give no defence for infectious diseases that are caused by viral agents such as hepatitis B, 

HIV, influenza and herpes. In these cases, antiviral drugs are very effective at slowing down the 

progression of the disease and improving the immune system. Unfortunately, as with antibiotics, 

viruses can mutate over time and become resistant to these antiviral drugs. 

Antibiotics 

Antibiotics are used to treat bacterial infections and give support to the body's natural defense system 

in order to eradicate the disease-causing bacterial agent. They work by killing bacteria or stopping 

them from spreading. Nevertheless, improper use of antibiotics has directed the increase of resistant 

bacteria. In some cases the combination of one or more antibiotics or stronger doses are required. 

Infection Control in Healthcare Facilities 
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 Improving practices in healthcare facilities is another important factor in controlling and preventing 

infection.  It is the responsibility of healthcare experts worldwide to make sure they develop plans 

and implement policies that protect those who may be immune- compromised in order to keep 

susceptible patients safe from healthcare-associated infections (HAIs). Worldwide, up to 7% of 

patients in developed and 10% in developing countries will acquire at least one healthcare-associated 

infection (HAI) 

Healthcare-associated infections are one of the most common harmful effects in care delivery and 

both the endemic burden and the occurrence of epidemics are a major public health concern. 

Healthcare-associated infections (HAIs) have a momentous impact on morbidity, mortality and 

quality of life and present an economic burden at the societal level. Conversely, a large share of 

healthcare-associated infections are preventable and there is a growing body of indication to help 

raise alertness of the global burden of harm caused by these infections, comprising strategies to 

decrease their spread. 

Steps to Improve Infection Control 

There are two tiers of recommended precautions by the Center of Disease Control and Prevention 

(CDC) to prevent the spread of infections in healthcare settings: (1) Standard Precautions and (2) 

Transmission-Based Precautions. 

 

(1) Standard Precautions for All Patient Care: 

❖ Perform hand hygiene 

❖ Use personal protective equipment (PPE) to prevent exposure to infection 

❖ Follow respiratory hygiene/cough etiquette principles 

❖ Ensure appropriate patient placement and isolation precautions 

❖ Properly handle, clean, and disinfect patient care equipment and medical instruments 

❖ Handle and sterilise textiles and laundry carefully 

❖ Follow safe injection practices and proper handling of sharps/needles 

❖ Ensure healthcare worker safety via IPC and post-exposure prophylaxis 

❖ Prevention of intervention-related infections (catheter-associated urinary tract infections, 

intravascular catheter-related infections, surgical site infections) 

❖ The implementation of the specific isolation precaution when diagnosing some syndromes 

❖ Improving the communication between health care workers especially when referring 

potentially contagious patients 

❖ In paediatric departments or ambulatory settings, there should be efforts to decrease infection 

from contaminated toys. Families can be encouraged to bring their own toys 

(2) Transmission-Based Precautions 

Transmission-Based Precautionsused in addition to Standard Precautions for patients with infectious 

disease to prevent transmission: 
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Contact precaution: Used for patients with known or suspected infections that can be transmitted 

through contact. For those patients, standard precautions are needed, plus limit transport and 

movement of patients, use disposable patient care equipment, and thorough cleaning and disinfection 

strategies. Patients with acute infectious diarrhea such as Clostridium difficile, vesicular rash, 

respiratory tract infection with a multidrug-resistant organism, abscess or draining wound that cannot 

be covered need to be under contact precautions. 

Droplet precautions: Used for patients with known or suspected infections that can transmit by air 

droplets through the mechanism of a cough, sneeze, or by talking. In such cases, it is vital to control 

the source by placing a mask on the patient, use standard precautions plus limitation on transport and 

movement. Patients with respiratory tract infection in infants and young children, petechial or 

ecchymotic rash with fever, and meningitis are placed under droplet precautions. 

Airborne precautions: Use for patients with known or suspected infections that can be transmitted 

by the airborne route. Those patients require to be in an airborne infection isolation room with all the 

previously mentioned protections. The most important pathogens that need airborne precautions are 

tuberculosis, measles, chickenpox, and disseminated herpes zoster. Patients with suspected vesicular 

rash, cough/fever with pulmonary infiltrate, maculopapular rash with cough/coryza/fever need to be 

under airborne precaution. 

Conclusion 

There is no single solution in controlling the spread of infectious diseases, and effective infection 

prevention and control (IPC) surely requires government intervention and teamwork between 

healthcare agencies, individuals and communities. Until certain risk factors are addressed and 

behaviours changed, the fighting against infectious diseases will remain to be a biggest and costly 

health issue around the globe. 

Recommendations 

• Wearing face mask or avoiding crowded spaces or spaces that have little or no ventilation.  

• Observing good hand hygiene. 

• Keeping high touch surfaces clean. 

• Monitoring  sings symptoms 

• Controlling the entry of healthcare workers and visitors with confirmed or suspected 

infections. 
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Abstract 

Intelligent Tutoring System used advanced technology to create coaching programs that use artificial 

intelligence. ITS allows students to hone their skills by completing tasks as part of an interactive 

learning. In this paper, we developed an Intelligent Tutoring System to helps students study concept 

of programming languages called ITS-CPL. The system has four (4) modules: Domain module that 

provide information about the topics and subtopics to be treated in the system, Student module which 

keep track of student/user information, performance and current level of knowledge in the system, 

Tutoring module to provide necessary lesson to be learn by the student/user and User Interface Module 

to display interfaces that support admin/teacher and student/user in providing academic activities and 

conducive learning environment respectively. The ITS-CPL coach the theoretical, videos and provide 

resource materials for one-on-one and e-learning while exercises and multiple choices for assessing 

the users understanding in an independent learning process. The system was presented to lecturers and 

students for evaluation. The lecturers are Software Engineering professionals and National Diploma I 

and II students from the Kebbi State Polytechnic Dakingari in Nigeria. Both were asked to fill out a 

questionnaire and provide feedback using the final version of the developed system, then the average 

score of the questions answered was measured and the result were excellent.  

Keywords: Intelligent Tutoring System, E-learning, Computer Programming Language Concept, 

One-on-one. 

1. INTRODUCTION 

The formation of knowledge for teaching is not limited to conventional instruction. It has combined 

with cutting-edge technology to form Intelligent Tutoring Systems (ITS), a new branch of science. 

These systems, which provide individualised tutorials for students with varying educational levels as 

professional lecturers, are founded on the idea of artificial intelligence in education. 

Artificial Intelligence (AI) is part of computer science that discussed the creation of intelligent 

machines that behaves like humans. computers with artificial intelligence are designed for problem 

solving, processing languages in natural form, speech detection and learning (Pannu, 2015). Education 

now are day’s uses computing technology to enhanced learning, educational technology uses artificial 

intelligence in education (AIEd). AI applications are on the rise for supporting education and have 

received a lot of attention in the last couple of years. Prominently adaptive learning and AI 

technologies featured as important developments in educational technology (Zawacki-richter et al., 

2019). 

ITS is a computer system that gives customized instructions or feedback directly to the learner without 

human intervention during task execution. ITS is used in many areas such as traditional education, 
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distance learning, and training. This is an interdisciplinary field (Kumar, 2012). Intelligent Tutoring 

Systems (ITS) are promising integrated teaching tools for individualizing formal education through 

intelligent guidance and feedback. In recent decades, ITS has transformed teaching and learning, and 

related research (Guo et al., 2021). This study aims to develop and evaluate an Intelligent Tutoring 

System for learning concept of computer programming languages. 

 

2. REVIEW OF THE RELATED LITERATURES 

Elnajjar and Abu-naser (2017) developed an intelligent tutoring system that teaches DES information 

security algorithms called DES-Tutor. The DES Tutor is intended for students enrolled in the 

Cryptography Course at the Faculty of Information Technology, Al-Azhar University, Gaza. Alawar 

and Naser (2017) presented a study that shows how students can learn the basics of system databases 

using (W3school CSS) designed as a smart tutoring system using an authoring tool named (ITSB). 

Oteyola et al. (2017) investigated the impact of a developed and adapted intelligent tutoring system on 

the academic performance of physics teachers at a university in southwestern Nigeria. The intelligent 

Excel teaching system, called Smart Excel Intelligent Tutoring System, aims to easily explain the 

usage and benefits of the system to novice students as users and teachers as material exhibitors 

presented in Qwaider and Abu-naser (2018). Research on Intelligent Tutoring System (ITS) to improve 

the future of Gaza's water environment by encouraging people to use this system to increase their 

awareness and knowledge of water issues discussed in (Hamed et al., 2018). Sivarasan and 

Rameshkumar (2017) developed an intelligent tutoring system that uses pre-quiz assessments to 

measure a student's knowledge level by asking them objective questions. The system automatically 

ranks and enrols students according to their proficiency. An intelligent tutoring system called Fuzzy 

Bayesian Intelligent Tutoring System "FB-ITS" developed by Eryilmaz and Adabashi (2020) using 

artificial intelligence methods based on fuzzy logic and Bayesian network techniques to adaptively 

support students in learning environments. Almurshidi and Naser (2017) presented the design and 

development of an intelligent tutoring system to teach students about stomach diseases and give them 

a clear idea of stomach ulcers. Al-nakhal and Naser (2017) designed an intelligent tutoring system to 

help students learn computer theory. The Intelligent Tutoring System was created using the ITSB 

authoring tools. King et al. (2021) presented a research that considered basic-level school students who 

have difficulty learning online without anyone's intervention and also their parents who are currently 

having difficulty teaching their children to study at home online, especially at this time of difficulty 

with a pandemic outbreak like COVID-19. Abueloun and Naser (2017) developed intelligent tutoring 

system which is called smart math tutoring system that helps many students of all ages to understand 

the subject as it helps students to understand the basics of mathematics and is important for addition 

and subtraction. Albatish et al. (2018) The Intelligent Tutoring System developed to help trainees 

overcome the difficulties they face when using the Arduino platform by describing the design of a 

desktop-based intelligent tutoring system. 

3. RESEARCH GAB 

According to a survey conducted by Almasri et al. (2019) and Systematic Literature Review (SLR) 

published by Sulaiman et al. (2022) revealed that several Intelligent Tutoring System was developed 

on computer programming languages (such as Java, C++, Python, C#, HTML, CSS, SQL and PHP), 

cloud computing, computer networking, Databases, IT security and other non-computing areas. The 

precise Intelligent Tutoring System that helps to understand the concept of computer programming 

and programming languages has not yet been developed. Therefore, it is necessary to develop an 
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Intelligent Tutoring System to learn the concepts of computer programming and programming 

languages to better understand and differentiate between the programming languages. 

 

IV. PROPOSED INTELLIGENT TUTORING SYSTEM ARCHITECTURE 

 
Figure 1: ITS Architecture 

 

4. SYSTEM DEVELOPMENT 

The intelligent tutoring system in this research is developed for learning concepts of computer 

programming and programming languages. The HTML, JAVASCRIPT and CSS scripting languages 

are used to develop the front-end of the system while MySQL Database is used to develop the back-

end and the PHP programming language is used to communicate information between the front-end, 

back-end and the vice-vasa. 

Intelligent tutoring systems consist of four basic components based on a general consensus amongst 

researchers (Sivarasan & Rameshkumar, 2017). Therefore, Figure 1 shows the architecture that 

constituted the components of the proposed Intelligent Tutoring System. Those components are: 

i. Domain module 

ii. Student module 

iii. Tutoring module 

iv. User Interface module 

 

5.1 DOMAIN MODULE 

This provides information about the domain/subject/lesson areas where the tutoring module will cover 

or be presented to the student/user (i.e it provides an explanation of what the student/user is expected 

to learn in the system). The step-by-step procedure in learning the system and what is expected of the 

student/user in the system. The lesson is organized in form of topics and subtopics and problem-solving 

strategies. The information about how a student/user will be evaluated by the system is also explained 

in this module, this is clearly stated after every topic and subtopics listed in the module. The 

student/user is expected to answer some questions at the end of the lesson he/she learned, the questions 

are informed of Multiple Choice (objectives) in order for the student/user to monitor his/her own 
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performance or progress about the lesson learned. This is explained at the end of particular lesson 

information. 

The domain module for this system consists of the topics and subtopics for the concept of computer 

programming languages which break down as follows: 

1. CONCEPT OF PROGRAMMING AND PROGRAMMING LANGUAGES 

i. COMPUTER PROGRAM 

a. Features of a good computer program 

b. A typical programming task  

ii. COMPUTER PROGRAMMING 

a. Variables 

b. Data Types 

c. Basic syntax 

d. IDEs and coding environments 

iii. COMPUTER PROGRAMMING LANGUAGES 

a. Machine language 

b. Assembly language 

c. High-level language 

iv. PROGRAMMING PARADIGM 

a. Unstructured programming 

b. Procedural programming 

c. Modular programming 

d. Object-oriented programming 

2. CONCEPTS OF ALGORITHMS 

i. Flowchart 

ii. Pseudocode 

3. BASIC CODING STRUCTURES 

i. SIMPLE SEQUENCE STRUCTURE 

ii. SELECTION OR DECISION STRUCTURE 

a. If Statement 

b. If Else Statement 

c. Nested If Else Statement 

d. Switch Statement 

iii. REPETITION OR ITERATION STRUCTURE 

a. While Loop 

b. Do While Loop 

c. For Loop 

 

 

4.2 STUDENT MODULE 

The student module keeps track of student/user information and the current level of knowledge of a 

student/user about the lesson learned in the system. The module provides a student/user performance 

table that always displays the performance of a user in the system, user can also download his/her 

performance on Pdf, CSV and Excel or view the performance on a histogram chart at the same time 

student/user can copy or print his/her performance. The module also keeps track of days and times the 

student/user accessed the system which served as attendance to the student/user. The module 

automatically evaluates the student/user knowledge based on the end of the lesson test and exam the 
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user has taken in the tutoring module. Finally, the module provides all the necessary information, 

knowledge base and performance of a student/user. 

4.3 TUTORING MODULE 

The tutoring module uses the information from the domain and student module to provide necessary 

lessons to be learned by the student/user. For new student/user, the system will automatically start the 

tutoring lesson from the beginning as it was in the domain module while for existing student/user the 

system keeps track of where the student/user left in the last login/use and provide the lesson at that 

particular point where he/she stop in the last use of the system. The module keeps track of the learner's 

knowledge progress to present the tutoring lesson step-by-step to the student/user. At the end of every 

lesson multiple choice (objectives) questions and options are provided by the system in order to 

evaluate the performance of a learner in that lesson learned. If the student/user has taken the objectives 

test for a particular lesson the system will automatically assign him/her to the next lesson following 

the domain knowledge base while the previous lesson performance will be saved in the performance 

table under the student module. After all the lesson has been taken by the student/user a final exam in 

form of multiple choice (objectives) is presented and the result is sent to the performance table under 

the student module. During learning, the student/users can watch the uploaded videos as well as read 

the materials online or download the videos and materials for further explanation and study. 

4.4 USER INTERFACE MODULE 

The intelligent tutoring system in this research has been developed for learning the concept of 

computer programming and programming languages. The system has an interface that supports 

students/users and another interface that supports admin/teacher. The admin or teacher can add lessons, 

examples, and material resources such as pdf documents, word documents and videos tutorials, he/she 

can also set multiple choice questions to the student/user, view the individual performance as well as 

general performance of the enrolled student/user in the system. The student/user can view the lessons 

to be learned in form of a curriculum as explained in the domain module, learn the lesson step-by-step 

as in the tutoring module, takes test and exam, download videos to watch offline or watch videos online 

and download materials.  A screenshot of some interfaces are shown in Figure 2 – Figure 12. 
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Figure 2: System home page 

 

Figure 3: System dashboard 
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Figure 4: Attendance or System logs 

 

Figure 5: Domain module displaying what student is expected to learn on the programming 

 

Figure 6: Displaying the lesson on the concept of computer programming 
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Figure 7: Displaying the test question on the concept of computer programming 

 

Figure 8: Displaying the examples of flowchart 
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Figure 9: Displaying exam questions 

 

Figure 10: Displaying uploaded resources videos and pdf materials 

 

Figure 11: Watching online videos (All the uploaded videos will display at once here) 
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Figure 12: Performance result of a student/user. 

6. SYSTEM USABILITY EVALUATION PROCEDURES 

The developed ITS system has been presented to the ten (10) lecturers and thirty (30) experimental 

students. The lecturers were drawn from some Universities and the Polytechnics in the North-western 

region Nigeria. The students consists of the experimental group who’s participated in learning the 

concept of Computer programming and programming languages using the Intelligent Tutoring System 

at Kebbi State Polytechnic Dakingari. Both of them were asked to evaluate the developed ITS system 

and to fill the questionnaire. The questionnaire was prepared by the researchers and approved by an 

expert. 

7. RESULT AND DISCUSSION 

7.1 RESULT OF THE QUESTIONNAIRE RESPOSES BY THE LECTURERS ON THE 

SYSTEM USABILITY EVALUATION 

Table 1 outlines each question and its average percentage. Figure 13 shows a bar chart of each question 

and its percentage. 

Table 1: Result of questions asked to lecturers 

Question 

No. 

QUESTIONS AVERAGE (%) 

Q1 How easy to use the ITS system? VE = 9 (90%) 

Q2 What are the qualities of the system design? VS = 9 (90%) 

Q3 How easy to learn concept of programming languages 

using the system? 

VE = 8 (80%) 

Q4 How easy are the step-by-step examples provided in the 

system? 

VE = 9 (90%) 

Q5 Do you benefit from using ITS system? Y = 10 (100%) 

Q6 Would you like to see similar ITS in other courses? Y = 10 (100%) 

Q7 What are the qualities of materials provided in the system? VS =10 (100%) 

Q8 Do you recommend this ITS to the students? Y = 10 (100%) 

Q9 System development opinion It is very good 

especially when it 
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comes to learning in 

the modern days 

now. 

VE = Very Easy; VS = Very Satisfied; Y = Yes. 

 

Figure 13:  Result of questions asked to lecturers  

7.2 RESULT OF THE QUESTIONNAIRE RESPOSES BY THE EXPERIMENTAL 

STUDENTS ON THE SYSTEM USABILITY EVALUATION 

Table 2 shows each question and its average percentage. Figure 14 shows a bar chart of each question 

and its average percentage. 

Table 2: Result of questions asked to experimental students 

Question 

No. 

QUESTIONS AVERAGE 

(%) 

Q1 How easy to use the ITS system? VE =28 (93%) 

Q2 What are the qualities of the system design? VS =29 (97%) 

Q3 How easy to learn concept of programming languages using the 

system? 

VE =25 (83%) 

Q4 How easy are the step-by-step examples provided in the system? VE =29 (97%) 

Q5 Do you benefit from using ITS system? Y = 30 (100%) 

Q6 Would you like to see similar ITS in other courses? Y = 30 (100%) 

Q7 Do you enjoy the materials provided in the system? Y = 30 (100%) 

Q8 Do you recommend this ITS to other students? Y = 30 (100%) 

VE = Very Easy; VS = Very Satisfied; Y = Yes. 
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Figure 14:  Result of questions asked to experimental students 

In evaluating the developed ITS system, evaluators were required to use the system. After that, they 

were asked to provide their feedback about the ITS system through filling the questionnaire which 

consisted of the nine (9) questions for the lecturers and eighth (8) questions for the students.  

The usability results of the developed ITS system were measured as shown in the Table 1 and Figure 

13 for the lecturers and Table 2 and Figure 14 for the students. The average score of the questions 

answered was measured and the result were excellent. 

8. CONCLUSION 

No doubt that ITS plays a vital role in teaching and learning. One could argue that a number of 

researches were carried out in the field in other ascertain issues with ITS and how to improve them. 

Our result presented in this research may be useful to novice ITS developers and in the area of 

educational artificial intelligence or educational technology.  

9. RECOMMENDATION 

Based on the findings of this research, the following recommendations are provided:  

1. Intelligent Tutoring System for other computer programming languages should be developed 

in order to ease the stress on both lecturer and students because it makes individuals learn at 

their comfort times.  

2. Awareness and how to use ITS should be timely organised by the governments and institutions, 

especially in the areas where banditries and Boko haram become a threat.  

3. Parents/guardians/teachers should educate their children on the use of an Intelligent Tutoring 

System in order to reduce the cost of the extra lessons.  
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Abstract 

Food security is a global issue. Rice is a staple crop in the world and it is a major cash crop in Nigeria. 

It has contributed to Nigeria’s GDP in recent years. This contribution is considerably limited by the 

widespread of different rice diseases. Crop diseases hamper the chance of attaining food security due 

to the losses they cause to farmers. The productivity of our farmers is substantially affected by these 

diseases. Effective crop disease monitoring and analysis are key to achieving food self-reliance. Recent 

technologies like blockchain, Internet of Things (IoT), Machine Learning (ML), and Unmanned Arial 

Vehicles (UAV) present promising opportunities for real-time monitoring of crops. They are the major 

constituents of smart agriculture. IoT provides the technology for acquiring on-site data about plant 

nutrient deficiencies, plant stress conditions, pests, and diseases. These data are highly invaluable for 

the effective monitoring of plant health on farms. Blockchain technology facilitates the secure 

transmission of these data to a server for analysis and necessary action. Machine learning techniques 

support the processing and analysis of the huge volume of data collected from the farms. In this work, 

we review the recent developments in these technologies and assess the level of adoption of them in 

Kebbi state Nigeria. We also, present the opportunities and benefits of the adoption of these 

technologies to both farmers and Nigeria’s achievement of food security in a short time. 

Keywords: Blockchain, Food security, IoT, machine learning, smart agriculture, UAV. 

Introduction 

Food security is a critical and multifaceted issue that remains at the forefront of global concerns, 

particularly in developing nations such as Nigeria. Nigeria the Africa's most populous country with 

over 200 million people and is the largest producer of rice, but the country's production levels are still 

relatively low compared to its consumption demand (Adenowuro, 2023). The report on rice production 

in Africa 2021 by (Sasu, 2023) shows, Nigeria is the top producer of rice in West Africa, with a 

production of 8.1 million tonnes, more than any other country in the region, including Mali (3.0 million 

tonnes), Ghana (0.6 million tonnes), Burkina Faso (0.4million tonnes), Chad (0.3 million tonnes), and 

Niger (0.1 million tonnes). Despite this production, Nigeria faces the complex challenge of ensuring a 

reliable and sustainable food supply for its increasing population due to climate change, agricultural 

inputs that either reduce or increase and socio-economic disparities that continue to pose threats to the 

nation's ability to achieve and maintain food security(Rebecca, 2020). Water scarcity is a major global 

environmental problem in agriculture, rainfall pattern, soil type and climatic regime on crop water use 

efficiency are among the factors that causes crop diseases (Mbava et al., 2020) this crop diseases 
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contribute negatively on Nigeria food security which require urgent need for effective monitoring and 

analysis strategies.  

Recent advancements in technology, such as blockchain, Internet of Things (IoT), Machine Learning 

(ML), and Unmanned Aerial Vehicles (UAV), present promising avenues for real-time monitoring of 

crops—constituting the pillars of what is commonly referred to as smart agriculture. The aim of this 

research is to integrate these technologies and evaluate their adoption in Kebbi state, Nigeria for 

effective monitoring and plan health on farm, with the view of presenting the opportunities and benefits 

of the adoption of these technologies to both farmers and Nigeria. Fig. 1 gives the various application 

areas of ML and DL in agriculture. 

 

Fig. 1. DL applications in agriculture curled from (Saranya et al., 2023) 

As can be seen from Fig. 1, deep learning has been applied in different aspects of agriculture such as 

pest detection and pesticides recommendation. This is done with the help of different technologies 

such as satellite, ground-based, and airborne sensors (Darra et al., 2023). The data collected by these 

sensors are parsed and analyzed using deep learning algorithms to detect the kind of pests that infiltrate 

a given farm and recommend the best pesticides to control them. This can be done in real-time so that 

the effects of the pests can be minimized to the lowest minimum. The use of machine learning in 

agriculture cannot be over emphasized especially with regards to the pests and disease control in very 

large farmlands were physical monitoring and surveillance is very difficult, expensive, ineffective, and 

time consuming. 

2 Recent Technological Advancements in Agriculture 
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 There has been tremendous improvement in agriculture due the advancement of technology especially 

the artificial intelligence. These technological advancements are motivating data scientists and 

agronomists to develop analytical methods and tools to streamline field management and address 

contemporary issues. Based on data and task automation, these innovative solutions need professional 

assistance to satisfy farmers' needs and enable them to maximize their agricultural output. Smart 

agriculture makes extensive use of artificial intelligence (AI), which combines a number of digital 

technologies such as big data, deep learning, and the Internet of Things (IoT) (Darra et al., 2023). Deep 

learning has recently revolutionized the agricultural sector. Darra et al. (2023) has succinctly presented 

the major areas where deep learning has changed the agricultural practices. The major areas are: 

Crop monitoring: By analyzing photos of crops, deep learning systems can provide precise data on 

the health and growth of the plants. In order to increase agricultural productivity, this can assist farmers 

in identifying problems early on, such as nutrient shortages or disease outbreaks, and in taking 

appropriate action. 

Yield prediction: Deep-learning models can accurately forecast agricultural yields by evaluating data 

from sensors, satellites, and other sources. This can assist farmers in managing their crops and helping 

them plan their harvests.  

Plant disease detection: By analyzing plant photos, deep learning algorithms are able to identify pests, 

illnesses, and other problems. This can assist farmers in spotting issues early on and taking appropriate 

steps to stop the disease from spreading (Dogra et al., 2023). 

Irrigation optimization: Deep learning models can make recommendations about when and how 

much to irrigate crops based on their analysis of weather data and soil moisture levels. Farmers can 

increase crop productivity and conserve water by doing this. 

Pest and weed identification. To identify weeds and pests in crop photos, deep learning systems can 

evaluate the photographs. This can lessen the demand for chemical pesticides and herbicides by 

assisting farmers in weed and pest detection and management. Through extensive image dataset 

training, deep learning models are able to recognize various weed and pest species with accuracy in 

real time, empowering farmers to manage their crops accordingly. 

Identification of plant stress: Deep learning algorithms are capable of examining plant photos in 

order to identify indicators of stress, such as illness, nutrient shortages, and water stress. This can assist 

farmers in spotting issues early on and implementing the necessary fixes to enhance plant health and 

productivity. Deep learning models may identify minute indicators of stress that might not be obvious 

to the human eye by using enormous image datasets for training. This allows farmers to monitor crop 

health more precisely and effectively. 

In general, deep learning has the ability to greatly increase agricultural productivity and efficiency 

while assisting farmers in making knowledgeable crop management decisions (Asadi and 

Shamsoddini, 2024; Coulibaly et al., 2022; Dogra et al., 2023). 
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2.1 IoT and UAVs in crop disease detection 

Agriculture is one of the fields that generates huge amount of data that needs to be processed and 

analyzed for improved agricultural production. Several sensors are now used to collect real-time data 

about crops on the farmland and transmit for processing. This is a component of smart agriculture 

(Han, 2023). Components of smart farming are summarized in Fig. 2. 

  

Fig. 2. Component of smart agriculture (Han, 2023) 

The internet-of-things (IoT) links various objects so that data about them can be exchanged online with 

people all over the world. Agriculture is progressing to a new level with the application of IoT and DL 

in wireless sensor networks (WSN). The amount of research in this field has not stopped, and the 

Internet of Things has made agricultural development more adaptable to shifting weather patterns. To 

help farmers make the most of their land and crops and ensure that they are as productive and healthy 

as possible, it has made use of information and communication technology (ICT) (Han, 2023). Through 

the implementation of site-specific agricultural methods, the Internet of Things guarantees 

sustainability, profitability, and environmental protection. To compute the water requirements of urban 

areas, for example, the smart irrigation system makes use of the Internet of Things. Based on 

temperature and soil moisture content, it advises when to irrigate crops. This system gathers 

information regarding the test bed's temperature, humidity, and direction of wind (Han, 2023). 

The advancement of unmanned aerial vehicle (UAV) remote sensing has led to its application in field-

scale trait evaluation, including oilseed rape, spinach, and rice yield estimate, biomass dynamic 

monitoring, and time series canopy phenotyping of genetic variations in soybeans. Researchers who 

investigated the viability of using unmanned aerial vehicle (UAV) remote sensing to assess the severity 

of narrow brown leaf spots in rice discovered that the vegetation index—which is generated from RGB 

(red, green, and blue) images—achieved the best detecting performance (Shaodan et al., 2023). 
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2.2 Machine learning (ML) and Deep Learning (DL) in agriculture 

Machine learning (ML) and deep learning (DL) present several opportunities for making useful 

analysis and predictions from large volume of agricultural data. Agricultural data is mostly muti-

dimensional and complex. ML is a sub-field of artificial intelligence (AI) that gives computers the 

skills or talents to learn on their own without being programmed explicitly (Liakos et al., 2018). DL, 

on the other hand, if a powerful technique that has found a central role in data analysis and image 

processing applications (Attri et al., 2023). DL frameworks have the ability handle the complexity and 

multidimensionality of agricultural data. DL is a concept that mimics the cognitive work of  human 

brain and hence used in improving the accuracy of predictions (Sanaeifar et al., 2023).  

Machine learning and deep learning have been found to be very instrumental for the successes achieved 

in healthcare sector. For example, ML has found its role in recognising anomalies in medical images 

for effective diagnosis. For drug discovery, DL can process a large volume of clinical datasets and 

quickly predict drug candidates for an ailment. In finance, ML and DL are used for fraud detection and 

algorithmic trading in which any suspicious transaction can be effectively detected and predictive 

model for price fluctuations can be developed in real-time. Also, they used in a retail situation to build 

efficient recommender and inventory management systems.  

Machine learning and deep learning have been employed in different aspects of agriculture. Islam et 

al. (2023) built a deep transfer learning model for the prediction of cotton leaf diseases. The authors 

used pretrained models with the help of hyperparameter tuning; VGG-16, VGG-19, Xception, and 

Inception-V3 on publicly available cotton disease dataset. The authors reported that their model 

achieved 98.70% accuracy. Agricultural produce can be substantially affected by weak/poor weed 

management. Farmers deploy different strategies for weed control on their farmers ranging from 

manual identification and removal to the use of herbicides. Being able to effectively separate weeds 

from the actual crops can be a challenging task. Deep learning models can effectively detect disease, 

pests, and weeds (Attri et al., 2023). For example, Nagothu et al. (2023) built a convolutional neural 

network (CNN) that detects weeds from images captured using unmanned arial vehicle (UAV) with 

good performance. In a similar effort, Xia et al. (2023) used multimodal data fusion  captured using 

UAV, and deep learning to build a comprehensive weed resistance score (CRS) which enabled real-

time assessment of weeds resistance to herbicides over very large farmlands. 

In the area of plant stress, different deep learning models have been employed. Stress is a situation or 

chemical that affects the effective plant’s metabolism and growth (Attri et al., 2023). Plant biotic stress 

are caused by deleterious organisms such as bacteria, fungi, viruses, pests, and insects; whereas the 

abiotic are as a result of unfavourable environmental such as the salinity, drought, chemical damage, 

and deficiency of nutrients (Cándido-Mireles et al., 2023) For instance, Cándido-Mireles et al. (2023) 

built CNN models for the identification of grapevine plants with stress symptoms from RGB images 

with help of EfficeintNetB3 architecture. The best model achieved 97.2%.  

Moreover, prediction of crop yield has a central role in accurate and reliable crop monitoring systems 

for agricultural planning and the attainment of national food security (Ju et al., 2021). Crop yield 

prediction is the process of estimating the average yield of a specific crop in a given area prior to 
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harvest (Ning et al., 2023). Crop prediction provides information on food production potentials to 

several decision-makers (farmers, government agencies, individuals), and hence, is very well linked 

to national and global food security. From time to time, agricultural managers determine the sorts of 

crops to grow and the size of the cultivation farm. This forms the basis upon which they estimate crop 

yields. Accurate, reliable, and timely crop yield prediction help in setting up policies such as domestic 

crop pricing , crop import-export policy (Yalcin, 2019), and food self-sufficiency (Ju et al., 2021). 

There is a huge volume of both on-farm and off-farm data that we can gain useful insight into if they 

are well processed and properly organized. These data come in different forms, emanating from 

various sources and at varying speeds. Having the right analytic tools to process and organize them 

will be of great help to both farmers and policymakers Crop yield prediction is known to be complex 

because of the complex interaction between different factors such as crop genotype, environmental, 

and management factors (Khaki and Wang, 2019; Saravi et al., 2020). In recent times, impressive 

performances have been achieved with the use of deep learning frameworks (Khaki et al., 2020).  

Crop yield prediction relies on the availability of the relevant data. With advancement of remote 

sensing technology, researches are now using the remote sensing data for yield prediction due to its 

ease of acquisition and scalability (Barbedo, 2023; Coulibaly et al., 2022; Gadiraju and Vatsavai, 2020; 

Liakos et al., 2018). Remote sensing is a way of obtaining optical data about an object using a sensor 

in the field or landscape in a non-intrusive way without coming into contact with the sampling 

units(Barbedo, 2023). Process-based biophysical (PB) (Fathi et al., 2023; Jeong et al., 2021) and 

machine-learning (ML) models are the two primary model categories that can be used to predict 

agricultural production data. PB models, such as the Decision Support System for Agro-Technology 

Transfer (DSSAT) and the Agricultural Production System Simulator (APSIM), use accurately 

calibrated crop growth models to dynamically simulate crop yield. In this architecture, state variables 

in a model are frequently updated, recalibrated, or reinitialized at a greater spatial resolution than the 

driving data using RS data. However, process-based model calibration at bigger scales continues to be 

difficult and necessitates a variety of field observations. 

3 Prospects of technology in crop disease detection and mitigation for Kebbi state 

As can be seen from the previous sections, there are several opportunities the advancement in recent 

computer technologies has brought to streamline agriculture. It is long overdue for our farmers to adopt 

these technologies in their agricultural practices because of their cost effectiveness, efficiency, time 

saving, and scalability. Kebbi state being one of the key producers of rice in Northern Nigeria is 

expected to adopt these technologies, in the areas of pests and diseases detection and mitigation, 

drought prediction and mitigation, crop yield prediction, and the farm management. 

3.1 Harnessing technology for improved yield 

 Harnessing technology in agriculture is crucial for achieving sustainable and competitive food 

production (Bajac et al., 2023). Technological innovations play a significant role in increasing food 

security (Dimitrova, 2022). Over the years, agriculture has witnessed the adoption of various 

technologies, from mass production techniques to genetic testing and digitization (Sandhu et al., 2021). 

These advancements have been applied in different sectors of agriculture, such as dairy farming, 
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poultry farming, and organic farming (Sharma et al., 2021). The use of information and communication 

technologies, including the Internet of Things, sensors, and blockchain, can optimize agricultural 

management practices, improve yield, and provide real-time information to farmers and extension 

workers. By harnessing technology, the agriculture sector can enhance productivity, optimize resource 

utilization, and promote sustainable practices, ultimately contributing to the overall development of 

the industry. 

3.2 level of adoption of technology in agriculture in Kebbi State 

The Kebbi State being one of the key producers of rice in Northern Nigeria with 21 local governments, 

it produces paddy rice from almost all the local governments with a high prospect for increase in 

production over the years over other states(Ayuba et al., 2023) , Despite this production our 

investigation found that farmers in the state are not adopting technology in Agriculture, they only rely 

on manual method of monitoring crop yield, farm management with normal method of Insecticide  and 

fertilizer when need arise. This method can only be effective with small farmers but is time consuming, 

and cannot address the issues of diseases detection and mitigation, drought prediction and mitigation, 

crop yield prediction, and the farm management in time. But the use of computer in agriculture 

technology has solve all through several sensors that are now used to collect real-time data about crops 

on the farmland and transmit for processing. 

It is the high time for our farmers to adopt these technologies in their agricultural practices because of 

their cost effectiveness, efficiency, time saving, and scalability. 

4 Conclusion 

In this work, we have reviewed the recent development in agricultural production in relation to the 

adoption of modern technologies in Kebbi State.  Our investigation found that farmers in the state are 

not adopting technology in Agriculture, they only rely on manual method of monitoring crop yield, 

farm management with normal method of Insecticide and fertilizer when need arise.  

The study present the opportunities and benefits of the adoption of these technologies to both farmers 

and Nigeria’s achievement of food security in a short time in terms of enhance productivity, optimize 

resource utilization, and promote sustainable practices, ultimately contributing to the overall 

development of the industry By harnessing technology.  
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Abstract 

Often, scientists are interested in studying traits and other unobservable attributes of individuals 

which can only be measured with instruments such as questionnaire, test let, construct, and so 

on. These instruments are useful in extracting information on these hidden traits. Traditionally, 

Karl Pearson's classical approach were in used in modelling these traits with its attendant 

shortcoming ranges from variant estimates to its challenges of validity and reliability. This 

study present a better and modern item response modelling that remedy shortcomings of 

classical approach yielding reliable, consistent, and valid estimate through item response 

functions.   

Keywords: unobservable, attributes, traits, reliability, validity 

 

1 Introduction 

Unobserved traits are mental and emotional activities that cannot be directly observed or 

measured, examples are:  (𝑖. ) psychological constructs such as intelligence, self-esteem, 

depression, academic proficiency, aptitude achievement, attitude or belief,  (𝑖𝑖. ) psychological 

traits and behaviour such as thinking, memory, perception, problem-solving, and decision-

making are all hidden traits which can only be estimated through questionnaire, test lets, 

constructs, schedules, and so on  (Embretson et al., 2000). 

 

Two approaches toward measurement of unobserved traits are: classical test theory (CTT), and 

item response theory (IRT).  The former is a body of related psychometric theory that predicts 

outcomes of psychological testing based on the fact that person’s observed or obtained score 

on a test, construct, and questionnaire is sum of a true score and error score (NCME, 2017). 

This approach is a sample (test, questionnaire, or schedule) based rather than item base. The 

model for this approach is positioned in equation (1) 

    𝑋 = 𝑇𝑥 + 𝐸𝑥:          (1) 

Such that: 𝐸(𝐸𝑥) = 0  

𝐶𝑜𝑣(𝑇𝑥 , 𝐸𝑥) = 0  
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𝐶𝑜𝑟((𝑇𝑥, 𝐸𝑥) = 0  

Where:  𝑋 is the obtained score 

𝑇𝑥  is a true score 

𝐸𝑥 is an error score 

The focus of CTT is to understand and improve the reliability and validity of unobserved traits 

using the entire sample. Furtherance to this, Hambleton et al., (1991) identified various 

shortcomings of CTT which are: inseparability of respondent’s and construct’s characteristics, 

assumptions of equal standard errors for all  respondents, construct oriented rather than item 

oriented, and impossibility of making predictions on how well on individual respondents or 

even group of respondents may do on a given construct item. 

 

The latter is a modern technique of modelling unobserved traits called latent trait theory, strong 

true score theory or modern mental test theory. Adetutu and Lawal, (2020) described item 

response theory modelling as a paradigm for the design, analysis, and scoring of tests, 

constructs, questionnaire, schedule and other instruments used in measuring hidden traits.  This 

approach makes use of item response functions which make it item base rather than sample 

base. 

 

Assumptions 

Potency of IRT and its assumptions that places IRT over CTT as enumerated by Adetutu and 

Lawal (2023) are: (i.) the number of traits that underlies respondents’ behaviours or 

performances. This could be unidimensional or multi-dimensional; for unidimensional, only 

one trait is being measured, otherwise, multidimensional. The differences in observing 

response between respondents would be due to their traits when this assumption hold. (ii.) 

Local independence assumption implies that items in the construct are uncorrelated and hence, 

response to separate item is mutually independent (Lim, 2020). (iii.)  A non-linear regression 

curve relates the probability of response on the item to trait being measured, this is a distinction 

between different latent models, sometime called trace lines or item response functions, and 

(v.) invariant properties of IRT which guarantee unchanging parameters’ estimates even when 

the characteristics of the respondents change. These assumptions have made it possible to 

estimate individual, and item properties rather than sample based of CTT. 
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Properties   

Discrimination parameter of modern latent traits theory determines the rate at which the 

probability of correct response option to an item or construct changes as a function of ability 

or trait continuums. This is often called slope of item response curves whereby negative values 

are discarded, hence, it is a monotonic increasing because as ability or trait increases, 

probability of endorsing correct response category to a construct or test also increases and vice-

versa (Baker and Kim, 2004). In addition, difficulty parameter describes how easy or hard an 

item of a construct is being perceived by the respondent in binary IRT, while this is tagged 

‘propensity of endorsing a response option’ in a polytomous IRT (Linden, 2018). However, the 

third property is pseudo-guessing parameter which only apply to educational setting, and this 

is the impact of chance on observed response. This means a lower trait respondent may have 

non-zero probability of endorsing an item in a test correctly; even an item that seems to be 

difficult to endorse. 

  

                       Figure 1: Properties of Unobserved Ability or Traits Model 

Vertical axis of the Figure  1 displays probability of correct responses to an item while 

horizontal axis represent trait or ability continuum; this means, any point on the response curve 

is a function of respondents’ traits with a specific probability of response. The implication of 
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this is that items and individual respondent characteristics can be estimated at any point on the 

item characteristic curve which is a plus for IRT modelling. 

 

The Aim and Objectives 

The study was motivated by the need to efficiently measures and models latent, hidden, not yet 

manifested, personality characteristic, or trait of respondent devoid of drawbacks associated 

with traditional approach of CTT. The specific objectives are to describe how to estimate the: 

i. Value of an assumed latent trait (discrimination, and difficulty/location parameter) 

ii. Attributes of the individual (trait/ability) 

iii. Describe variation of the latent parameters among individuals 

2. Methodology 

2.1 Study Designs and Measures 

A well structure construct, questionnaire, multiple choice question, likert-scales or instruments 

that are scored dichotomous and polytomous would be suitable in extracting information from 

respondents using suitable sampling techniques on area of interest is applicable here. 

 

2.2 Methods 

Responses from the respondents are coded polytomously to form 𝑛 ×  𝑝 matrix depending on 

number of respondents and items on the construct, after which graded response model (GRM) 

proposed by Samejima (1969) which allowed categorical or ordered item responses function is 

used.  

 

2.3 Graded Response Model  

The likelihood of a respondent with trait   𝜃  responds in response category   𝑘  of item    𝑖   is: 

 

Pr(𝑌𝑖𝑗 ≥ 𝑘|𝑎𝑖, 𝑏𝑖, 𝜃𝑗) =
exp {𝑎𝑖(𝜃𝑗−𝑏𝑖𝑘)}

1+exp {𝑎𝑖(𝜃𝑗−𝑏𝑖𝑘)}
  :         𝜃𝑗   ~𝑁(0, 1)         (2) 

Where:  

𝑎𝑖 is the discrimination parameter index for item   𝑖,  and 

𝑏𝑖 is the difficulty (location) parameter of category (threshold) for item   𝑖   

𝑖(𝑖 = 1,2, … , 𝐼)   
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The principle of GRM is based on operating characteristic functions which indicates the 

likelihood of responding to a particular category given trait or ability level   𝜃  are computed by 

subtracting adjacent  𝑃∗
𝑖𝑘(𝜃) as defined in equation (3). 

 

 𝑃𝑖𝑘 = 𝑃∗
𝑖𝑘 − 𝑃∗

𝑖𝑘+1           (3) 

 

Where: 

𝑃∗
𝑖𝑘 =

𝑒
 {𝑎𝑖(𝜃𝑗−𝑏𝑖𝑘)}

1+𝑒
 {𝑎𝑖(𝜃𝑗−𝑏𝑖𝑘)}            (4) 

 

𝑃∗
𝑖𝑘+1 =

𝑒
 {𝑎𝑖(𝜃𝑗−𝑏𝑖𝑘+1)}

1+𝑒
 {𝑎𝑖(𝜃𝑗−𝑏𝑖𝑘+1)}           (5) 

 

2.4 Parameters Estimation in Graded Response Model 

The parameterization of equation (2) in term of slope-intercept is presented as 

 

Pr(𝑌𝑖𝑗 ≥ 𝑘|𝛾𝑖, 𝜔𝑖, 𝜃𝑗) =
exp{𝛾𝑖(𝜃𝑗−𝜔𝑖𝑘)}

1+exp{𝛾𝑖(𝜃𝑗−𝜔𝑖𝑘)}
         (6) 

 

     
𝑎𝑖 = 𝛾𝑖

𝑏𝑖𝑘 = 𝜔𝑖
𝛾𝑖

}           (7) 

 

When   𝑦𝑖𝑗 is the observed response for 𝑌𝑖𝑗 and 

 

 𝑝𝑖𝑗 = Pr (𝑌𝑖𝑗 = 𝑦𝑖𝑗|𝛾𝑖𝜔𝑖 )                                                                             (8) 

Conditional density for respondent 𝑗 is  

 

 𝑓(𝑦𝑗|𝑮, 𝜃𝑗) = ∏ 𝑝𝑖𝑗
𝐼
𝑖=1          (9) 

Where: 

𝑦𝑗 = (𝑦1𝑗, 𝑦2𝑗 , … , 𝑦𝐼𝑗) 

  𝑮 = (𝛾1, 𝛾2, … , 𝛾𝐼 , 𝜔1, 𝜔2, … , 𝜔𝐼 )     and  𝐼 is the number of items. 

 



Proceedings of International Conference on Mathematical Modelling Optimization and 

Analysis of Disease Dynamics (ICMMOADD) 2024 

 
 

498 
 

The likelihood of the respondent  𝑗 is  

 

𝐿𝑗(𝑮) = ∫ 𝑓(𝑦𝑗|𝑮, 𝜃𝑗)∅(𝜃𝑗)𝑑(𝜃𝑗)
∞

−∞
        

 (10) 

 

Where: ∅(𝜃𝑗) is the density function for standard normal distribution.  

 For  𝑁 respondents 

  1𝑜𝑔𝐿(𝑩) = ∑ 1𝑜𝑔𝐿𝑗(𝑮)𝑁
𝑗=1                                                                                                 

(11) 

Equation (11) is intractable, numerical method such adaptive quadrature would be 

implemented in Stata or R software. 

4.0 Item Category Characteristic Curve and Discussions 

A typical item category characteristic curve is a non-linear regression curves that displays 

likelihood of respondent responding in each of the mutually exclusive response categories.  

 

 

Figure 2: A Typical Category Characteristic Curve of an Item 
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In Figure 2, there are four responses to this item, curve  1,  is taken as a base. The lower trait 

respondents are most likely to respond to this particular item by endorsing curve  1  instead of 

a base curve   0 with the corresponding likelihood or probability of endorsing the response 

option, this is because the first curve to cross base curve from the left is curve  1.  This have 

negative index on ability axis. Moreover, an average individual most likely to endorse curve  2 

instead of the base response, this is because where it crosses base curve on the ability axis is 

close to 0 while those respondents endorse curve  3 have higher trait, this is because curve  3 

is the last to cross the base curve towards right.  

 

In addition, response option tagged curve  3 would mostly discriminate respondents. This is 

because of all the response options, it has the largest slope and curve  2 would have the least, 

hence least in classifying respondents in term of their abilities.  

 

5. Conclusions 

The results from item response theory modelling is item base rather than sample, therefore 

attributes of individual item such as discriminating and location indices, and respondents’ traits 

are estimable at any point of item response curve, this places IRT over CTT.   In addition, 

parameters estimates remain unchanged under IRT even when attributes of respondents and 

environment surrounding estimation changes; this is a plus for IRT over CTT.  The major focus 

and challenge of CTT is improving validity and reliability of estimates which are already be 

taken care of by IRT when its assumptions hold.  
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Abstract 

This paper presents a hybrid model for predicting fire accidents in FCT, integrating the 

Artificial Neural network and the Grey Model. The model made use of historical accident data 

to enhance prediction accuracy. The findings demonstrated superior performance as compared 

to the standalone Grey GM (1,1) model. Results from this model could help in assessing the 

risk levels of fire accident occurrence in FCT and planning and executing firefighting 

strategies. 

Keywords: Artificial Neural Network, Grey System Model, Grey-Artificial Neural Network, 

Fire Accident 

1. Introduction 

When a material burns in an exothermic process, it quickly oxidizes, producing heat, light, and 

other reaction products. This process is known as fire. (Charles, 2000).  

When a flammable or combustible substance is exposed to heat or air above the fuel's flash 

point and can maintain a rate of rapid oxidation that triggers a series of reactions, in addition 

to an adequate amount of an oxidizer, such as oxygen gases or another oxygen-rich compound, 

a fire can start. (Yusuf, 2012). Accidents involving fires can cause terrible damage and severe 

human injuries. Nigeria experiences fire accidents that result in property worth billions of Naira 

each year. Serious injuries, such as burns to the entire body, can occur to victims of fire 

accidents.  

 In addition to burns, smoke inhalation, and poisonous gas exposure can result in mortality in 

fire incidents. Residential fires in general present the highest risk to human life and the 

environment due to their increased potential for catastrophic outcomes (Ceyhan et al., 2013). 

Fires are often started by a single fuel source. The temperature of the smoke layer rises as more 

objects catch fire, giving off more heat and reflecting it to more objects. The unburned items 

may ignite almost instantaneously in compact compartments. We refer to this circumstance as 

a flashover. 

In large compartments, it is more likely that objects will ignite sequentially. The sequence of 

the ignition depends on the fuel arrangement and composition and ventilation available to 

support the combustion of available fuels (Idayat, 2021). The main concern for residents of the 

Federal Capital Territory (FCT) is the annual loss of billions of naira in property and human 

life caused by fire accidents. Business owners in FCT have suffered enormous losses because 

of multiple fire incidents. Since many of these companies are still in their infancy, there are 

worries that the incidents may harm investments in the area (Odeniyi, 2022). Recently, on 
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November 6th, 2023, A fire mishap destroyed the Samsung office in Wuse 2 District's well-

known Banex neighborhood. (The Punch, 2023). On the 6th of November 2023, a part of the 

Canadian High Commission in FCT was destroyed by fire, leaving two individuals dead and 

the same number injured. (Channels, 2023). Located in the Jahi neighborhood of the Federal 

Capital Territory (FCT), Abuja, Next Cash and Carry is one of the best department stores in 

the city. On December 26, 2021, a fire destroyed the store, destroying items valued at billions 

of naira. (Vanguard Newspaper, 2021). 

2. Literature Review 

Modeling and predicting fire incidents are crucial elements of fire management strategy. Many 

academics from all around the world have put out several strategies to offer data that can help 

reduce the frequency of fire incidents. A few of these studies are described here. 

 

  Idayat (2021) developed a stochastic model aimed at predicting the number of fire incidents 

in Niger State using the Viterbi Algorithm. This model was based on a three-state stochastic 

framework, according to Markov's principles, with each state presenting four potential 

outcomes. The model's parameters were derived from fire accident data sourced from the Niger 

State Fire Service archives. Following parameter estimation, the model underwent training with 

the Baum-Welch Algorithm to optimize for maximum likelihood. Testing for the model's 

validity revealed it to be 75% accurate in making short-term predictions, but only 50% accurate 

for predictions over a longer term. The researcher deduced that while the model is reliable for 

short-term forecasts, its long-term predictive capability is limited. Consequently, it was 

suggested that the insights gained from the model could help governmental agencies in crafting 

policies aimed at reducing fire incidents within the state. 

Jiyu et al . (2020) The study evaluated the precision of fire accident forecasts in China using 

two different stochastic approaches: Grey theory and Grey-Markov theory. Despite a 

noticeable rise in fire incidents in China in 2013, there has been a subsequent decrease in 

fatalities, injuries, and property damage from fires since 2014. The comparison revealed that 

the Grey-Markov theory outperforms the Grey theory in forecasting accuracy, with the Grey 

theory achieving a maximum relative error of 5.8% compared to Grey-Markov's more accurate 

5% maximum relative error. 

Saeed et al. (2021) The study implemented the Grey-System Model GM (1,1) to forecast 

vehicular accident occurrences on the Lokoja-Abuja-Kaduna Expressway in Nigeria, analyzing 

data gathered over a decade (2010-2019) from the Federal Road Safety Corps of Nigeria 

archives. The model achieved a prediction accuracy of 85.97%. Based on this high level of 

accuracy, the researchers determined that the model is reliable for predicting vehicular 

incidents and suggested that its predictions could be valuable in guiding policymaking and 

decision processes for enhancing road safety on highways. 

Reported (Chunxia et al., 2016). The article focused on developing an enhanced version of the 

Grey neural network model, aimed at predicting transportation delays. The objective was to 
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refine the Grey neural network approach, and the model's effectiveness was then evaluated 

through empirical research. This was done to help businesses forecast market demand more 

accurately in the event of transportation disruptions.  

Enhancing the selection criteria for the number of neurons in the input layer of Backward 

Propagation (BP) neural networks, increasing the model's predictive accuracy and fit, and 

elevating the stability and dependability of its forecasts are among the ways the advanced grey 

neural network model surpasses the traditional Grey model GM (1,1). The model particularly 

excels when handling raw data exhibiting exponential growth, provided that the fluctuations in 

the data remain within a moderate range. Moreover, this refined model proves effective in 

predicting sequential data during instances of sudden changes or disruptions in transportation, 

thereby aiding in the anticipation of transportation disturbances. 

3. Methodology 

3.1 Grey System GM (1,1) Model. 

By adding these data from the first in the Accumulating Generation Operator (AGO), the grey 

GM(1,1) model uses the discrete data series to create an equation of grey continuous 

differential equations, which can then be solved to conduct forecasting. (Li Q et al., 2007). 

Let the study's raw data series now be represented by: 

𝑥(𝑘)
(0)

; k=1,2, 3…n, 𝑥(0)
(𝑘)≥0 (non-negative). It can also be represented by 

𝑋(0)
= (𝑥(1)

(0)
, 𝑥(2)

(0)
, 𝑥(3)

(0)
, … , 𝑥(𝑛)

(0)
)                                                                                         

 (3.1) 

Let 𝑋(1)= (𝑥(1)
(1)

, 𝑥(2)
(1)

, 𝑥(3)
(1)

, … , 𝑥(𝑛)
(1)

)                                                                                   

 (3.2) 

Equation (3.2) is the accumulated generated sequence (AGO) of the grey GM (1, 1) model. 

Where, 𝑋(1)
=∑ 𝑥(𝑖)

(0)𝑘
𝑖=1 , k=1, 2…n 

 𝑋(1)is called the Accumulated Generating Operation of  𝑋(0) denoted by 1-AGO.  

By differentiating 𝑋(1) a whitened differential equation is obtained 

  
𝑑𝑥(1)

𝑑𝑡
+ 𝑎𝑥(1) = 𝑏                                                                                             (3.3)                                                                                                

Equation (3.3) can be represented by  

𝑥(𝑘)
(0)

+ 𝑎𝑧(𝑘)
(1)

= 𝑏                                                 

 (3.4) 

and is called the differential equation of GM (1,1) model. 

Where  𝑍(𝑘)
(1)

=
1

2
(𝑥𝑘

(1)
+ 𝑥(𝑘−1)

(1)
)                               

(3.5) 

and �̂�(𝑘)
(0)

is a grey derivative where a and b are called a grey input and developing coefficient, 

respectively, and it maximizes the information density for a given series to be simulated. 
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�̂�(𝑘+1)
(1)

= (𝑥(0)
(1)

−
𝑏

𝑎
)𝑒−𝑎𝑘 +

𝑏

𝑎
                                                                                          (3.6) 

Parameter a and b in equation (3.6) are estimated using the least square method as follow. 

    =                               

 (3.7) 

Where, 

𝑌 = [𝑥(2)
(0)

, 𝑥(3)
(0)

, 𝑥(4)
(0)

, … , 𝑥(𝑛)
(0)

]
𝑇

             

 (3.8) 

                          

(3.9)                                                                       

MAPE 

%100
1

1


−

= 
=

n

i i

ii

y

yy

n
MAPE



  

        

(3.10) 

Where; 

iŷ is the Grey Model predicted value. 

iy is the Grey-Model actual value. 

n is the number of predictions samples.  

Lewis (1982) divided the prediction accuracy of models into four grades and the division of 

prediction accuracy grades as presented in the Table 3.1 

Table 3. 1 

MAPE Prediction Accuracy 

%10  High 

%20%10 −  Good 

%50%20 −  Feasible 

%50  Low 

a

b
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3.2 Grey-Artificial Neural Network Model. 

The Grey-Artificial Neural Network represents a hybrid model that merges the Grey system 

model for a single variable (GM (1,1)) with an Artificial Neural Network (ANN) model. Within 

this integrated model, the ANN is employed to enhance the functioning of the Grey-system 

GM(1,1) model, leveraging the strengths of both approaches for improved performance. 

(Sifeng et al., 2016). 

   �̂�(0)(𝑖, 𝑙) = �̂�(0)(𝑖) + �̂�(0)(𝑙)                              

(3.11) 

4 Result And Discussion 

4.1 Application of Grey GM (1,1) model in predicting the annual number of fire accident 

in FCT Abuja from 2009 to 2022.  

The data utilized in this paper was collected from the achieves of FCT fire service, Asokoro 

Headquarters for a period of fourteen years (2009-2022) to ensure comprehensive coverage of 

relevant information. This forms the original data sequence of the annual number of fire 

accident in FCT in the table below: 

Table4.2: FCT Fire accident Statistics from 2009 to 2022 

S/N Year  Number of Fire accident 

1 2009 324 

2 2010 335 

3 2011 542 

4 2012 491 

5 2013 427 

6 2014 623 

7 2015 486 

8 2016 418 

9 2017 443 

10 2018 442 

11 2019 338 

12 2020 507 

13 2021 570 

14 2022 547 

  

We begin the application by substituting the raw data in table 2 into equation (3.1), to obtain 

equation (3.11) below: 

 

𝑋(0) = (324,335,542,491,427,623,486,418,443,442,338,507,570,547)              (3.12) 
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Using equation (3.2), we obtain the accumulated generating sequence from equation (3.13) as 

given below: 

 

𝑋(1)

= (324,659,1201,1692,2119,2742,3228,3646,4089,4531,4869,5376,5946,6493)     (3.13) 

 

Using equation (3.5), we obtain equation (3.14) below: 

 

𝑍(1)

= (491.5,930,1446.5,1905.5,2430.5,2985,3437,3867.5,4310,4700,5122.5,5661, 6219.5)  (3.14) 

 

Using equation (3.8), we obtained equation (3.15) 

𝑌 =

[
 
 
 
 
 
 
 
 
 
 
 
 
335
542
491
427
623
486
418
443
442
338
507
570
547]

 
 
 
 
 
 
 
 
 
 
 
 

 

                                                                                                                          (3.15) 

                                                     

  

Using equation (3.9), we obtained equation (3.16) 

𝐵 =

[
 
 
 
 
 
 
 
 
 
 
 
 
−491.5 1
−930 1

−1446.5 1
−1905.5 1
−2430.5 1
−2985 1
−3437 1

−3867.5 1
−4310 1
−4700 1

−5122.5 1
−5661 1

−6219.5 1]
 
 
 
 
 
 
 
 
 
 
 
 

 

                                                                                                                            (3.16) 
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Using equation (3.7) by the help of Maple 23 software, we obtained 

                 â = [
−0.00943
442.974

] = [
𝑎
𝑏
]                                                                                 (3.17) 

Where a= −0.00943 and b= 442.974 

Substitute for a and b in equation (3.6), we obtained equation below:  

           �̂�(1)(𝑘 + 1) = 47298.97349𝑒0.00943𝑘 − 46974.97349                                   (3.18)                                                           

Evaluating equation (3.18) for k=0, 1, 2, …, 13 we obtained equation (3.19) below: 

�̂�(1)

= (324,772,1225,1681,2142,2608,3077,3552,4030,4514,5001,5494,5992,6493)                (3.19) 

We compute the stimulated value of the equation (3.20) 

�̂�(0) = �̂�(1)(𝑘) − �̂�(1)(𝑘 − 1)                                                                           (3.20) 

 The stimulated values are presented in equation (3.21) below. 

�̂�(0)

= (324,448,453,456,461,466,469,475,478,484,487,493,498,502)                          (3.21) 

Equation (3.21) is the stimulated values from 2009 -2022 and is presented in table 4.3 below. 

 

Table 4.3:  Grey Stimulated values 

S/N Year Fire incident Grey 

Stimulated 

value of Fire 

accidents 

Residual 

Error 

Relative Error 

(%) 

1 2009 324 324 0 0 

2 2010 335 448 -113 -33.73 

3 2011 542 453 89 16.42 

4 2012 491 456 35 7.13 

5 2013 427 461 -34 -7.96 

6 2014 623 466 157 25.20 

7 2015 486 469 17 3.50 

8 2016 418 475 -57 -13.64 

9 2017 443 478 -35 -7.90 

10 2018 442 484 -42 -9.50 

11 2019 338 487 -149 -44.08 

12 2020 507 493 14 2.76 

13 2021 570 497 73 12.80 

14 2022 547 502 45 8.22 
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From Table 4.3 using equation (3.10) we observed that: 

MAPE=13.76% which is the error of the stimulated values, which is described as good 

accuracy when compared with table 3.1. 

Hence, the accuracy is calculated as: 

ACCURACY=100%-13.76%=86.24%, this shows that the stimulated accuracy is good. 

Hence, can be used for prediction. 

 

Fig 4.1: The Line graph of Actual and Grey Model stimulated values of the number of fire 

accident in FCT 

4.2 Application of Grey-Artificial Neural Network model for Prediction of the number of 

Fire Accident in Abuja. 

In this study, we utilize an Artificial Neural Network (ANN) as a novel forecasting model, 

concentrating on predicting the frequency of fire incidents in the FCT. Our method entails the 

creation and training of an ANN designed to mimic the error patterns generated by the Grey 
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system model. To optimize the model, we employed a trial-and-error process to construct 

multiple backpropagation neural networks. The performance of each model was meticulously 

assessed using metrics like root mean square error (RMSE), the coefficient of determination, 

and the coefficient of correlation. The model showcasing the strongest correlation coefficient 

and minimal RMSE emerged as the optimal choice for precisely forecasting the number of Fire 

Accidents in the FCT. 

Table 4.4: Actual value, Grey stimulated value and predicted residual to generate the 

GRANNM in FCT from 2009-2022  

S/N Year Actual values Grey stimulated 

values 

Predicted 

Residual 

GRANNM 

values 

1 2009 324 324 0 324 

2 2010 335 448 -115 333 

3 2011 542 453 55 508 

4 2012 491 456 32 488 

5 2013 427 461 -51 410 

6 2014 623 466 82 548 

7 2015 486 469 25 494 

8 2016 418 475 -62 413 

9 2017 443 478 -30 448 

10 2018 442 484 -31 453 

11 2019 338 487 -114 373 

12 2020 507 493 42 535 

13 2021 570 497 63 560 

14 2022 547 502 56 558 
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Fig 4.2: The Line graph of Actual and GRANN Model stimulated values of the number of fire 

accident in FCT 

5. Conclusion. 

In this paper the Artificial neural network values were gotten using Python 3.11. The 

combination of two highly efficient prediction models has yielded a combined accuracy 

superior to the performance of Grey GM (1,1) Model only. 
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Abstract 

This paper discusses a few common issues that are specific to agricultural investing, such as 

the challenge of choosing which stocks to buy in order to maximize returns. The linear 

programming model was applied to ten (10) agricultural stocks, and the simplex approach was 

used as the numerical technique to calculate the best possible outcome. The TORA programmer 

was used to verify the best option, and the findings indicated that not every item should be 

invested in order to maximize profit.  

 

Keywords: agricultural stock, linear programming (LP), mathematical programming, profit 

maximization, sensitivity analysis, simplex method. 

 

1. INTRODUCTION  

One of the problems that humanity faces is producing enough revenue to maintain a 

sustainable quality of life. Due to its ability to generate money, its employment potential, 

and the barriers it places on the expansion of other industries, farming is vital to the 

Nigerian economy (Nwibo and Mbam, 2013). It is not overstatement to say that the growth 

and development of any country is largely dependent on the growth of agriculture, since 

even industrial enterprises depend on agricultural endeavours to produce the raw materials 

that are then converted into capital goods through the application of human resources. 

Agriculture is, therefore, defined as intentional work that uses natural resources to meet 

human needs. Among its many advantages are national cash earnings, food, clothes, fibres, 

housing, a variety of raw materials for industrialization, investment and job possibilities, 

and capital development. For farmers' communities and countries, agriculture is an 

essential business. However, Nigerian agriculture is subsistence-level, with many farmers 

working on dispersed, small, and fragmented land plots with hand tools and traditional 

farming techniques like planting on mounds, land rotation, superficial hand tillage, mixed 

cropping with several carefully planned crop associations, mixed farming, etc 

(Odoemenem, et al. 2013). Maintaining a household's income raises the likelihood of 

making investments in the future. Income raises collateral in a loan market, credit rating, 

and repayment capacity indirectly (Osondu et al. 2015).  

A subset of mathematical programming, linear programming (LP) is a quantitative 

analytical method for choosing how to accomplish a goal. It is used to find the problem's 

most ideal solution within a set of limitations. It consists of linear inequalities as the goal 

function and certain restrictions expressed as either linear equations or inequalities. 

Depending on certain restrictions expressed in the linear relationship, this approach is used 

to maximize or minimize the objective function of the supplied mathematical model, which 

consists of the collection of linear inequalities. According to Danzig and Thapa (1997), LP 

deals with the maximization or minimization of a linear objective function in a number of 

variables while adhering to restrictions on linear equality and inequality. LP assists in 
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effectively allocating resources to maximize profits, minimize losses, or make the best use 

of production capacity (Srinath, 2018).  

The goal of Nyor et al. (2019) was to maximize the demands of the Federal University of 

Technology Minna, Nigeria, which has two campuses, in terms of both student and agency 

transportation. Software for solving linear programmes was used to tackle the problem 

using the simplex approach. 10%, 6%, 17%, and 3% student percentage increases were 

shown in the linear programming formulation result for the corresponding example under 

consideration. The goal of Ruby et al. (2022) was to surreptitiously ascertain how the 

merchant saw that particular consumer group in order to adjust the product mix. The 

emphasis is on small businesses in little communities that lack the resources to successfully 

coordinate choices about the product mix. Ten representatives and five supervisors 

participated in in-person interviews to gather the data, which was done in accordance with 

the manufacturing department's existing papers and datasheet, which was slightly modified 

to create the final product. The information covered a single season, from April to March. 

Profits from pre- and post-linear programming were examined using data analysis. Using a 

linear programming process, they determine the advantage of each period and the present 

asset consumption level of one of the garment manufacturing companies. Real resource 

consumption was computed in order to assess profit after using linear programming to 

determine costs and waste. After LP, resource utilization increased by 54% as compared to 

product-wise utilization. Similar to this, while using linear programming, the profit more 

than doubled due to low costing and waste and high revenue. The paper concentrated on 

utilising Excel (Solver) LINGO to discover the product mix using the straightforward 

fundamentals of linear programming.  

 

2.Methodology 

For the purpose of this research, personal (direct interview) with the middle men in Paiko 

market, Paiko Minna was made in June 2023 as the source of data. The data used in these 

work has not been in used but were obtained for the purpose of this study. The analysis of 

data was earned out using optimization software for the models used such as LP with 

TORA. 

2.1 Mathematical Formulation of Linear Programming Problems 

the steps in formulating linear programming problem are as follows; 

Step 1: Identify the decision variables. 

Step 2: Express the objective function in terms of decision variables.  

Step-3: Write down the constraints with the help of which the objective function is to be 

optimized. 

Step-4: Write down the non- negative constraints.  

2.2 Formulation of Linear Programming Problem 

The general form of linear programming problem (LPP) with decision variables and constraints 

can be stated as follows: 

Decision variables (𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑛). 

Objective function: it is the function to optimize and it is written in terms of the decision 

variable. 

Linear program is given by (𝑀𝑎𝑥 𝑜𝑟 𝑚𝑖𝑛) 𝑧 =  𝑐1𝑥1 + 𝑐2𝑥2 + …+ 𝑐𝑛𝑥𝑛  
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Subject to Linear Constraints of the form 

𝑎11𝑥1 + 𝑎x1,x212𝑥2  + ⋯+ 𝑎1𝑛𝑥𝑛 (≤,=,≥) 𝑏1     
           𝑎12𝑥1 + 𝑎22𝑥2  + ⋯+ 𝑎2𝑛𝑥𝑛 (≤,=,≥)𝑏2  

⋮    ⋮ 
           𝑎𝑚1𝑥1 + 𝑎𝑚2𝑥2  + ⋯+ 𝑎𝑚𝑛𝑥𝑛 (≤,=,≥)𝑏𝑚        

𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑛 ≥   0        (1) 

Constraints: they are the conditions under which the objective function is optimized 

And, 𝑥𝑗 > 0;   𝑗 = 1,2, … , 𝑛 (non negative condition) 

And, 𝑥𝑗 > 0;   𝑗 = 1,2, … , 𝑛 (non negative condition) 

2.3 Problem Description 

An investor has a fixed sum of 𝑁50,000,000 to invest in any of the ten (10) agricultural stocks 

namely; Maize, Guinea corn, Millet, White Beans, Brown Beans, Soya Beans, Melon, 

Unpeeled Rice, Groundnut, and Dry Pepper; and at most the sum of 𝑁5,000,000 for the storage 

of the stock. This investment is to be made before August and December of the current year 

and sold between March and July of the following year. Let 𝑥1, 𝑥2, 𝑥3, … 𝑥𝑛 designate the 

amount of bag to be allocated to Maize, Guinea corn, Millet, White Beans, Brown Beans, Soya 

Beans, Melon, Unpeeled Rice, Groundnut, and Dry Pepper respectively. Table 3.1 shows the 

cost, future expected price and the cost of storing the agricultural stock (August - December 

2022: march-July 2023). 

2.4 Model Formulation  

Let 𝑥𝑖be the share of stock 𝑖 purchase then the linear programming problem is formulated as 

𝑀𝑎𝑥 𝐹(𝑥) = 30𝑥1 + 40𝑥2 + 45𝑥3 + 48𝑥4 + 51𝑥5 + 31𝑥6 + 50𝑥7 + 35𝑥8 + 80𝑥9 + 35𝑥10  

          

 (𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑝𝑟𝑖𝑐𝑒) 

Subject to 

21𝑥1 + 25𝑥2 + 27𝑥3 + 40𝑥4 + 42𝑥5 + 25𝑥6 + 35𝑥7 + 25𝑥8 + 50𝑥9 + 25𝑥10  ≤ 50000 

 (𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒 𝑐𝑜𝑠𝑡) 

3.6𝑥1 + 3.6𝑥2 + 3.25𝑥3 + 3.8𝑥4 + 3.8𝑥5 + 3.25𝑥6 + 3.2𝑥7 + 3.2𝑥8 + 3.7𝑥9 +
 3.2𝑥10  ≤ 5000        (cost of storage) 

𝑥1 , 𝑥2, 𝑥3 , 𝑥4, 𝑥5 , 𝑥6, 𝑥7 , 𝑥8, 𝑥9 , 𝑥10 ≥ 0      (2) 

 

 

 

 

 

 



Proceedings of International Conference on Mathematical Modelling Optimization and 

Analysis of Disease Dynamics (ICMMOADD) 2024 

 
 

515 
 

Table 2.1: Data Collection 

 

Source: Personal interview (June 2023). 

NB: storage = Chemical + Cost of store + Cost of transportation 

3.  Results and Discussion 

Applying simplex method to equation 3.1, then by standardizing we have 

𝑀𝑎𝑥 𝐹(𝑥) = 30𝑥1 + 40𝑥2 + 45𝑥3 + 48𝑥4 + 51𝑥5 + 31𝑥6 + 50𝑥7 + 35𝑥8 + 80𝑥9 +
35𝑥10 + 0𝑠1 + 0𝑠2    

Subject to 

21𝑥1 + 25𝑥2 + 27𝑥3 + 40𝑥4 + 42𝑥5 + 25𝑥6 + 35𝑥7 + 25𝑥8 + 50𝑥9 + 25𝑥10 + 𝑠1 

= 50000 

3.6𝑥1 + 3.6𝑥2 + 3.25𝑥3 + 3.8𝑥4 + 3.8𝑥5 + 3.25𝑥6 + 3.2𝑥7 + 3.2𝑥8 + 3.7𝑥9 +  3.2𝑥10 +
𝑠2 = 5000       

      𝑥1 , 𝑥2, 𝑥3 , 𝑥4, 𝑥5 , 𝑥6, 𝑥7 , 𝑥8, 𝑥9 , 𝑥10, 𝑠1 , 𝑠2 ≥ 0 

Where 𝑠1 , 𝑠2  are slack variables associated with the respective constraints 

 

 

 

s/no Stock Purchase cost 

Per Bag 

(in thousands 

naira) 

Future 

expected 

price 

(in thousands 

naira) 

Cost of 

storage 

(in thousand 

naira) 

1 Maize 21 30 3.6 

2 Guinea corn 25 40 3.6 

3 Millet 27 45 3.25 

4 White beans 40 48 3.8 

5 Red beans 42 51 3.8 

6 Soya beans 25 31 3.25 

7 Melon 35 50 3.2 

8 Unpeel rice 25 35 3.2 

9 Groundnut 50 80 3.7 

10 Dry pepper 25 35 3.2 
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Table 3.1 initial table 

Basis  𝑥1  𝑥2  𝑥3  𝑥4  𝑥5  𝑥6  𝑥7  𝑥8  𝑥9  𝑥10  𝑠1  𝑠2  solution Ratio 

𝑧 −30 −40 −45 −48 −51 −31 −50 −35 −80 −35 0 0 0  

𝑠1  21 25 27 40 42 25 35 25 50 25 1 0 50000  

𝑠2  3.6 3.6 3.25 3.8 3.8 3.25 3.2 3.2 3.7 3.2 0 1 5000  

Simplex iterations start at the origin 𝑥1 , 𝑥2, 𝑥3 , 𝑥4, 𝑥5 , 𝑥6, 𝑥7 , 𝑥8, 𝑥9 , 𝑥10 = ( 0,0,0, … ,0) 

whose associated set of nonbasic variables (𝑥1 , 𝑥2, 𝑥3 , 𝑥4, 𝑥5 , 𝑥6, 𝑥7 , 𝑥8, 𝑥9 , 𝑥10)  and basic 

variables (𝑠1 , 𝑠2 ).The starting solution is not optimal because some of the 𝑧-row coefficient 

associated with nonbasic variables are negative. Locate the Entering variable: This is the most 

negative coefficient in the objective. Locate the Leaving variable: This is the minimum value 

of the non negative ratio of the right hand side of the equation to the corresponding constraint 

coefficients under the entering variables. Identify Pivot element: These correspond to the 

intersection of pivot row and pivot column. 

The swapping process in the simplex method is based on the Gauss-Jordan row operation which 

has two types of computations 

i. Pivot row 

a. Replace the leaving variable in the basic column with the entering variable 

b. New pivot row = current row ÷ pivot element 

ii. All other rows including 𝑧 

New row = current row – (its pivot column coefficient × new pivot row) 

These computations are applied to the preceding tables in the same manner until the optimal 

solution is obtained.  

Table 3.2 iteration 1 

 

The entering variable is 𝑥9 and the leaving variable is 𝑠1 , therefore the pivot element is 50, then 

we reduce the pivot element to unity and other element in column 10 to zero using row 

operation. New Row 𝑅3 = 𝑅3 ÷ 50, New Row 𝑅4 = 𝑅4 − (3.7 × 𝑛𝑒𝑤𝑅3),    

New Row 𝑅2 = 𝑅2 − (−80 × 𝑛𝑒𝑤𝑅3) 

 

 

 

Basis  𝑥1  𝑥2  𝑥3  𝑥4  𝑥5  𝑥6  𝑥7  𝑥8  𝑥9  𝑥10  𝑠1  𝑠2  solution Ratio 

𝑧 −30 −40 −45 −48 −51 −31 −50 −35 −80 −35 0 0 0  

𝑠1  21 25 27 40 42 25 35 25 50 25 1 0 50000 1000 

𝑠2  3.6 3.6 3.25 3.8 3.8 3.25 3.2 3.2 3.7 3.2 0 1 5000 1351.1 

 



Proceedings of International Conference on Mathematical Modelling Optimization and 

Analysis of Disease Dynamics (ICMMOADD) 2024 

 
 

517 
 

Table 3.3 iteration 2 

 

The entering variable is 𝑥3 and the leaving variable is 𝑠2 , therefore the pivot element is 1.25, 

then we reduce the pivot element to unity and other element in column 4 to zero using row 

operation. New Row 𝑅3 = 𝑅3 − (0.54 × 𝑛𝑒𝑤𝑅4), New Row 𝑅4 = 𝑅4 ÷ 1.25 ,    

New Row 𝑅2 = 𝑅2 − (−1.8 × 𝑛𝑒𝑤𝑅4)     

Table 3.4 iteration 3 

 

Based on the optimal condition the z-row coefficient associated with the non basic variable are 

nonnegative, hence we have obtained the optimal solution. In this case the optimal solution is 

 𝑥1 = 0, 𝑥2 = 0, 𝑥3 = 1038.34,  𝑥4 = 0, 𝑥5 = 0, 𝑥6 = 0,  𝑥7 = 0, 𝑥8 = 0,  

 𝑥9 = 439.30, 𝑥10 = 0. Where the variables are the numbers of bag the investor should 

purchase, and then the maximum profit is 𝑁81869.01   

Basis  𝑥1  𝑥2  𝑥3  𝑥4  𝑥5  𝑥6  𝑥7  𝑥8  𝑥9  𝑥10  𝑠1  𝑠2  solution Ratio 

𝑧 3.60 0 −1.8 16 16.2 9 6 5 0 5 1.60 0 8000  

𝑥9  0.42 0.5 0.54 0.80 0.84 0.50 0.70 0.50 1 0.50 0.02 0 1000 1851.85 

𝑠2  2.05 1.75 1.25 0.84 0.69 1.40 0.61 1.35 0 1.35 -0.07 1 1300 1040 

 

Basis  𝑥1  𝑥2  𝑥3  𝑥4  𝑥5  𝑥6  𝑥7  𝑥8  𝑥9  𝑥10  𝑠1  𝑠2  solution 

𝑧 6.54 2.52 0 17.21 17.1 11.01 6.88 6.4 0 6.4 1.49 1.44 81869.01 

𝑥9  -0.46 -0.25 0 0.44 0.54 -0.10 0.44 -0.08 1 -0.08 0.05 -0.43 43.30 

𝑥3  1.63 1.40 1 0.67 0.55 1.12 0.4 1.08 0 1.08 -0.06 0.80 1038.34 
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Figure 3.1.1 summary of model 1 

The model was solved by analyzing the data using TORA software.  

𝐹(𝑥) =  30(0) + 40(0) + 45(1038.34) + 48(0) + 51(0) + 31(0) + 50(0) + 35(0) +
80(439.30) + 35(0) = 81869.01  

Optimal Decision: The results require that the investor should invest on only Millet of 1038.34 

bags and Groundnuts of 439.30 bags in order to maximized profit and also it is noticed that if 

the investor embarks on this plan the following results would follow:  

a. The money invested shall be fully exhausted /utilized.  

b. The cost of storing the stock shall be fully used. 

4.1 Sensitivity Analysis for model  

The goal of sensitivity analysis is to determine how much the input data may be modified while 

still maintaining a relatively constant output from the linear programming model. The investor 

need to look closely at the sensitivity analysis of the stock from fig 3.1.1  
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In order to attain the same result the cost of a bag of Maize, Guinea Corn, White Bean, Brown 

Beans, Soya Beans, Melon, Unpeeled Rice, and Dry Pepper is at the minimum of any amount 

and the maximum should be at 𝑁36540, 𝑁42520, 𝑁65210, 𝑁68100, 𝑁42010, 𝑁56880, 𝑁41400 

and 𝑁41400 respectively. While minimum cost of Millet is at 𝑁43200 and maximum at 

𝑁70270 also that minimum cost of Groundnut is at 𝑁64260 and maximum at 𝑁83330. 

The investor can invest the minimum of 𝑁41,538,460 and maximum of 𝑁67,567,570 instead 

of 𝑁50,000,000 and the minimum cost of storing are 𝑁3,700,000 and maximum of 𝑁6,018,520 

instead of 𝑁5,000,000 and the profit made will remain unchanged.  

 

5. Conclusion  

In this paper, the concept of linear programming to model 10 agricultural stocks which the data 

were collected through direct interview in paiko market was used. Based on the analysis carry 

out on the model, the results require that the investor should invest on only Millet of 1038.34 

bags and Groundnuts of 439.30 bags in order to maximized profit. Sensitivity Analysis is useful 

for investors who must work in a dynamic environment with imprecise estimates of the 

coefficients because it shows how changes in values of decision variable affect the optimal 

solution within certain ranges in the objective function coefficients and the right hand value.  
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Abstract 

Business managers in Nigeria see the installation of information systems as a way to battle 

competition by increasing productivity, profitability, and, most importantly, organizational 

performance. The extent to which Nigerian banks use information systems has not yet been 

determined. This study investigated the link between information systems and bank 

organizational performance, utilizing the First Bank PLC Minna branch as a case study. This 

study looked into the role of information systems (IS) in bank organizational performance by 

administering a structured questionnaire to 20 randomly chosen staff members from the First 

Bank Minna branch in Niger State, Nigeria, and analyzing the results using descriptive 

(percentage and frequency) statistical analysis. The research found that First Bank workers 

understand the significance of information systems to businesses and ensure that the available 

information systems within their branches are well used by their staff and customers, however 

there is still a gap when compared to developed countries. The researchers recommended that 

First Bank spend more money on information technology procurement, which would boost the 

organization's chances of survival in the face of challenging situations. 

 

Key words: Computer instruction, Logical Solution, Design Requirement, Binary Codes,             

Control Function and Information System 

Introduction 

Computers have become highly powerful instruments in the corporate sector due to their ability 

to store, process, and disseminate huge amounts of information in a consistent, efficient, and 

effective manner, allowing for quick decision-making.  

mailto:maimunaanwar5@gmail.com
mailto:abuahmad4u@gmail.com
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A computer is an electronic device that accepts data, interprets it, conducts certain operations 

on it, and reports the results. As a result, it acts as a tool manager, assisting in the complex and 

time-consuming process of generating information.  

It took centuries for the computer to reach the fourth generation, which marked the start of 

serious attempts to simplify mathematical procedures. A huge number of people were involved 

in the computer's creation, and while several of the scientists who made those valuable 

contributions did not plan to build a computer, their ideas proved to be a critical step toward 

computer development (Patterson and Hennessy 2016).  

A computer may be built with a few simple instructions, and any problem having a logical 

answer can be reduced to a solution based on a limited set of those instructions. Several years 

later, John Michael (2015) broke down the design criteria for a modern computer as follows:  

1. Data processing instructions, including program change. 

2. Binary codes are used to represent data and instructions in a way that does not 

distinguish between the two while yet allowing for storage space in the computer. 

The contemporary computer owes its existence to the work and innovations of these scientists 

and others. IT underwent a succession of improvements, resulting in the fourth computer 

generation, which preceded what we now know as contemporary computers. However, the 

introduction of this general-purpose processor and programming languages greatly expanded 

computer utility, notably in management information systems (MIS), which are concerned with 

how information is acquired, processed, and used. Computers are increasingly indispensable 

machines in corporate activities as electronic data processing expands and consumers seek 

speed, precision, and efficiency when dealing with security issues. Other applications of 

information technology include marketing, accounting, inventory management, and 

manufacturing. According to Lutter Quick (2014), the notion of management information 

systems (MIS) was created during a speech at the Rochester Institute of Technology in October 

1960. It became evident and imperative that information play a critical part in the price-meal 

approach to solving business and management problems, with a concentration almost totally 

on the automating of all office duties. Essentially, management information systems aim to 

provide managers at all levels with the information they need to run their firms. It provides a 

corporation with adaptable integrated tools for planning and controlling activities, as well as 

the ability to produce information requirements at all management levels. 

According to Michael (2015). Management information system (MIS) is the process of 

properly and efficiently sharing information both within and outside of a company. 

The management information system (MIS) is primarily designed to distribute, plan, and 

regulate information to all levels of management, allowing for sound decision-making. As a 

result, it accomplishes this by gathering data, inputting and processing it into information, and 

then providing that information to their terminal. As a result, we can categorize management 
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information systems as functional information systems, such as marketing information 

systems, financial information systems, and personnel information systems, depending on the 

information system that an organization requires at the time. The management information 

system offers management with varied information dependent on level, resulting in increased 

organizational efficiency and better management decisions. (Andrew and Tanenbaum 2015). 

However, as businesses have evolved, so has the flow of information, to the point where face-

to-face interactions and even the creation of memos are no longer required for successful 

communication or data processing. These organizations' management information systems 

have recently failed to keep up with the increased demand for information, leaving manual 

methods of operation overburdened with data to handle. As a result, data collection and 

processing is slow and inaccurate. Delays may lead to incorrect conclusions. There is also the 

issue of essential document abuse and file theft. 

Statement of Problem 

Several years ago, the whole company's data was processed manually. This technique was not 

always satisfactory due to its slowness. Most firms in this country have had business 

information challenges as a result of the manual approach taken. These difficulties affect their 

productivity and service quality. 

Furthermore, there are issues with the organization's international structure and functions, such 

as personnel turnover, record loss, expensive communication, equipment, record, and storage 

system issues, such as information collection, processing, storage, retrieval, and distribution, 

all of which have an impact on decision-making processes. 

Early bank personnel were denied access to modern technologies that could assist them give 

more efficient and effective service while performing their professional obligations. 

Given this understanding, the researcher chose the topic: A study of computers in management 

information systems to address the issue of an ineffective information system that has plagued 

businesses for many years. 

The Aim of Study 

 This study aims to investigate ineffective information damaging First Bank's accomplishment 

in terms of service delivery and shortcomings in Minna, Niger State. 

Objectives of the Study 

The objectives of this study are to: 

1. Examine the information management system at First Bank Minna, Niger State.  

2.  How does First Bank's management information system contribute to achieving its 

goals? 

3. Identify gaps in the management information system of First Bank plc in Minnesota. 
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4. Provide graphical simulations of the service delivery management information system 

(MIS). 

Significance of the Study 

The study will benefit not only First Bank Plc Minna, but also other companies that serve 

customers in Nigeria and other nations. It will also benefit individuals, the public sector, 

including state and federal government organizations that use computer-based management 

information systems. 

It will also function as a database for future research and additions to the library's existing 

resources. The findings will also be useful for universities that offer management information 

systems courses, as well as businesses wishing to form a management information system 

union. 

It will also address the force discovered on current users of the system, which contains some 

irregularities. 

Scope of the Study 

This study focuses on the utilization of management information systems at First Bank Plc 

Minna, Niger State, and other firms that provide similar services. 

Research Question 

The following questions will be used in writing the project: 

1. What are the type of computer Information Systems in First Bank, Minna, Niger State  

2. What are the contributions of management information system towards the 

achievement of First Bank’s goal? 

3. What are the lapses in the management and utilization information system of First Bank 

plc Minna. 

                                  

Methodology 

This present research will be adopted in carrying out the various research design, sample 

population, sampling techniques, validation of research instrument, reliability of the 

instrument, Method of data collection, and data analysis. 

 Research Design 

This study used a descriptive survey approach. The results were reported in percentages and 

numbers. The population included all employees of First Bank plc branches in Niger State, 

Nigeria. The research design used in this study enables a researcher to investigate a wide range 

of factors within the research disciplines. Descriptive survey methods are considered 

appropriate because they focus on factual results from respondents.   
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Area of the Study  

The study area is first bank branch, Minna, Niger State, Nigeria. It is the capital of Niger State 

in North Central Nigeria. It has two major ethnic groups: Gbagyi and Nupe. It has an estimated 

population of 202,151 as at 2006, according Nigerian Census Figures (National Bureau of 

Statistics, 2011). It lies between Latitudes 90 33’ and 90 45’ North of the equator and Longitudes 

60 29’ and 60 35’ East of the Greenwich Meridian (Idowu et al., 2020). It is connected to Abuja, 

Nigeria’s capital by road with a distance of 150 km. The city experiences a distinct wet and dry 

seasons with annual rainfall varying from 1100mm to 1600mm. The rainy season starts from 

the month of April to October with peak in June to September. The main agricultural products 

of the city include cotton, guinea corn, yam, and ginger.  

 

Figure 3.1:  Map of Niger state, showing First Bank, Minna 

Source: Geographical Map from Google Area view (2023). 

Population of the Study  

The population of the study consists of all the employees of the first bank, Minna, Niger state. 

The target population for the study will be 35-bank staffs of first bank, Minna, Niger State. 

Sample and Sampling Procedure  

A simple random selection strategy was used to select 15 bank workers, whilst purposive 

sampling and comprehensive enumeration were used to encompass all personnel with a first 
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degree or higher education. This resulted in a total of twenty bankers. The sample represents 

40% of the target population of academic personnel from the university's selected schools. 

This is consistent with the recommendations of Nwana (1981) and Levy Lemeshow (2013), 

who proposed a 40% sample size for all studies. A simple random sample procedure will be 

used to select 20 respondents from the study's captive population.  

Instrument for Data collection 

The data was gathered via a questionnaire titled "Computer Management Information System 

in First Bank". The questionnaire was divided into four pieces. Section A: Demographic 

Profile; Section B: The Impact of Information System utilization on Bank Organizational 

Performance; Section C: How can management information systems help First Bank achieve 

its goals?; and Section D: Factors that limit information system utilization. Respondents are 

asked to provide comments on some of the elements they believe influence the efficient use of 

information systems at First Bank plc. 

Reliability of the Instrument 

The instrument was verified by information management professionals, and Cronbach's alpha 

was used to assess the reliability of each of the four components separately. The results were 

as follows: Section A: 0.84, Section B: 0.58, Section C: 0.76, and Section D: 0.80. The total 

result was 0.75. The researchers disseminated the questionnaire and gathered replies. 

Method of Data Collected 

The researchers gathered data from the first bank, Minna Branch, in order to facilitate the 

instrumental design. It was administered to responders and collected at the agreed-upon time 

by study assistants. The data was collected over four weeks , processed and analyzed using the 

statistical software SPSS. 

Method of Data Analysis 

The data was analyzed using the Statistical Package for Social Sciences (SPSS V.16). 

Descriptive statistics were employed to determine the frequency distribution of all variables on 

the questionnaire.  

Demographic Profile of Respondents 

Table 1: Gender of respondents 

Characteristics Categories Frequency  Percentage 

Gender  Male  7 35% 

 Female 13 65% 

Total  20 100% 
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Figure 2: Age in years of respondents 
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Figure 1: Gender of respondents 

  

Table 2: Age in years of respondents    

Characteristics Categories Frequency  Percentage 

Age (in years) 21-30 10 50% 

 31-40 5 25% 

 Above > 40 5 25% 
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Table 3: Marital status of respondents    

Characteristics Categories Frequency  Percentage 

Marital Status Single 11 60% 

 Married 9 40% 

    

 

 

Table 4: Educational Level of Respondents  

Characteristics Categories Frequency  Percentage 

Educational Level Diploma 6 30% 

 BA/B.SC/HND 9 45% 

 Master 5 25% 

    

 

Figure 4: Educational Level of Respondents 
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Table 5: Working Years’ Experience of Respondents  

Characteristics Categories Frequency  Percentage 

How long have you  

Been working in the 

department 

1 – 5 Year 6 30% 

6 – 10 Year 9 45% 

More than 10 Years  4 25% 

    

 

Figure 5: Working Years’ Experience of Respondents 

According to the findings reported in Figures 1-5 above, 35% of all respondents are males and 

65% are female. This implied that the majority of First Bank respondents are females. In terms 

of marital status, single respondents led the study (60%). The majority of responses are 

BA/BSc/HND holders.  

Finally, the majority of respondents have been with First Bank for 6-10 years, with 25% having 

worked for more than ten years, indicating that they have sufficient experience to provide 

appropriate responses.  
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Research Question one: What are the types of computer information systems at First Bank, 

Minna, Niger State  

Table 6: Types of Information Systems used in First Bank?  

S/N Types of Information System available  Responses  

1. Transaction Processing Systems (ATMs)  20 (100%)  

2. Management Information Systems  20(100%)  

3. Executive Support System  20(100%)  

4. Office Automation Systems  20(100%)  

5. Electronic Communication Systems  20(100%)  

6. Decision- Support Systems  10(50%)  

7. Knowledge-Based Information Systems  4(20%)  

Table 1 shows the captured transaction processing systems (ATMS) of First Bank, with just 

50% claiming a decision support system in their branch and 20% claiming a knowledge-based 

information system. First Bank has practically all types of information systems, suggesting that 

they are technologically sophisticated and understand the role information systems play in 

influencing organizational performance.  

Research Question two: How does the How does the management information system help 

First Bank achieve its goals? 

When asked if First Bank's information systems influence organizational performance, 90% 

replied yes, with 10% saying no.  
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Table 7: Relevance of information system on First Bank's organizational performance  

S/N Relevance of Information System 

within First Bank 

SA A  D SD 

1. Is imposing security and control  11 

(55%)  

7(35%)  2(10%) 0% 

2. Is threat to my bank 0% 0%  7(35%)   13(65%) 

3.  Computer virus and many other 

fraudulent manipulations are threat to 

exposure of confidential information 

confronting my bank. 

6(30%) 5(25%)  0% 9(45%)  

4.  Is has made service continuity a more 

appropriate term than business 

continuity.  

12(60%) 6(30%)  0% 2(10%)  

5.  Is has made decisions leading to the 

achievement of my bank objectives 

attainable.  

0% 0% 

 

4(20%) 16(80%) 

 

6. Is a major issue that affects my bank 

survival? 
0% 0%  6(30%) 14(70%) 

7. Accurate and well-presented 

information is available to improve our 

productivity. 

19(95%) 

 

1(5%) 0% 0% 

 

8.  Is enables planning, coordinating, 

organizing and controlling functions of 

management, 

16(80%) 0% 3(15%) 1(5%) 

9.  Is the Life Blood of my bank?  19(95%) 1(5%) 0% 0% 

10.  From My Own Perspective, IS is that 

least important  
0% 0% 1(5%) 19(95%) 

11.  Is has a profound contribution on our 

Operation  
16(80%) 2(10%) 1(5%) 1(5%) 

12.  Strategic ability to deal with Crisis and 

Interruptions effectively is again of IS  
17(85%) 2(10%) 1(5%) 0% 

13.  

 

Is has made decisions leading to the 

achievement of my bank objectives 

attainable.  

 

16(80%) 

 

2(10%) 

 

1(5%) 

 

1(5%) 

14. With is accurate, timely well-presented 

information is available to improve our 

productivity. 

14(70%) 3(15%) 2(10%) 1(5%) 

15.  With is accurate and well-presented 

information is available to improve our 

productivity. 

17(85%) 2(10%) 1(5%) 0% 
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16.  Is enables planning, coordinating, 

organizing and controlling functions of 

management. 

12(60%) 0% 5(25%) 3(15%) 

 

Table 2 demonstrates that 70% of respondents strongly disagreed that the information system 

is a critical issue threatening First Bank's survival, while 65% strongly disagreed that the 

information system poses a security and control risk to First Bank. Also, 30% believe that 

computer viruses and other fraudulent activities represent a threat to First Bank. 60% strongly 

agreed that information systems had made service continuity more suitable than business 

continuity. Table 2 indicated that information systems are crucial in businesses such as banks.  

Research Question two: What are the problems in the management and use of First Bank plc 

Minna's information system? 

This section contains questions that prompted responses that contributed in identifying the 

barriers to the usage of information systems within the first bank.  

 

Table 8: Factors That Hinder the Utilization of Information Systems in First Bank:  

Budgetary allocation 35% 

Privacy issues 25% 

Integration of new systems 25% 

Lack of Job security 15% 
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Figure 6: Factors that hinder the utilization of information systems in First Bank  

Figure 6 depicts the respondents' responses when asked about the factors that impede the use 

of information systems at First Bank, with 35% citing budgetary allocation and 25% citing 

privacy concerns as the major barriers to information system utilization, 25% claiming that 

integration of new systems is also a factor, and 15% citing a lack of job security. As processes 

become more automated, unemployment did not  

Discussion  

The study's findings revealed that 90% of respondents thought information systems were 

crucial to First Bank's organizational effectiveness. The survey also revealed that the majority 

of respondents believed information systems were vital to their daily banking operations. 

Furthermore, the study's tested hypothesis indicates a considerable link between information 

systems and organizational performance. This observation is consistent with Kling's (1996) 

contention that incorporating information technologies into a bank's operations frequently 

results in a significant change in workflow. 

This study also found that the bank conducted the majority of its operations using an 

information system, and when asked if information systems have an impact on performance, 

respondents agreed. This is consistent with Kasasbeh's (2007) findings, which explored the 

effect of information systems in increasing the efficiency of the Free Zones Corporation. 

Jordan's performance from 1996 until 2005. Armstrong's (2009) remark adds legitimacy to the 

conclusions that the overall goal of information systems is to develop and improve the 

performance of individuals, teams, and hence organizations.  
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The examination indicated that the bank rarely carried out actions without the use of an 

information system. Eaton and Bawdon (1991) emphasized the relevance of information 

systems for all institutions because information is now one of the most significant assets to 

service providers, such as banks, as it allows for speedy decision making. 

The majority of respondents stated that financial allocation, privacy concerns, and the 

integration of new systems are the key barriers to the bank's smooth operations. Many reliable 

hard drives and software are costly, and others demand the purchase of user licenses. 

Conclusion 

The adoption of computers in Nigerian banking had a significant and positive impact on the 

business. Transactions now take much less time to complete, customer expectations are met, 

and the volume of commercial transactions has expanded significantly, benefiting both banks 

and their clients. All banks understand its significance to the long-term profitability of their 

operations. As a result, information systems should be given special attention because they 

are crucial to banks' competitive existence and profitability. 

Recommendations 

Based on the study's findings, the researchers suggest that First Bank reconsider its current 

investments, close the information technology gap discovered when compared to developed 

countries, and allocate more funds to the purchase of information systems, increasing the 

organization's chances of survival in the face of formidable challenges. 

First Bank's top management must devise a strategy to overcome the challenges to efficiently 

deploying this significant investment in information systems, distribute it throughout the 

organization, build a shared vision, and address all critical areas of information systems.  
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Abstract 

A retrospective review of responses from several programmes initiated by government of 

Nigeria towards educating general public on awareness, symptoms, pharmaceutical 

interventions, and non-pharmaceutical protocols to halt the spread of COVID-19 pandemic 

were x-rayed using item response approach to ascertain degree of public awareness, keeping 

to non-pharmaceutical practices, and assert pharmaceutical mediations across different 

segments of society. Responses from 2500 respondents spread across Federal Capital Territory 

Abuja and 4 selected states were assessed, coded, and modelled using non-linear item response 

functions to known respondents’ dispositions to COVID-19 pandemic of various social strata. 

While all levels of society acknowledge COVID-19, and its symptoms, radio/television were 

very effective in enlightening low income individuals, only high income individuals attested to 

testing, vaccination centres as well as received COVID-19 doses. Government in her efforts 

need to do more to enable low income earners to access and accept pharmaceutical 

interventions. This research findings can be a road map for future efforts towards pandemic 

awareness, preventions and control.    

Keywords: awareness, interventions, pharmaceutical, responses, retrospective 

 

1 Introduction 

World Health Organization (WHO) declared coronavirus disease 2019 (COVID-19) a 

pandemic in March 2020 (WHO, 2020a), it is a novel coronavirus typically a new strain of 

infectious disease that has not been previously identified in human beings (WHO, 2020b). 

These are large family viruses that are responsible for illness ranging from common cold to 

more severe respiratory syndrome coronavirus 2, pneumonia and death (WHO, 2020c). The 

disease as a global pandemic had affected over 200 countries and territories around the globe 

which had been responsible for past and current social economic disorders affecting lives and 

livelihoods (Akande-Sholabi and Adebisi, 2020). In Nigeria, the first case of the novel 
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coronavirus was reported and confirmed on 27th February, 2020 by Nigeria Centre for Disease 

Control (NCDC).  As of June 8, 2022, the total number of confirmed cases has risen to 252,187 

as reported by NCDC. Of the confirmed cases, 249,063 individuals have recovered while 3,124 

deaths were recorded (NCDC, 2020).  Symptoms of this novel coronavirus disease includes dry 

cough, tiredness (fever and fatigue) as most common, while others are running nose, diarrhoea, 

skin rashes, sore throat, pains, difficulty in breathing, headache, toes or fingers discolouration 

(WHO, 2020d). 

   The extracted data from NCDC website spanned from March 31 to May 29, 2020 was 

used by Ogundokun et al., (2020) to measure the impact of travelling history and contact on 

COVID-19 confirmed cases thereby used in predicting the prevalence of COVID-19 in Nigeria 

using a linear regression model. They conducted the model before and after travel restriction 

was enforced by Federal Government of Nigeria, and their findings revealed that government 

made right decision in enforcing restriction because they observed that travelling history and 

contacts have increased chances of people being infected with COVID-19 by 85% and 88% 

respectively. 

   What the daily new cases of COVID-19 would have been ten days after lockdown was 

eased in Nigeria was modelled by Adesina et al., (2020) using Autoregressive Fractionally 

Integrated Moving Average (ARFIMA) and compared to the actual new cases for the period 

when the lockdown was eased. The proposed model ARFIMA was compared with 

autoregressive integrated moving average (ARIMA), ARIMA (1, 0, 0), and ARIMA (1, 0, 1) 

thereby discovered that ARFIMA performs better than classical ARIMA. Their findings show 

that the rate of COVID-19 spread would have been significantly lesser if the restrict had 

continued, and ARFIMA model was further used to model what new cases of COVID-19 would 

be ten days ahead starting from 31st of August 2020. 

   The accuracy of diverse time-series models was explored by Folorunso et al., (2021) in 

COVID-19 epidemic detection in all the 36 states and the Federal Capital Territory (FCT) in 

Nigeria with the maximum count of daily cumulative of confirmed, recovered, and death cases 

as of November 4, 2020. In their work, 14-step forecast system for active coronavirus cases for 

six different deep learning-stimulated and statistical time-series models were built, analysed 

and compared using two openly accessible datasets. The findings revealed that ARIMA model 

obtained the best values for four of the states (0.002537, 0.001969.12E-058, 5.36E-05 values 

for Lagos, FCT, Edo and Delta states, respectively) based on Random Mean Standard Error 

(RMSE) metric. 

   A suitable Autoregressive Integrated Moving Average (ARIMA) model was developed 

by Didi et al., (2021) and used to forecast daily confirmed and death cases of COVID-19 in 

Nigeria, suitability check was carried out after developing the model and eight months forecast 

was made before recommendations were sent to the Nigerian health sector. A forecast of 239 

days starting from 6th May to 31st December 2020 was conducted using the fitted models, they 

observed that the COVID-19 data had an upward trend and was best forecasted within a short 

period. 

   The intrinsic patterns in the COVID-19 spread in Nigeria was studied and analysed by 

Ortese et al., (2021) using the Box-Jenkins procedure whereby  data of daily confirmed cases 
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of COVID-19 in Nigeria from NCDC official website from 27th February to 31st October 2020 

was used to identify the series components and estimate parameters. An appropriate stochastic 

predictive model was developed and used to forecast future trend of the novel virus. The results 

shown that Autoregressive Integrated Moving Average (ARIMA) of order (0,1,1) was 

identified as the most suitable model based on the analysis of the autocorrelation, partial 

autocorrelation functions and Akaike Information Correction  (AIC) value. R software version 

4.0.3 was used to analyse the trend which smoothen the series by using 8point moving average 

in extracting the irregular component as well as differencing the series one step further to obtain 

a stationary series. Augmented Dickey-Fuller Unit root test, parameter estimation and Ljung-

Box test were performed to check the proposed model’s conformity to the stationary univariate 

process.  

   

Predictive distributions and models such as Bernoulli, Poisson, Gaussian, and most 

importantly, the simplest epidemiological susceptible-infectious (SI) model were clearly 

explained and illustrated by Qiwei, (2022) using Bayesian inference of the discrete time 

Markov chain with applications in biology. The concepts of the discrete-time Markov chain, a 

stochastic model which describe a sequence of possible events in which probability of each 

event depends only on the state attained in previous event was used.  

    

  Count regression models like: Poisson Regression (PR), Negative Binomial Regression (NBR), 

and Generalized Poisson Regression (GPR) models were adopted by Adams et al., (2020) to 

model the daily cases of COVID-19 deaths in Nigeria. They examined appropriate count 

regression model to the confirmed, active, and critical cases of COVID-19 in Nigeria after 130 

days using daily COVID-19 cases update released by the NCDC online data base from 

February 28 to July 6 2020. The extracted data was used in simulation of Poisson, Negative 

Binomial, and Generalized Poisson Regression models with the aids of Stata 14 Standard 

Edition, fitted the data at 5% significance level, and the best model was selected on the basis 

of -2logL, AIC, and BIC selection criteria. The results from their analysis revealed that Poisson 

Regression incapable of capturing over-dispersion, therefore other count regression such as 

Negative Binomial and Generalized Poisson Regression models were used in the estimation 

and discovered that when over-dispersion is present, Generalized Poisson Regression was the 

best. 

 

  The COVID-19 data on confirmed cases, deaths, and recovered obtained from the website of 

the Nigerian Centre for Disease Control (NCDC) from April 2 to August 24, 2020 was used by 

Chigbu et al., (2021) to study some epidemiological characteristics of the Nigerian COVID-19 

data in order to help the government and university administrators toward making informed 

decisions on the safety of personnel and students. In their work, infection rate, prevalence, ratio, 

cause-specific death rate, and case recovery rate were used to assess the epidemiological faces 

of the pandemic in Nigeria, exponential smoothing was adopted in modelling the time series 

data and forecasting the pandemic in Nigeria up to January 31, 2021. Their findings revealed 

that the pandemic had infection rate of at most 3 infections per 1 million per day from April to 
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August 2020. The death rate was 5 persons per 1 million during the period of study while 

recovery rate was 747 persons per 1000 infections. Analysis of forecast data showed steady but 

gradual decrease in the daily infection rate and death rate and substantial increase in the 

recovery rate, 975 recoveries per 1000 infections. During the pandemic, it is very important to 

do retrospective study appraisal of effective sources of information on COVID-19 in Nigeria. 

   Item response theory (IRT) modelling comprises of related statistical methods and 

models that explain non-linear relationship between observed responses on the construct to 

respondent’s trait: social status levels (Adetutu and Lawal, 2022). It mainly focused on each 

item of the constructs, compares respondents’ responses to the construct and likelihood of their 

positive responses thereby adopting an explicit model for each possible response to the 

questionnaires (Lim, 2022). This probability is derived as a function of the latent trait and some 

questionnaires’ parameters. It is widely used today in analysing health responses, items bank 

development, computer adaptive testing, and so on (Linden, 2018). 

   The three basic components of IRT are: Item Response Functions (IRFs) which are non-

linear regression models that relate latent trait (social status) to the probability of endorsing an 

item in the questionnaire (Adetutu and Lawal, 2020), Item Information Function (IIF) is an 

indication of item (questionnaire) quality, and item’s ability to segregate among the 

respondents, and invariance that shows the position on the latent ( social status) continuum that 

can be estimated by any item with known IRFs and item characteristics which are population 

independent within a linear transformation (Lim, 2020). 

   However, five assumptions of item response modelling discussed in Adetutu and Lawal 

(2022) includes: unidimensional which implies that the questionnaires is measuring a single 

concept, and all items are contributing in the same way to the underlying latent trait, local 

independence of IRT infers that questionnaires items are uncorrelated for the respondents of 

same trait , monotonicity assumption focuses on item response functions which shows non-

linear relationship between respondents’ traits, propensity and probability of endorsement. The 

probability of a respondent endorsing an item increases as the respondent’s social status (latent 

trait) level increases, on item invariance, parameters estimates by IRT would not change even 

when characteristics of respondents changes, and qualitatively homogeneous populations of 

IRT implied that the same item response functions applied to all respondents. 

   On awareness of COVID-19, there had been abundant evident on vital role played by 

health campaign in pandemic. No doubt that information technology and social media have 

transformed the way information reach people during pandemic. Sources of information about 

wellness and hygiene especially hand washing, use of sanitizers, social distancing and so on 

are examples of roles played by heath organization in the response to COVID-19 pandemic. 

On control of COVID-19 pandemic, protective behaviours of non-pharmaceutical protocols 

such as use face mask, hand washing, social distancing and so on are the keys to managing 

pandemic, and pharmaceutical interventions such as first, second and booster doses of vaccines 

could be a key protective behaviour for COVID-19 (Reiter et al., 2020). 

   The study is motivated by the outgoing spread of the third wave of the coronavirus 

including most African country- Nigeria with sole aim of appraising our public health strategy 

towards curbing this pandemic. To brilliantly achieve this aim, item response approach is used 
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to cross examine observed responses of the respondents towards COVID-19 awareness, 

symptoms, and vaccine acceptability. The approach would enable us detect public health 

strategy that need improvement through the behaviour of various item response functions. 

 

2 Methods 

2.1 Study design 

A stratified incorporated simple random sampling technique was used in administering a well 

prepared questionnaires to elicit useful information on COVID-19 awareness, symptoms and 

vaccinations through the responses made to the construct by 2500 respondents equally spread 

over four selected states: Benue, Lagos, Niger, Rivers and Federal Capital Territory (FCT) in 

Nigeria. The responses were later entered into an excel spread sheet followed by quality check 

and data cleansing to ensure accuracy. 

 

2.2 Measures 

COVID-19 Awareness: A well structure questionnaire was used to gather responses on 

awareness, and sources of information on COVID-19 which were followed by items on 

acknowledging, and listing of COVID-19 testing and vaccination centres.  

Symptoms of COVID-19: Some items in the questionnaires were meant to assess respondents 

ability in identifying symptoms of this pandemic listed in the questionnaires. 

Use of Non-pharmaceutical protocols: Items were devoted to know how often the 

respondents wear face mask, and practice of any non-pharmaceutical protocols listed in the 

questionnaires. 

Practice of COVID-19 Vaccine: Items were geared towards knowing level of practice for 

pharmaceutical interventions (first, second, and booster doses) among respondents. 

 

2.3 Data Analysis 

In this retrospective study, data in excel were coded dichotomously to form 2500 by 38 matrix 

based on the principle of one parameter logistic modelling of  Rasch, (1966) applied in Adetutu 

and Lawal (2022) which employed unity of discrimination with varied social status parameters 

in assessing various responses reference to social status of the respondents. Thereafter, 

coefficients of social status are used in adjudging strata of society who responded most 

positively to COVID-19 awareness, symptoms, and vaccination in Nigeria. Stata 17 Standard 

Edition on window platform are used for the analysis. 

 

2.4  Rasch Modelling 

As a special one-parameter binary logistic model, responses yes and no were coded as 1 and 0 

respectively then modelled by equation (1). A specialised Conditional Maximum Likelihood 

(CML) estimation procedure was used due to the availability of sufficient statistic for the 

resulting matrix (Baker and Kim, 2004). Needed information was extracted from set of item 

response functions (item characteristic curves) which described non-linear regressions of 

observed responses from respondents with varied social status (θ) and their likelihood of 

endorsing their preferred responses in according to equation (1). 



Proceedings of International Conference on Mathematical Modelling Optimization and 

Analysis of Disease Dynamics (ICMMOADD) 2024 

 
 

542 
 

( )
( )

( )ij

ij

b

b

jiij
e

e
bR

−

−

+
==






1

,|1Pr          (1) 

      38,...,2,1=i  

     
2500,...,2,1=j

                                                                

Where bi is respondent j′s capability of responding yes to item i in the questionnaires θj is 

respondent’s j trait indicating his or her social status level 

Rij is the response from respondent j to item i in the questionnaires. 

 

Primary to Item Characteristic Curves (ICC) is a table displaying respondents’ capability 

indices on the basis of their social status levels. An average respondent with moderate social 

status is designated 0; as the parameter increases, it means social status improves, and vice 

versa. In practical, status ranges between -4, 4 except in extreme cases (Raykov and 

Macrolides, 2018). 

 

2.5 Parameter Estimation 

If rij   be the observed response for Rij outcome for item i from respondent j, and referring rij = 

1 as yes, and rij = 0 as no, the probability of jth respondent with traits level θj responds yes to 

item i is as position in equation (1), bi and θj were as defined accordingly then the slope-

intercept form is presented in equation (2) 

(2) 

 

and the transformation between the parameterization is 

ib −=              (3) 

Let 
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Conditional on θj for respondent j since item responses are assumed to be independent, is given 

by the equation (5) 
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and 38 is the number of items in the questionnaires. 
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Lj          (6) 

ϕ(.) is a density function for standard normal distribution. For 2500 respondents, the sum of log 

likelihood is given in equation (7) 

         (7) 

Since the integral for jL (Ω) is generally not tractable, we used 21 points adaptive Gauss-

Hermite quadrature with Newton-Raphson maximization technique in (Stroud and Secrest, 

1966) implemented on Stata 17 SE. 

 

4 Results  

The results of the analysis display respondents on different level of social status responding 

positively to the items in the questionnaires are presented in Table 1 where negative, zero, and 

positive indicators indicate respondents’ low, average, and high social status which are 

illustrated by Figures 1 to 4. 

Table 1: Social Status Indicators for Respondents (Positive Response) 

Item Benue FCT Lagos Niger Rivers Combine 

Awareness 
-

6.095683 
-6.800279 -6.953285 -4.529761 -5.95334 -5.717256 

Rad/TV 
-

2.099262 
-3.637553 -2.295092 -1.774495 -4.32166 -2.564053 

Internet 
-

0.463852 
-1.57596 -1.034459 -1.822069 -3.88709 -1.492284 

Friends 
-

0.361675 
-1.534956 -0.986957 -1.580841 -3.54777 -1.384523 

Newspaper 
-

0.040206 
-1.0295 -0.472879 -0.601047 -3.26667 -0.875 

P/Campaign 0.899362 -0.160296 -0.757171 -0.179579 -2.49937 -0.407602 

T/Centres 0.7462 0.3231773 0.1229541 1.149185 0.428348 0.5503601 

1st centre 0.811198 0.3027144 0.2371468 1.114479 0.22844 0.5357007 

2nd centre 1.262401 1.476079 1.201324 2.491204 6.874038 1.899761 

V/centres 1.337789 0.3848623 -0.998779 0.8497551 0.312453 0.3741304 

1st centre 1.262401 0.3848623 -0.84768 0.8817545 0.322966 0.3967428 

2nd centre 1.692674 1.722664 0.6393139 2.314381 6.874038 1.874127 

C/symptoms 
-

5.159317 
-4.675566 -3.099036 -3.342459 -3.54777 -3.687732 

Fever 
-

1.862486 
-2.756052 -1.71107 -1.854475 -3.0579 -2.167245 

Cough 
-

1.960416 
-3.273561 -2.105333 -2.630519 -2.84217 -2.485064 

Tiredness 0.159491 -1.377426 -0.745974 -1.190768 -2.62375 -1.029326 
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Loss of taste 1.312435 -0.503887 -0.537372 -0.343518 -2.67595 -0.413829 

Sore throat 0.411784 -1.57596 -1.218302 -0.905169 -2.42853 -1.022278 

Headache 0.330487 -0.928448 -0.813538 -0.745031 -2.10883 -0.774552 

Aches/Pains 1.262401 -0.220421 -0.313806 -0.093572 -2.93143 -0.285978 

Diarrhoea 1.993285 0.6158735 0.8716261 0.6934666 -3.0579 0.3679718 

Skin rashes 2.17253 0.7350926 0.894314 1.080178 -2.80419 0.5085536 

Red/irritated 

eyes 
1.909719 -0.050219 0.4361713 0.5322985 -2.23052 0.1764229 

S/breath 0.229673 -1.984426 -1.413147 -1.214902 -2.90118 -1.27834 

Loss of speech 1.536152 0.6373372 0.6937563 0.7345887 -1.26793 0.4711215 

Chest pain 0.866086 -0.270628 -0.430183 -0.520646 -1.29547 -0.306489 

W/face mask 
-

3.156249 
-3.442347 -2.275234 -2.099473 -3.19424 -2.734813 

Always 1.893428 0.0800661 0.894314 0.7345887 1.277746 0.9318009 

Occasionally 
-

1.443472 
0.1102229 -0.624316 -0.724172 -0.47686 -0.618143 

Not at all 3.749688 3.595569 3.789708 2.314381 1.110411 2.530566 

Hand washing 
-

2.779203 
-3.585769 -2.913708 -2.386733 -1.97552 -2.647116 

Sanitizer 
-

2.154152 
-2.756052 -1.756684 -1.938106 -3.33421 -2.295631 

S/distancing 
-

0.525785 
-1.302062 -0.355965 -0.560696 1.902087 -0.212422 

S/isolation 1.312435 0.5944971 1.092216 1.012702 2.893602 1.282043 

R/etiquette 1.402231 1.007283 0.3940047 1.219894 2.713967 1.262129 

1st dose 2.249591 1.722664 0.5531294 1.959375 0.771708 1.370797 

2nd dose 2.599577 2.322311 1.417993 2.514845 1.052305 1.874127 

b/dose 3.587013 3.411772 3.015023 3.759464 1.427782 2.74177 

 

 

5 Discussions  

5.1 On awareness of COVID-19 

Outcome of the analysis in Table 1 suggested convincingly that all various segment of 

respondents overwhelmingly aware of COVID-19 pandemic, evidences were abound that 

lower social status upward were aware of the pandemic: Benue (-6.10), FCT (6.80), Lagos (-

6.95), Niger (-4.53), Rivers (-5.93), Combined (-5.72). 
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     Figure 1: Sources of COVID-19 Information in Nigeria 

On sources of information, Figure 1 graphically presented varied categories of respondents’ 

traits (social status) who got COVID-19 information on horizontal (x) denoted as Theta (θ), 

and the probability of making their responses on vertical (y) axis in consonant with Table 1. 

Result from Benue attested to the fact that lower social status respondents most likely got 

information on COVID-19 pandemic from Radio/Television (-2.10), internet (-0.46) and 

friends (-0.36) in that order. The parameter estimates in Table 1 for radio/television, internet 

and friends also agreed with graphical findings. Apart from these, at least only moderately 

social status respondents had assessed to COVID-19 pandemic information from Newspapers 

(-0.04), and public campaigns (0.90) as the graph and Table 1 suggested. It is better to 

emphasize here that of all this sources, Radio/Television had done well. In addition, findings 

from FCT revealed that though at least, lower social status respondents received information 

on COVID-19 pandemic from radio/television (-3.64) most likely, internet (-1.58), friends 

(1.54), newspaper (-1.03), and public campaigns (-0.16) in accordance to their social status as 

suggested by Figure 1 and supported by Table 1. 

 

Likewise from Lagos, finding revealed that lower status respondents were informed of COVID-

19 pandemic through radio/television (-2.30) first, followed by internet (-1.03), friends (-0.99), 

newspaper (-0.47), and public campaign (-0.76). In Niger, both radio/television (-1.77) and 
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internet (-1.82) were discovered to have same profound impact in disseminating COVID-19 

pandemic information on lower social status respondents than friends, newspaper, and public 

campaigns has shown in both Figure 1 and Table 1. On the other hand, results from Rivers 

suggested that mostly likely all these sources of information were geared towards sensitizing 

and impacting lower social status while radio/television (-4.32) performed exceptionally well. 

Internet (-3.89), friends (-3.55), newspaper (-3.27), and public campaign (-2.50) were all taking 

cares of lower social status in our survey. 

   

Our findings in Nigeria (combined) as a whole suggested that radio/television (-2.56) had more 

impact on at least lower social status respondents than other mediums, followed by internet (-

1.38), friends (-1.38), newspaper (-0.88), and public campaign (-0.41). Comparatively, 

radio/television was discovered to be more effective in disseminating information to lower 

social status individuals/citizenry in Rivers and FCT than any other areas. Public campaigns in 

Benue was not felt by lower social status respondents like other areas, however, government 

agencies in charge of public campaigns need to arise to their duties. 

 

On COVID-19 testing centres, the findings presented in Table 1 revealed that none of the lower 

social status respondents acknowledge any testing centre. Few respondent who acknowledge 

testing centre were at least moderate social status respondents: Benue (0.74), FCT (0.32), Lagos 

(0.12), Niger (1.15), Rivers (0.43), and combined (0.55). This was the reason why it was 

impossible for lower social status respondents to list at least a COVID-19 testing centre in their 

domains. This has been set back for government efforts, only high social status respondents 

were able to list two COVID-19 testing centres. On vaccination centres, only in Lagos (-1.00) 

we have lower social status respondents who were able to admit the existence of COVID-19 

vaccination centres while it took only moderate or more social status from Benue (1.33), FCT 

(0.38), Niger (0.85), Rivers (0.31) to acknowledge vaccination centre. 

 

The resultant of this is that only in Lagos we had a lower social status respondents who were 

able to list a COVID-19 vaccination centres (Lagos =-0.85) whereas most respondents finding 

it difficult to name a COVID-19 vaccination centres not to talk of two in other locations. It 

must be emphasized here that only those on high social status were able to acknowledge and 

list at most one: Benue (1.26, 1.69), FCT (0.38, 1.72), Lagos (-0.85, 0.64), Niger (0.88, 2.31), 

Rivers (0.32, 6.87), and combined (0.40, 1.87). This means, it was mostly possible for 

respondents in Lagos and FCT to list two centres than respondent in Benue to list just a centre, 

and most likely impossible for anyone to list two centres from Rivers! 
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    Figure 2: Some Symptoms of COVID-19 Acknowledged in Nigeria 

 

5.2 On symptoms of COVID-19 

The results in both Table 1 and Figure 2 show that at least lower social status respondents 

acknowledged different symptoms of COVID-19: Benue(-5.16), FCT(-4.68), Lagos(-3.10), 

Niger(-3.34), Rivers(3.55), combined (-3.69). A further breakdown of these symptoms revealed 

that at least lower social status respondents attested to Cough followed by Fever in Benue (-

1.96,-1.86), FCT (-3.27, -2.76) , Lagos (-2.11, -1.71), Niger (-2.63, -1.85) Nigeria as a whole 

(-2.49, -2.16) Rivers (-3.06, -2.84). On the other-hand, only high social status respondents were 

able to acknowledge, diarrhoea, skin rashes/discolouration of the fingers and shortness of 

breath in Benue (2.17), FCT (0.74), Lagos (0.89) , Niger (1.08), except Rivers (-2.80). This call 

for more efforts to enable lower social status individuals to be aware of these symptoms. 
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     Figure 3: Usage of Face Mask in Nigeria 

 

5.3  On the use of face mask 

Our findings here show that most likely lower social status respondents aligned with the use of 

this non-pharmaceutical protocols (wearing of face mask): Benue (-3.15), FCT (-3.44), Lagos 

(-2.28), Niger (-2.10), Rivers (-3.19), and combined (-2.74) as fully displayed in Table 1. 

Unbundle wearing of face mask, we discovered that lower social status respondents 

occasionally wear face mask in public place as suggested in Figure 3, moderate social status 

respondents were always wearing face mask, and high social status respondents wear face mask 

not at all as non-pharmaceutical protocols in curbing transmission of COVID-19 pandemic. 
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     Figure 4: Practice of Non-Pharmaceutical Protocols in Nigeria 

 

5.4 On the Practice of Non-pharmaceutical Protocols of COVID-19 

The study discovered that lower social status segment of the respondents aligned with hand 

washing, sanitizer, and social distancing in that order. The scientific evidence abound as Benue 

(-2.78, -2.15 , -0.53), FCT (-3.59, -2.76, -1.30), Lagos (-2.91, -1.76, -0.36), Niger (-2.39,-1.94, 

-0.56), Rivers (-1.98 , -3.33, -1.90), Combine (-2.65, -2.30, -0.21); however, high social status 

respondents practised self-isolation, and respiratory etiquette as presented and displayed in 

Table 1 and Figure 4 respectively. On the other hand, scientific evidences also show that 

moderate, high, and higher social status respondents took first, second, and booster doses of 

the COVID-19 vaccines. Inferentially, lower social status respondents were less likely to take 

COVID-19 vaccine. 

 

  

6 Conclusion 

If awareness of COVID-19 testing, and vaccination centres together with vaccine acceptability 

were properly done among the lower social status individuals, it would be a key public strategy 

to reduce overall diseases burden due to COVID-19. Our study provides a retrospective insight 
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into the COVID19 awareness, symptoms, and vaccination; with results indicating that most 

likely lower social status may be willing to receive first, second, and booster doses of the 

vaccine if and only if there were much awareness of testing, and vaccination centres. The 

findings further revealed that vaccine acceptability differs on the basis of social status. There 

was vaccine acceptability among the high social status individuals; rather, greater work would 

be needed among lower status individuals to accept first, second, and booster doses of COVID-

19 vaccine. These findings can help guide the planning, and development of future efforts to 

increase awareness of pharmaceutical intervention of COVID-19 vaccine. 
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Abstract 

A recurrent reality in the modern-day world has to do with the rise in the scale, magnitude and effects 

of diseases, epidemics and pandemics and their effects on the global economy. The globalization 

process has made this a source of worry as well for developing countries like Nigeria where, sadly, 

lapses abound in health management and preparedness for such huge impacts as the Corona Virus 

Pandemic threw to the fore with regards to the Nigerian experience. This paper investigates the state 

of readiness and preparedness of the Nigerian Polity for any future occurrences looking at health 

policies in that regard and budgetary allocations for such as well as the state of manpower resource in 

the health sector. Hinging upon the systems theory of analysis in the social sciences, the paper tries to 

show the need for greater and more purposeful devotion of attention to the management of diseases, 

epidemics and pandemics in Nigeria. Using data and statistics, the paper shows that lapses abound 

despite records of success and argues for more concerted government intervention towards preparing 

ahead for any exigencies in this area. 

Key Words: Preparedness, Management and Control, Disease, Epidemic and Pandemic  

 

Introduction 

More than ever before in human history, the reality of living in a fast globalizing and consequently 

volatile world appears to have become more apt to keen observers. The world, as we know it today, 

has become, probably, more prone to exigencies and encumbrances (natural and manmade) that are 

capable of altering the socioeconomic lot of mankind, bringing about disequilibrium and inducing 

protracted anxiety on the populations. This has constituted a recurrent reality and challenge for the 

entire world, particularly, for developing spheres of the planet. Outbreaks of diseases such as HIV Aids 

(between 1970 and 1980s), Ebola (between 1979 and 1994 and between 2014 and up to January 2023), 

Marburg (in 1999 and 2000) in the republic of Congo, Angola between 2004 and 2005), Zika (1960s 

to the 80s, and 2016 to 2017), and the Corona Virus Pandemic, which brought the world to a standstill 

literally, are but some notable experiences that have tested the strength of health institutions and 

governments globally besides triggering anxiety. Not only did these incapacitate governments but 

induced stressful conditions and experiences on people globally; most especially in the developing 

spheres.  

The Nigerian state has had its fair share of the hit too particularly as lives were lost, the state of 

readiness of the country’s health care delivery system was tested and stretched, businesses were shut 
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down and many never recovered nor resurfaced in its aftermath. Sources of livelihoods were disrupted 

and income and wealth creation and generation took a dive down south statistically too. These 

generated worry and mental health conditions for a lot of Nigerians particularly in the non-formal 

sector which according to (BOI, (2022) constitutes economic activities and sources of income that are 

not fully regulated by the government and other public authorities. This sector accounts for 92.3% of 

the country’s labor force, in contrast to about 8% in the formal sector (Falaiye, 2023). Obviously, the 

former would, naturally, be more affected and thrown off balance by the situation and its consequences. 

The Nigerian government responded and indeed rose to the occasion of making attempts to contain 

and salvage the situation. through lock down measures to curb the spread and transmission of the virus 

by people, awareness creation measures, testing and tracing of  suspected cases for isolation, creation 

of isolation centers for quarantining and treatment of infected persons among other efforts.  

 

The COVID 19 Pandemic and its Effects on the Nigerian Polity  

The coronavirus disease gained spotlight in 2019. Its cause has been traced to “…Severe Acute 

Respiratory Syndrome Virus 2; S.A.R.S.-CoV-2” (W.H.O., 2020) and it was first reported in 

December of the year 2019 by Health Authorities in China following an outbreak of pneumonia of 

unknown origin in Wuhan, Hubei Province (Li, 2019). The disease appears to be of zoonotic origin 

and is similar to S.A.R.S. as well as the Middle East Respiratory Syndrome (M.E.R.S.). It is transmitted 

between humans through respiratory droplets and fomites (Patel, 2020). The World Health 

Organization (W.H.O.) declared it a Public Health Emergency of International Concern on January 30, 

2020 (Jee, 2020) as it spread to more countries and became a cause of escalating, devastating human 

mortality rates. It was declared a pandemic by the WHO on March 11, 2020 with calls for urgent and 

aggressive action to contain and reduce its spread (Cucinotta and Vanelli, 2020), (W.H.O., 2020); a 

call the Nigerian government wasted no time in heeding.  

Nigeria’s status as the most populous country in Africa and the sixth most populous nation in the world 

makes the country a significant focal point given the prediction at the onset of the pandemic that it 

would affect the African continent drastically (World Economic Forum, 2021) and given the fact that 

the country’s was facing this challenge in the context of a polity with an ailing health delivery system 

in dire need of resuscitation and repositioning for greater efficiency coupled with a fragile economy 

just emerging from a period of economic recession as well as socio-economic, political and security 

concerns. Fortunately, for the Nigerian government, the country had, in 2014, been given a wakeup 

call by the Ebola epidemic experience which created room for the sensitization of its health system, 

creating some level of awareness for the government and communities with regard to the realities of 

highly infectious diseases in a fast globalizing world and the need to prepare ahead proactively for 

future occurrences (Shuaib 2014). 

Four years later, the World Health Organization undertook a joint external evaluation of International 

Health Regulations core capacities in 2017 to assess the capacities of countries to prevent, detect and 
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respond to public health risks. In the areas of prevention and response. Nigeria scored poorly in the 

areas of response and prevention (Dixit 2020). This source notes that Nigeria’s average score of 1.9 

across fifteen Joint External Evaluation (JEE) indicators in the ‘prevent’ category is suggestive of 

limited capacity to prevent biological, chemical or radiation health risk. Again, in the ‘detect’ category, 

across 13 indicators, Nigeria’s average score was 2.6 suggesting development of some capabilities to 

detect new health risks through real time surveillance as well as laboratory capacities to test the 

diseases. However, as this source concurs, the sustainability of these capacities is still in doubt. The 

country, as this source shows, performed badly as well, in the ‘respond’ category with an average score 

of 1.5 across 20 indicators indicating limited capacity to respond to sudden health risk. It is important, 

given the recurrent nature of outbreak of diseases in recent times and proneness of the developing 

world to be caught off guard by such exigencies, for governments to put in place measures, systems 

and requisite infrastructures that would serve as deflectors that could reduce initial impacts and give 

the governments some form of leverage and strategic advantage in terms of power to act effectively. 

If the World Health Organizations results from its evaluation of Nigeria’s state of preparedness to deal 

with and manage outbreaks is anything to go by, it leaves room for concern and worry as the data 

below alludes.  

Figure 1. Nigeria’s Average Score on Preparedness to Tackle Public Health Risk 

These realities, probably, gained expression in the face of the COVID 19 pandemic in Nigeria. It is 

worthy of mention as well that experiences of persistence outbreaks that could be regarded as 

epidemics such as Lasa fever outbreaks as well as diphtheria outbreaks (Chukwuma (2023).   

Prevention, Detection and Response in the case of COVID-19 were areas fraught with challenges that 

overwhelmed the Nigerian healthcare delivery system. It was almost impossible to prevent spread of 

the virus as movement and transmission defied the lockdown measures and could only be barely 

reduced. Though the government continued to provide information daily on new cases and increment 

in infection and deaths and to create awareness, it is doubtful if prompt and concise detection of cases 

was the case given the preexisting situation of adequate data, access to and availability of health related 

facilities and infrastructure among others. The response system was probably the most appalling as 

many Nigerians were not even open to accepting the scourge as a reality let alone subjecting 

themselves to being identified by calling the lines provided by the government which, could be argued, 

were not to be fully patronized. Besides, there were general complains of poor response from the 

N.C.D.C. response mechanism.  

The Nigerian government appears to be contented with the status quo. The Nigerian government, 

through its NCDC director and chief executive officer has assured that the country is ready and 

prepared to prevent, contain next pandemic (Chukwuma, 2023) asserting that progress has been made 

setting the nation ahead of its pre-pandemic reality. Some notable areas of progress according to this 

source include 1) Stepping up the number of laboratories with diagnostic capacity for COVID -19 in 

the country from the previous 3 to 200 laboratories (public and private) within our network that can be 

activated in the event of an emergency. 2) Developing regional laboratories to decentralize the 
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reference laboratory system. 3) Establishment of a digitalized surveillance network through 

Surveillance Outbreak Response Management and Analysis System (SORMAS), ‘SitAware’ and other 

tools in all local governments that help accelerate reporting.  4) Training of disease notification officers 

(DNOs) in all the states of Nigeria through the Regional Disease Surveillance Systems Enhancement 

(REDISSE) project, and building a strong frontline of public health workers at subnational level for 

surveillance through Integrated Training of Surveillance Officers in Nigeria (ITSON). The presence 

of more public health emergency operations centers (PHEOCs) enabling coordination of response to 

public health threats (from the twenty-nine nationwide pre-pandemics statue to 35 across the states 

and the FCT. This government assures that Nigeria also has an adequately trained workforce to 

respond in case of public health events and more treatment and isolation centers facilitating improved 

case management during outbreaks. Perhaps, the emergence of a Centre for Disease Control (CDC) 

given requisite might and wherewithal by the government for enhanced diagnostic and surveillance 

capacity in the country added more tenacity to the countries preparation for future exigencies given 

the role the CDC played during the Pandemic.  

In 2022, the Nigerian Health minister alluded to the fact that Nigerian doctors were migrating from 

the country but asserted that Nigeria had enough doctors suggesting that the percentage of doctors 

leaving was not a threat.  Prior to this, in 2019, the government, via its minister for labor and 

employment asserted that there were enough doctors in Nigeria suggesting that the percentage leaving 

were out of the surplus the country has.  

The Systems theory of Analysis  

The ‘Systems Theory’ is a multidisciplinary approach that sees complex entities as systems of 

interconnected parts. This can refer to organizations and societies. The key principle is that no part can 

be understood in isolation from the whole. Change in one part will inevitably lead to change in other 

parts of the system.  

The Nigerian Healthcare Delivery System operates within a system and is a component of an entire 

system. This is probably why matters of healthcare and health related challenges fall within its purview 

and constitute its area of jurisdiction. It is the sector of the Nigerian system charged with the 

responsibility of seeing to it that health care and health security related challenges are addressed 

effectively. Failure of this sub system will affect and clog the wheel of progress for the entire system 

as this will affect the very indices that constitute its labor force and have an effect of slowing down 

and reducing productivity. This subsystem cannot function meaningfully without requisite input to 

galvanize it by the system it functions for and thus the interrelatedness that needs to be understood. A 

correlation therefore exists between the Government and the health care delivery sector.  

The country’s healthcare system based on a three-tier system care comprising of  1.) the Primary Health 

Care (PHC) which operates at the community level and is the first point of contact for patients, 2.) the 

https://www.bing.com/ck/a?!&&p=f58c74766aadc73aJmltdHM9MTcwNzQzNjgwMCZpZ3VpZD0zMDBlZjJkZS0yZjlhLTYyNDktMDJjZS1lNmRhMmU3NzYzMzImaW5zaWQ9NTc0Mg&ptn=3&ver=2&hsh=3&fclid=300ef2de-2f9a-6249-02ce-e6da2e776332&psq=nigerian+Health+care+delivery+system&u=a1aHR0cHM6Ly9waGFybWNob2ljZXMuY29tL3RoZS1tYWluLTMtbGV2ZWxzLW9mLWhlYWx0aGNhcmUtc3lzdGVtLWluLW5pZ2VyaWEv&ntb=1
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Secondary Health Care which is an intermediate healthcare level and 3.)  the Tertiary Health Care 

which is at the federal healthcare level, and the Federal Ministry of Health which is responsible for 

policy making, technical support, national health management, health services delivery 

(Pharmchoices, 2024). The government remains a cardinal factor for the stimulation of the sector for 

preparedness and effectiveness in Nigeria  

The Nigerian healthcare system appears to be weak and in dire need of concerted fortification for even 

more effective health care delivery let alone readiness for another pandemic. It was ranked 187thout of 

195 countries on a global health care index in terms of healthcare delivery in 2018 (Odubola, 2018). 

Five years later, the country ranked 157th Best Health System in the World Published (Owoyele, 

2023). The pandemic stretched the health system grimly culminating in severe decline in services and 

their related qualities rendered in the hospitals. Some of the facility units / departments were 

temporarily closed due to COVID-19 pandemic.  

In Nigeria, most patients fund their medical care out of their earnings unlike the advanced countries 

where insurance schemes and taxes take care of such needs. The National Health Insurance Scheme 

(NHIS) which is also a positive health care delivery development in Nigeria, does not cover the totality 

of health care needs nor does it cover the health insurance of most of the population. (Pharmachoices, 

2024). The healthcare system in Nigeria suffers from lack of proper health funding and investment it 

observes that the government commits about 5% of the budget to health. Nigeria’s ranking by the 

World Health Organization based on the quality of the medical system and health care delivery is low; 

156th out of 191 countries. 

Problems such as access to quality health care (affordability and quality of service), Health care 

delivery infrastructure (availability of quality infrastructure in hospitals) and hospital standards, 

quality of emergency response services in health care delivery, the issue of skills, education and 

knowledge (training and opportunities for career development while in service), insurance of health 

workers and practitioners in the healthcare delivery sector, financial incentives and rewards for doctors 

and practitioners in the healthcare delivery sector as well as funding and adequate access to funds 

remain major areas where challenges continue to hamper readiness and preparedness for greater 

effectiveness of health care delivery in Nigeria. (CcHUB 2014).   

In recent times, particularly in the aftermath of the pandemic, there has been mass exodus of medical 

practitioners from the Nigerian polity to other climes and economies deemed to be more rewarding 

than Nigeria. A research survey sustains that eighty-eight percent of Nigerian doctors are considering 

work opportunities abroad (Ihua, 2017). This source reveals destinations and the percentages of 

medical practitioners from Nigeria to each such as the United Kingdom (93%), the United States of 

America (86%) Canada (60%), Saudi Arabia (59%), Australia (52%) UAE (Dubai) (29%), The 

Caribbean Islands (17%), Ireland (15%)and South Africa (4%). This source cites issues such as poor 

salary emoluments, lack of proper infrastructure, low work satisfaction, huge knowledge gap, high 

taxes and deductions from salaries, poor quality of practice, inadequate opportunities for career 

https://www.bing.com/ck/a?!&&p=0ddeabbbedba5bdeJmltdHM9MTcwNzQzNjgwMCZpZ3VpZD0zMDBlZjJkZS0yZjlhLTYyNDktMDJjZS1lNmRhMmU3NzYzMzImaW5zaWQ9NTc0Nw&ptn=3&ver=2&hsh=3&fclid=300ef2de-2f9a-6249-02ce-e6da2e776332&psq=nigerian+Health+care+delivery+system&u=a1aHR0cHM6Ly9waGFybWNob2ljZXMuY29tL3RoZS1tYWluLTMtbGV2ZWxzLW9mLWhlYWx0aGNhcmUtc3lzdGVtLWluLW5pZ2VyaWEv&ntb=1
https://www.bing.com/ck/a?!&&p=0ddeabbbedba5bdeJmltdHM9MTcwNzQzNjgwMCZpZ3VpZD0zMDBlZjJkZS0yZjlhLTYyNDktMDJjZS1lNmRhMmU3NzYzMzImaW5zaWQ9NTc0Nw&ptn=3&ver=2&hsh=3&fclid=300ef2de-2f9a-6249-02ce-e6da2e776332&psq=nigerian+Health+care+delivery+system&u=a1aHR0cHM6Ly9waGFybWNob2ljZXMuY29tL3RoZS1tYWluLTMtbGV2ZWxzLW9mLWhlYWx0aGNhcmUtc3lzdGVtLWluLW5pZ2VyaWEv&ntb=1
https://www.bing.com/ck/a?!&&p=0ddeabbbedba5bdeJmltdHM9MTcwNzQzNjgwMCZpZ3VpZD0zMDBlZjJkZS0yZjlhLTYyNDktMDJjZS1lNmRhMmU3NzYzMzImaW5zaWQ9NTc0Nw&ptn=3&ver=2&hsh=3&fclid=300ef2de-2f9a-6249-02ce-e6da2e776332&psq=nigerian+Health+care+delivery+system&u=a1aHR0cHM6Ly9waGFybWNob2ljZXMuY29tL3RoZS1tYWluLTMtbGV2ZWxzLW9mLWhlYWx0aGNhcmUtc3lzdGVtLWluLW5pZ2VyaWEv&ntb=1
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progression, poor working environment and poor treatment by government. (Ihua, 2017). In November 

2021, the Nigeria Medical Association (NMA) President noted that current doctor to population ratio 

in the country was about one doctor to between 4,000 and 5,000. Data from the World Health 

Organization shows that Nigeria has more doctor-population ratio than many African countries 

(I.C.I.R., 2022) asserting that in every ten thousand Nigerians, there are three hundred and seventy 

medical doctors (Motolani,2024). However, a ratio of four doctors to attend to 10,000 people is the 

observed ratio according to ICIR, (2022) reports for Nigeria noting that the trend has remained so in 

the past two decades. This source, citing W.H.O. records, reports that in 2003, a ratio of (2.6) doctors 

attending to 10,000 people was the case and observes that this figure peaked at 4.49 in 2016 and 3.81 

in 2018. Ironically, W.H.O. data on global doctors’ population among countries reveal that some 

African nations have more doctors to attend to their population than Nigeria. (ICIR, 2022). The United 

Nations and the WHO recommended one physician to 600 persons. WHO reports suggest that any 

country with fewer than 10 doctors per 10,000 people could be described as having an “insufficient” 

number of healthcare professionals. This would mean Nigeria, for its 226.9 million citizens, would 

need 198,000 doctors to move out of the “insufficient” bracket. These findings contradict the assertion 

that Nigeria has enough doctors as the former Health and Labor / Employment ministers would have 

Nigerians believe. 

Recommendations 

No people centered government and ideal democracy sleeps over security related issues bothering the 

polity and health security remains one of such security challenges the Nigerian government cannot 

afford to play politics with. The Nigerian government has taken notable steps on the ladder of 

preparation and being prepared but must not be contented or deceived to believe it is ready yet. The 

nature of pandemics has been that of being caught unaware, the need to understand causal factors 

which always takes time, the need to trace contain and quarantine infected persons to avoid further 

contagion and spread and these are areas where even the developed countries still have to contend and 

struggle.  The Nigerian government must work even harder to;  

1. Consolidate on lessons learnt thus far from the COVID 19 pandemic and related experiences 

to prepare for future occurrences via increased surveillance and monitoring even at peace time. 

The rankings and findings in the postulations and reports of international bodies should be a 

source of worry and concern for the Nigerian government. The need for synergy with other 

advanced nations in terms of discerning more effective best practices cannot be 

overemphasized.    

2. There is need for greater health care delivery infrastructural development; the provision of 

larger and more accessible health care facilities equipped with diagnostic capacities at all the 

three levels with experts on ground manning these stations as much as possible. Most of our 

healthcare delivery points are grossly ill equipped for the business of healthcare delivery and 

are bereft of basic facilities for the achievement of their goals and objectives.  

https://www.who.int/data/gho/data/indicators/indicator-details/GHO/medical-doctors-(per-10-000-population)
https://leadership.ng/nigeria-cant-afford-1-doctor-to-600-patients-ratio-ngige/
https://apps.who.int/iris/bitstream/handle/10665/311696/WHO-DAD-2019.1-eng.pdf?ua=1
https://apps.who.int/iris/bitstream/handle/10665/311696/WHO-DAD-2019.1-eng.pdf?ua=1
http://population.gov.ng/nigerias-population-hit-198m-people-npopc-chairman/
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3. Effective policy implementation and requisite funding remain areas that must be wrenched 

from politicization and mismanagement. Government cannot afford to leave this totally to the 

private sector given the fact that our economy is not an ideally capitalist one yet nor can it be 

said to be ready for capitalist practices of that sort.  

4. The issue of non-availability of medical practitioners and technicians due to migration must be 

addressed and stemmed. Even among the remnant of medical practitioners left in the country, 

a great percentage will not hesitate to opt to leave for more rewarding climes if given the 

opportunity. This is not only a problem affecting the health sector. Even the teachers and 

educational institutions training and preparing these doctors are losing their bests to these other 

climes too begging the question of quality of the crop of future generations of medical 

practitioners in the country. The remuneration and reward system must be reviewed and 

addressed to have some degree of semblance with what other nations benefit and this is not 

impossible for Nigeria given the billions been stolen and looted by political elites and yet the 

country still thrives.       

Summary and Conclusion  

Government has embarked on drastic measures in times past to intervene and stem the challenge of 

disease outbreaks and epidemics and rose to the challenge of mitigating the COVID-19 Pandemic. 

However, evidence shows that cannot be said to have gotten to the point of declaring itself prepared 

as findings allude and speak to the contrary seriously. It is still too early to suggest that the country 

has done enough to declare the Nigerian polity ready to manage, prevent or contain any other possible 

outbreak in the manner touted by the governments representatives and in the manner they have 

asserted. The issues raised and highlighted above abound and continue to remain prevalent realities 

the nation must deal willingly, purposefully and decisively with in the spirit of people centeredness as 

a quality of good governance and good will towards the population.    
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Abstract 

This paper, studies macroscopic traffic flow based on the Lighthill-Whitham-Richard Model. The 

study investigates the Effect of a Source Term Inflow and Shockwaves Evaluation on Traffic Flow 

Model for a Single-lane Highway. The paper also studies Explicit Upwind difference schemes for 

solving first order Partial Differential Equations based on macroscopic traffic flow model appended 

with initial and boundary conditions. The Traffic Flow Model with a single Source Term had been 

modified to include a Shockwave Speed term which produces some noise with regards to the existing 

model and assisted in the evaluation of the shockwaves. The method of characteristics was used to 

solve the non-linear partial differential equation. The Lighthill-Whitham-Richard Model combined 

with the velocity-density relationship were used to obtain the analytical and numerical solutions. The 

model is treated as an Initial Boundary Value Problem and the numerical solutions are change to an 

Explicit Upwind difference scheme. We visualize the effect of the dissipation term employed in the 

model and evaluate the shockwave speed by different maximum velocity considerations. The stability 

and physical constraint conditions of the scheme were also established. MATLAB Software is used to 

carry out numerical simulations for various traffic parameters for the implementation of the explicit 

upwind difference scheme. The model revealed a good rate of convergence in L1 norm which is quite 

acceptable. 
 

Keywords: Difference scheme, Explicit Upwind, Macroscopic traffic flow model, Shockwaves, 

Source term. 

INTRODUCTION 

 

Most problems of physical sciences are modelled as differential equations before they can be solved. 

Most interesting and physically relevant real world problems are difficult to solve analytically. An 

alternative method is by using computers to find approximate solutions. 

Traffic flow is a physical phenomenon that is extremely complicated to model mathematically. 

Nevertheless, traffic flow problem is one that we cannot avoid, but rather we find a solution to, by 

developing a mathematical model. 

 Due to rapid growth in the world’s population, the rise in traffic congestion among towns and cities 

in the urban areas across the globe has become a mighty challenge to traffic engineers. 

Since the beginning of the twentieth century, many researchers started to think of a mathematical model 

that can describe the behavior of traffic flow in urban areas. There have been two approaches in the 

formulation of the mathematical model of traffic flow. The first one is the microscopic view, which 
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studies the single movement of vehicles and the interactions between vehicle pairs. The other approach 

studies the macroscopic features of traffic flow such as flow rate q, traffic density 𝑘 and travel speed 

v. The basic relationship between the three variables is 𝑞 = 𝑣𝑘. 

The pioneers of this concept were (Lighthill and Whitham, 1955) and separately (Richard, 1956). 

      They were the first ones to describe traffic flow with equations coming from fluid dynamics, Usinga 

nonlinear hyperbolic partial differential equation (PDE) popularly known as the continuity equation 

and is written as; 
𝜕𝑘(𝑥,𝑡)

𝜕𝑡
+
𝜕𝑞(𝑥,𝑡)

𝜕𝑥
= 0                                                                                                                        1.0 

where 𝑥 denotes the spatial co-ordinate in the direction of the traffic flow,  𝑡 is the time, k is the density 

and q denotes the flow rate. Also adding a dissipation and shockwave velocity terms as proposed by 

Saxena and Jain (2017) equation 1.0.1 becomes;            
𝜕𝑘(𝑥,𝑡)

𝜕𝑡
+
𝜕𝑞(𝑥,𝑡)

𝜕𝑥
= 𝑣𝑠 + 𝛽(𝑡, 𝑥, 𝑘)                                                                                                1.1 

2.0 METHODOLOGY 

 

The LWR model (Lighthill and Whitham, 1955, Richard 1956) describe the traffic flow model using 

the concept of dynamic difference equation such that the law of the conservation of the vehicles in 

traffic can be written as; 

𝑛(𝑥)
𝜕𝑘(𝑥,𝑡)

𝜕𝑡
+
𝜕𝑞(𝑥,𝑡)

𝜕𝑥
=  0                                                                                                   (2.1) 

where  

q₌𝑘𝑣(𝑘): Traffic density in vehicles per lane per kilometer at location x and at time t.   

n(x): The number of lanes at position x. 

q(x,t): The traffic flow ( traffic intensity) in vehicles per hour at location x and at time t. 

The variables k(x,t) and q(x,t) are continuous functions of space and time. The equation expresses the 

physical principles of the traffic flow.                                                                                                                                                     
𝜕𝑘

𝜕𝑡
+
𝜕(𝑘𝑣(𝑘))

𝜕𝑥
= 𝑣𝑠 + 𝛽(𝑡, 𝑥, 𝑘)                                                                                                               (2.2) 

where 

𝛽(𝑡, 𝑥, 𝑘)is the source term denoting inflow or outflow in a particular location of a single-lane 

highway and 𝑣𝑠 is the shockwave speed propagating along the road sections. To avoid complexity of 

this model, we consider 𝛽(𝑡, 𝑥, 𝑘)as a constant and equation (2.2) become; 
𝜕𝑘

𝜕𝑡
+
𝜕(𝑘𝑣(𝑘))

𝜕𝑥
= 𝑣𝑠 + 𝛽                                                                                                                              (2.3) 

We adopt the velocity-density relationship as formulated by Greenshields (1935) given by: 

𝑣(𝑘) =  𝑣𝑚𝑎𝑥 (1 -
𝑘

𝑘𝑚𝑎𝑥
)                                                                                                                (2.4) 

where 𝑣𝑚𝑎𝑥 is the maximum velocity and 𝑘𝑚𝑎𝑥 is the maximum density of the road. Incorporating 

the linear velocity – density relationship (2.4) in (2.3), we obtain the specific first order non-linear 

partial differential equation of the form: 
𝜕𝑘

𝜕𝑡
+ 

𝜕

𝜕𝑥
[𝑘𝑣𝑚𝑎𝑥  (1 −

𝑘

𝑘𝑚𝑎𝑥
) ]=𝑣𝑠 + 𝛽                                                                                                   (2.5) 

Multiplying 𝑘 through the bracket in (2.5) above we obtain 
𝜕𝑘

𝜕𝑡
+ 

𝜕

𝜕𝑥
[𝑣𝑚𝑎𝑥  (𝑘 −

𝑘²

𝑘𝑚𝑎𝑥
) ] = 𝑣𝑠 + 𝛽                                                                                              (2.6) 
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In this paper, we investigate the traffic equation (2.6) 

3.0 Analytical solution of the model 

The non-linear PDE (2.6) can be solved if we know the traffic density at a given initial time, that is, if 

we know the traffic density at a given time to ,we can predict the traffic density for all future time t≥ to 

. We then need to solve an initial value problem of the form: 
𝜕𝑘

𝜕𝑡
+ 

𝜕

𝜕𝑥
[𝑣𝑚𝑎𝑥 (𝑘 −

𝑘²

𝑘𝑚𝑎𝑥
)]= 𝑣𝑠 + 𝛽                                                                               (3.1) 

𝑘 (𝑥,to)=𝑘₀ (𝑥)  

We now use method of characteristics to solve the IVP (3.1) as follows 

The PDE in (3.1) can be written as; 
𝜕𝑘

𝜕𝑡
+
𝜕𝑞(𝑘)

𝜕𝑥
= 𝑣𝑠 + 𝛽, 

Where𝑞(𝑘) = 𝑣𝑚𝑎𝑥  (𝑘 −
𝑘²

𝑘𝑚𝑎𝑥
) and 𝑣𝑠= 

(𝑞𝑏 – 𝑞𝑎)

(𝑘𝑏 – 𝑘𝑎)
 

a and b are the upper and lower boundaries of the road section, 𝑎 ≤ 𝑥 ≤ 𝑏. 
𝜕𝑘

𝜕𝑡
+
d𝑞

d𝑘
.
𝜕𝑘

𝜕𝑥
= 𝑣𝑠 + 𝛽  

q'(𝑘)=𝑣𝑚𝑎𝑥 (1 −
2𝑘

𝑘𝑚𝑎𝑥
) 

 

𝜕𝑘

𝜕𝑡
+ 𝑣𝑚𝑎𝑥 (1 −

2𝑘

𝜌𝑚𝑎𝑥
)
𝜕𝑘

𝜕𝑥
= 𝑣𝑠 + 𝛽 

Again 
d𝑘

d𝑡
=
𝜕𝑘

𝜕𝑡
+ 
d𝑥

d𝑡
 . 
𝜕𝑘

𝜕𝑥
 =𝑣𝑠 +β 

 d𝑥

d𝑡
 = 𝑣𝑚𝑎𝑥 (1 −

2𝑘

𝑘𝑚𝑎𝑥
)                                                                                                                             (3.2)  

d𝑘

d𝑡
= 𝑣𝑠 + 𝛽                                                                                                                             (3.3) 

By integrating equation (3.3) we obtain 

∫d𝑘 = ∫(𝑣𝑠 + 𝛽)d𝑡 

= ∫𝒗𝒔𝑑𝑡 + ∫𝛽 d𝑡 

𝑘(𝑥, 𝑡) = 𝑣𝑠𝑡 + 𝛽𝑡 +  𝑐₁                                                                                                   (3.4) 

Where 𝑐₁is the constant of integration, then putting t = 0 and x = x0 in equation (3.4) we have; 

𝑘ₒ(xₒ)=𝑘 (𝑥ₒ, 0) =𝑣𝑠(o) + 𝛽(o) + 𝑐₁ 

∴𝑐₁=  𝑘ₒ (xₒ)   

Now, substituting 𝑐₁in equation (3.4), we have; 

𝑘(𝑥, 𝑡) = 𝑣𝑠𝑡 + 𝛽𝑡 + 𝑘ₒ (xₒ)                                                                                            (3.5) 

Also by integrating equation (3.2) we have; 
d𝑥

d𝑡
 = 𝑣𝑚𝑎𝑥  (1 −

2𝑘

𝑘𝑚𝑎𝑥
) 

∫d𝑥 = ∫𝑣𝑚𝑎𝑥  (1 −
2𝑘

𝑘𝑚𝑎𝑥
) d𝑡 
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𝑥(𝑡) =  𝑣𝑚𝑎𝑥  (1 −
2𝑘

𝑘𝑚𝑎𝑥
)∫d𝑡 

∴x(t)=𝑣𝑚𝑎𝑥 (1 −
2𝑘

𝑘𝑚𝑎𝑥
)t +𝑐2                                                                                             (3.6) 

Where 𝑐2is the constant of integration. Also putting t=0, equation (3.6) becomes: 

x(t)=𝑣𝑚𝑎𝑥  (1 −
2𝑘

𝑘𝑚𝑎𝑥
)t +xo                                                                                                                                                   (3.7) 

Therefore equation (3.7) is referred to as the characteristics curve of the initial value problem (IVP) 

in equation (3.1) above. 

Now from equation (3.7)  

xo=x(t)−𝑣𝑚𝑎𝑥 (1 −
2𝑘

𝑘𝑚𝑎𝑥
)t                                                                                               (3.8) 

Then substituting equation (3.8) in (3.5) we have, 

𝑘(𝑥, 𝑡) = 𝑣𝑠𝑡 + 𝛽𝑡 + 𝑘ₒ (x−𝑣𝑚𝑎𝑥 (1 −
2𝑘

𝑘𝑚𝑎𝑥
)t  )                                                       (3.9) 

4.0 Numerical Solution using Explicit Upwind Difference Scheme 

In this section, we consider a finite difference scheme for the non-linear LWR traffic flow model.    In 

order to develop the Explicit Upwind Difference Scheme (EUDS), we consider our specific non -linear 

traffic flow model problem as an initial boundary value problem (IBVP): 
𝜕𝑘

𝜕𝑡
+
𝜕𝑞(𝑘)

𝜕𝑥
= 𝑣𝑠 + 𝛽 , to ≤ t ≤ T, a ≤ x ≤ b                                                              (4.1) 

with initial condition𝑘(𝑡o, 𝑥) =   𝑘ₒ (xₒ), a ≤ x ≤ b 

and boundary condition𝑘(𝑡, 𝑎) =   𝑘ₐ (t), to ≤ t ≤ T 

Since, we only consider a single-lane for our specified length of the road, therefore, a one sided 

boundary condition is used so that the density of the vehicles will move with respect to the time ‘t’ 

along the section ‘a’ of the highway. 

where 

q(𝑘)=𝑣𝑚𝑎𝑥 (𝑘 −
𝑘²

𝜌𝑚𝑎𝑥
)                                                                                                                            (4.2) 

Finite difference methods provide efficient approach to numerical solutions of partial differential 

equations (PDE). The finite difference method proceeds by replacing the derivatives in the partial 

differential equation by the finite approximation. 

To develop the scheme, we discretize the space and time. We discretize the time derivative 
𝜕𝑘

𝜕𝑡
 and space derivatives 

𝜕𝑞

𝜕𝑥
 in the (IBVP) (4.1) at any discrete point(tn,xi) for i= 1,2,3,…M    and n= 

0,1,2,…….N-1.We assume the uniform grid spacing tn+1= tn+g and xi+1= xi +h. The discretization of  
𝜕𝑘

𝜕𝑡
  is obtained by first order forward difference in time and the discretization of  

𝜕𝑞

 𝜕𝑥
  is obtained by 

first order backward difference in space. 

5.0 Forward Difference (FD) in Time: 

From the Taylor’s series expansion, we can write; 

𝑘(𝑥, 𝑡 + 𝑔) = 𝑘(𝑥, 𝑡) + 𝑔
𝜕𝑘

𝜕𝑡
 +
𝑔²

2!

𝜕²𝑘

𝜕𝑡²
+…                                                                                (5.1) 

𝑔
𝜕𝑘

𝜕𝑡
=  𝑘(𝑥, 𝑡 + 𝑔) −  𝑘(𝑥, 𝑡) 

Dividing both sides by 𝑔 wehave, 
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𝜕𝑘

𝜕𝑡
 = 
𝑘(𝑥,𝑡+𝑔)− 𝑘(𝑥,𝑡)

𝑔
 + 0(g) 

𝜕𝑘

𝜕𝑡
 ≈
𝑘(𝑥, 𝑡 + 𝑔) −  𝑘(𝑥, 𝑡)

𝑔
 

∴  
𝜕𝑘(𝑡ⁿ ,𝑥ᵢ)

𝜕𝑡
≈
𝑘ᵢⁿ⁺¹−𝑘ᵢⁿ

∆𝑡
                                                                                           (5.2) 

where g= ∆𝑡 

6.0 Backward Difference (BD) in Space: 

From Taylor’s series expansion we can write; 

𝑞(𝑥 − ℎ, 𝑡) = 𝑞(𝑥, 𝑡)–h
𝜕𝑞

𝜕𝑥
 +
ℎ²

2!

𝜕²𝑞

𝜕𝑥²
 −……..                                                                            (6.1) 

h 
𝜕𝑞

𝜕𝑥
=𝑞(𝑥, 𝑡)– 𝑞(𝑥 − ℎ, 𝑡) 

dividing both sides by h, we have 
𝜕𝑞

𝜕𝑥
 = 
𝑞(𝑥,𝑡)− 𝑞(𝑥−ℎ,𝑡)

ℎ
 + 0(h) 

𝜕𝑞

𝜕𝑥
=
𝑞(𝑥, 𝑡) −  𝑞(𝑥 − ℎ, 𝑡)

ℎ
 

∴  
𝜕𝑞(𝑡ⁿ ,𝑥ᵢ)

𝜕𝑥
≈
𝑞ᵢⁿ−𝑞ⁿᵢ₋₁

∆𝑥
                                                                                          (6.2) 

Inserting (5.2) , (6.2) in (4.1) and substituting 𝑘ᵢⁿ for𝑘(𝑡ⁿ , 𝑥ᵢ), the discrete version of the non-linear 

PDE formulates the first order explicit upwind difference scheme of the form: 
𝑘ᵢⁿ⁺¹−𝑘ᵢⁿ

∆𝑡
  +   

𝑞(𝑘ᵢⁿ)−𝑞(𝑘ⁿᵢ₋₁)

∆𝑥
= 𝑣𝑠 +β 

𝑘ᵢⁿ⁺¹

∆𝑡
−
𝑘ᵢⁿ

∆𝑡
  +  

𝑞(𝑘ᵢⁿ)−𝑞(𝑘ⁿᵢ₋₁)

∆𝑥
= 𝑣𝑠 +β  

𝑘ᵢⁿ⁺¹

∆𝑡
=
𝑘ᵢⁿ

∆𝑡
+ (𝑣𝑠 + 𝛽) −

1

∆𝑥
[𝑞(𝑘ᵢⁿ) − 𝑞(𝑘ⁿᵢ₋₁)] 

Multiplying both sides by ∆𝑡, we have 

𝑘ᵢⁿ⁺¹ = 𝑘ᵢⁿ+ (𝑣𝑠 +β)∆𝑡- 
∆𝑡

∆𝑥
[𝑞(𝑘ᵢⁿ) − 𝑞(𝑘ⁿᵢ₋₁)]                                                                               (6.3)  

Where 𝑞(𝑘ᵢⁿ) = 𝑣𝑚𝑎𝑥 (𝑘ᵢⁿ −
(𝑘ᵢⁿ)²

𝜌𝑚𝑎𝑥
)                                                                                          (6.4) 

7.0 Stability and Physical Constraint Condition 

The implementation of the EUDS scheme is not straight forward. Since vehicles are moving in only 

one direction, so the characteristics speed
𝜕𝑞

𝜕𝑥
must be positive. Therefore, one needs to ensure the well-

posedness (physical constraint) condition: 

q'(𝑘ᵢⁿ) =𝑣𝑚𝑎𝑥  (1 −
2𝑘ᵢⁿ

𝑘𝑚𝑎𝑥
) ≥ 0                                                                                                          (7.1) 

Since the maximum velocity 𝑣𝑚𝑎𝑥˃ 0 

1 −
2𝑘ᵢⁿ

𝑘𝑚𝑎𝑥
≥ 0and

2𝑘ᵢⁿ

𝑘𝑚𝑎𝑥
≤ 1 

Hence, 𝑘𝑚𝑎𝑥≥ 2𝑘ᵢⁿ                                                                                                                                  (7.2) 

Which is the condition for well-posedness 

q'(𝑘ᵢⁿ) ≤  𝑣𝑚𝑎𝑥                                                                                                                      (7.3) 

Re-writing the non-linear PDE in (4.1) as  
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𝜕𝑘

𝜕𝑡
+ 𝑞′(𝑘)

𝜕(𝑘)

𝜕𝑥
= 𝑣𝑠 + 𝛽 

The explicit finite difference scheme (6.3) takes the form: 

𝑘ᵢⁿ⁺¹ = 𝑘ᵢⁿ - q′(𝑘)
∆𝑡

∆𝑥
[𝑘ᵢⁿ − 𝑘ⁿᵢ₋₁]+ (𝑣𝑠 + 𝛽)∆𝑡 

𝑘ᵢⁿ⁺¹= (1-λ) 𝑘ᵢⁿ + λ𝑘ⁿᵢ₋₁+(𝑣𝑠 + 𝛽)∆𝑡                                                                                                  (7.4)  

Where, λ=q′(𝑘)
∆𝑡

∆𝑥
                                                                                                                                    (7.5) 

Since, we are considering the source term “𝛽” to be constant, equation (7.4) implies that  

If λ ≤1, then the solution at the new time space is weighted average of the solution at the old time 

space. Implying that; 

λ= q′(𝑘)
∆𝑡

∆𝑥
≤ 1                                                                                                                                          (7.6) 

Then condition (7.6) can be guaranteed via (7.3) by  

γ = 
𝑣𝑚𝑎𝑥∆𝑡

∆𝑥
≤ 1                                                                                                                                            (7.7) 

Which is the stability condition involving the parameter𝑣𝑚𝑎𝑥. 

Thus, whenever one employs the stability condition (7.7), the physical constraints  

condition (7.2) can be guaranteed immediately by choosing  

𝑘𝑚𝑎𝑥 =αmaxᵢ𝑘₀ (𝑥ᵢ), α ≥ 2                                                                                                                    

(7.8) 

8.0 Incorporation of Initial and Boundary Data  

In order to perform numerical simulation, we consider the exact solution:   

𝑘(𝑥, 𝑡) = 𝑣𝑠𝑡 + 𝛽𝑡 + 𝑘ₒ (x−𝑣𝑚𝑎𝑥 (1 −
2𝑘

𝑘𝑚𝑎𝑥
)t) 

We consider the initial condition 𝑘ₒ (x) =
1

2
𝑥, then we have; 

𝑘(𝑥, 𝑡) = 𝑣𝑠𝑡 + 𝛽𝑡 +
1

2
 (x−𝑣𝑚𝑎𝑥  (1 −

2𝑘

𝑘𝑚𝑎𝑥
)t)                                                           (8.1) 

𝑘(𝑥, 𝑡) = 𝑣𝑠𝑡 + 𝛽𝑡 +
1

2
 (x−𝑣𝑚𝑎𝑥𝑡) +

1

2
( 
2𝑣𝑚𝑎𝑥𝑘

𝑘𝑚𝑎𝑥
)t)   

𝑘(𝑥, 𝑡) = 𝑣𝑠𝑡 + 𝛽𝑡 +
1

2
 (x−𝑣𝑚𝑎𝑥𝑡) +

𝑣𝑚𝑎𝑥𝑘𝑡

𝑘𝑚𝑎𝑥
 

𝑘(𝑥, 𝑡) =
𝑣𝑠𝑡+𝛽𝑡+(𝑥 − 𝑣𝑚𝑎𝑥𝑡)/2

1 − 𝑣𝑚𝑎𝑥𝑡/𝑘𝑚𝑎𝑥
                                                                                            (8.2) 

We prescribe the corresponding boundary value by the equation 

𝑘ₐ (𝑡) =  𝑘ₐ (𝑡, 𝑥𝑎) =
𝑣𝑠𝑡+𝛽𝑡+(𝑥𝑎− 𝑣𝑚𝑎𝑥𝑡)/2

1 − 𝑣𝑚𝑎𝑥𝑡/𝑘𝑚𝑎𝑥
                                                                     (8.3) 

Where 𝑥𝑎denotes the position of the left boundary. To present the numerical solution, we avoid the 

term 𝛽𝑡 from the right hand side of equation (8.3). Hence the boundary condition takes the following 

form: 

𝑘ₐ (𝑡) =  𝑘ₐ (𝑡, 𝑥𝑎) =
𝑥𝑎− 𝑣𝑚𝑎𝑥𝑡

2

1 − 𝑣𝑚𝑎𝑥𝑡/𝑘𝑚𝑎𝑥
                                                                               (8.4) 

To implement the numerical result we need to use the EUDS in (6.3) above. 

9.0 Model Assumptions 

To illustrate the analysis presented, we consider the following assumptions: 

i. A highway in the range of 20km. 
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ii. A source term inflow at β=10km. 

iii. A space grid size ∆𝑥 =0.25km  in model simulation. 

iv. A time grid size ∆𝑡=3 secs in model simulation. 

v. A maximum time tmax=12 minutes. 

Vi. 𝑘(0, 𝑥) = 25 ∗ sin (
𝑥

4
) + 30 as the initial condition. 

vii. A maximum density of𝑘=100cars/km. 

viii.Maximum velocities 𝑣𝑚𝑎𝑥=15km/h, 𝑣𝑚𝑎𝑥=20km/h, 𝑣𝑚𝑎𝑥=25km/h and 𝑣𝑚𝑎𝑥=30km/h were used 

to visualize the effect of source term and shockwave evaluation in our traffic equation. 

10.0 Numerical Scheme Algorithm  

The algorithm was developed to describe the step-by-step process of the traffic simulation for a non-

linear partial differential equation (pde). The outputs of the algorithm are measured in terms of traffic 

length, travel time and total number of vehicles passing through the section of the highway. The flow-

chart also describes the process by which the flow of the traffic is implemented along with defined 

parameters coupled with first order EUDS.  
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Figure 10.1 Flow Chart for the (EUDS) numerical scheme algorithm 

 

RESULTS AND DISCUSSION 
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11.0 Introduction 

In this section we present some numerical experiments conducted with the scheme introduced in the 

previous chapter, which is the first order Explicit Upwind Difference Scheme (EUDS) obtained in 

equation (6.3). In order to implement the Numerical scheme, we developed a computer program in 

MATLAB (version 7.5.0(R2007b), 2007) and performed numerical simulations as presented below. 

11.1 Comparison of Analytical and Numerical Results in case of EUDS 

 

Partial Validation of the finite difference scheme formulation of equation (6.3) and (6.4) has been 

performed by solving the finite difference formulation, and comparing those numerical results to the 

analytical solution expressed by equation (3.9). We discretized the spatial domain into some specific 

points and assumed that vehicles entering the inflow will caution the drivers’ behavior of driving on 

the highway, thereby reducing the speed at which they are moving towards the inflow source. 

 

Figure 11.1.1: Analytical and Numerical Results Comparison profile in case of EUDS 

11.2 Velocity Profile Using EUDS 

The following figures show the velocity profile for car position in 12 minutes with different maximum 

velocity level consideration. The velocity is computed by the specific linear-density relationship 

according to Greenshields (1935). 

This specific relation is of the following form: 

𝑣(𝑘) =  𝑣𝑚𝑎𝑥 (1 -
𝑘

𝑘𝑚𝑎𝑥
)  

The first order Explicit Upwind Difference Scheme (5.2) coupled with the above velocity-density 

relation were used to visualize the effect of the source term in the traffic flow model. 
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The program was run initially with t=0 for the values of time step size ∆𝑡 = 3secs and space step 

size ∆𝑥=0.25m. 

 
Figure 11.2.1.Velocity profile for car position in case of EUDS when 𝑣𝑚𝑎𝑥=15km/h 

According to the behavior of car velocity marked by “dot-dash line” in the above velocity profile 

diagram, we see that the inflow is acting on the 10th km position, so that for high density at that position, 

the velocity of cars suddenly decrease,  allowing the vehicles to slow down and adjust to the position 

of the chosen parameter. 

The above figure 11.2.1, also illustrate the behavior of vehicular shockwave as the traffic moves at a 

loss density, as such a state of free flow where vehicles moves freely on the highway is experienced. 

However, density increases to accommodate most of the flow at the long run whereby the speed drops 

as following vehicles also have to decelerate.  
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Figure 11.2.2.Velocity profile for car position in case of EUDS when 𝑣𝑚𝑎𝑥=20km/h 

The result displayed in figure 11.2.2. is the velocity profile diagram indicating car velocity marked by 

“dot-dash line”, it is observed that a constant rate inflow acted on the 10th km position as well, so that 

for high density at that position, the speed of cars suddenly decrease allowing the vehicles to slow 

down and adjust to the position of the chosen parameter. 

In figure 11.2.2 above, the formation of a shockwave speed on a single-lane road is presented. Initially, 

we can see that at the sections of the road fewer vehicles moving with higher speed at a free flow state 

suddenly decelerate due to increase in density of vehicles on the road where the velocity of a following 

vehicle cannot be greater than that of the car right ahead. Otherwise, collision will occur. A transient 

state is observed for a while as a result of the shockwave formed which propagate along the road.  
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Figure 11.2.3.Velocity profile for car position in case of EUDS when 𝑣𝑚𝑎𝑥=25km/h 

In the above velocity profile diagram showing car velocity marked by “dot-dash line”, it is clearly seen 

that a constant rate inflow acted on the 10th km position as well, so that for high density at that position, 

the speed of cars suddenly decrease allowing the vehicles to slow downand adjust to the position of 

the chosen parameter. 

For the shockwave speed depicted in the above figure 11.2.3, it can be observed that the wave of an 

increased density propagate upward to the left section of the road slowing down to a free flow state by 

the right section of the single-lane highway. The vehicular shockwave at the transient state as can be 

seen clearly above is due to the continuous slow down of all vehicles following the leading vehicle as 

a result of high density. Therefore, the leading vehicle on the right section has to slow down in order 

to avoid collision, until free flow is restored over the total affected road section. 
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Figure 11.2.4 Velocity profile for car position in case of EUDS when 𝑣𝑚𝑎𝑥=30km/h 

The velocity profile diagram in figure 11.2.4 above depicts the car velocity marked by “dot-dash line”, 

it revealed that an inflow is acting on the 10th km position of the single-lane highway considered as 

20km, so that for high density at that position, the speed of cars suddenly decreases allowing the 

vehicles to slow down and adjust to the position of the chosen parameter. 

 For the shockwave speed it can be clearly seen that as more and more vehicles occupy the road space 

the flow decreases, thereby resulting to drop in speed by the vehicles that causes fluctuation in the 

shockwave speed with which vehicles enters the transient state. As the density increases the 

equilibrium flow enters the congested phase.  

 

SUMMARY, CONCLUSION AND RECOMMENDATIONS 

12.0 Introduction 

In this paper, a general overview of the work is presented. Recommendations on the method adopted 

in the paper and fields of further research are suggested.  

12.1 Summary 

In this paper, effect of a source term in a traffic flow model for a single-lane highway is investigated 

and a shockwave evaluation is presented. An analytical solution of the non-linear partial differential 

equation for the traffic flow equation is obtained by characteristics method; result obtained is verified 

using Explicit Upwind Difference Scheme by developing a computer program in MATLAB (version 
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7.5.0(R2007b), 2007). Similarly some numerical experiments conducted with different traffic 

parameters were presented and discussed. 

12.2 Conclusion 

In this paper, the traffic flow model presented gave the expected results. The LWR model has been 

verified for a particular position of the road using dissipation and a shockwave speed terms and the 

results were found to be consistent with the values of the parameters chosen. The method of 

characteristics was used to solve the PDE which yield a characteristics curve of the form𝑘(𝑥, 𝑡) =

𝑣ₛ𝑡 + 𝛽𝑡 + 𝑘ₒ (x−𝑣𝑚𝑎𝑥  (1 −
2𝑘

𝑘𝑚𝑎𝑥
)t  ). 

Consequently, our numerical scheme was derived using Taylor’s series expansion. The finite difference 

scheme has been used to solve the traffic flow model. Matlab software was used in carrying out the 

simulation in order to implement the EUDS. We evaluated the model performance by a shockwave 

speed and a dissipation term. The outcome of different traffic parameters such as dissipation term, 

shockwave speed term and varying maximum velocities, has also been presented. Stability and 

physical constraint conditions were also established.  

12.3 Recommendations 

Numerically, it was clearly seen that the dissipation term effect and the shockwaves on our roads can 

be viewed directly with some varying maximum velocities. 

To prevent congestion and to improve efficiency, traffic should move at a density corresponding to 

maximum traffic flow. Therefore it is recommended that we should use other methods to solve the 

LWR model instead of the method of characteristics. The effect of shockwaves on multilane models 

with bottleneck should be investigated. This is left for future research. 
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APPENDIX 

Matlab Program  

Clear   %clear workspaces 

clc 

%define variables 

xmin=0;   %minimum value of x 

xmax=20;   %maximum value of x 

N=100;   %no.of nodes-1 

dt=0.3;   %timestep 

kmax=100;   %maximum density 

s=10;   %source term 

t=0;   %time 

h=5;                % vmax increment 

Vmax=15+h;   %Maximum velocity 

dx=0.25; 

k0=0.5; 

k1=15+h; 

k2=30+h; 

q1=20+h; 

q2=25+h; 

x=xmin-dx:dx:xmax+dx; %discretise the domain  

%set initial conditions 

ko=25*sin(x/4)+30; 

k=ko; 

kn=Vmax*(1-k/kmax); 

vs=(q2-q1)/(k2-k1) 

qpn=pn; 

knk1=qkn; 

%loop through time 

nsteps=tmax/dt; 

for n=1:nsteps  %calculate boundary conditions 

            kn(1)=k(3); 

        kn(N+3)=k(N+1); 

%calculate the FOU scheme 

for i=2:N+1 

        qkn(i)=Vmax*(kn(i)-((kn(i).^2)/kmax)); 

        knk1(i)=kn(i)+(s*dt)-(dt/dx)*(qkn(i)-qkn(i-1)); 

end 

%update t and k 

    t=t+dt; 

    k=knk1; 
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%plot solution 

    plot(x,k,'bo-','Markerfacecolor','b'); 

hold on 

    plot(x,vs,’m’,’Markerfacecolor’,’g’); 

    grid on 

axis([xmin xmax -6 100]) 

xlabel('highway in km','fontsize',16); 

ylabel('Car velocity in km/hr','fontsize',16) 

    legend('velocity'); 

    title(sprintf('time=%1.3f',t),'fontsize',16) 

    shg 

    pause (dt); 

end 
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Abstract 

In this study, we used standard incidence rate to examine the treatment impact on infected patients and 

developed, grew, and analyzed an SEIR deterministic mathematical model of Lassa fever in Nigeria. 

Empirical and mathematical models demonstrate the model's viability. 

The basic reproduction number 𝑅0 that depends on ten parameters which is the important threshold 

has been obtained, together with the basic control parameters say transmission coefficient 𝛽ℎ and 

treatment coefficient 𝛾 that can help us to control the spread of the Lassa fever disease. Both the 

endemic and disease-free equilibrium points, which are demonstrated to be present in the model, are 

asymptotically stable both locally and globally, provided specific threshold parameters are fulfilled. 

Additionally, we demonstrated that treating affected populations early lowers the number of infected 

people, which in turn lowers the dynamics of Lassa fever disease spread within a community. 

Keywords: Lassa fever, mathematical model, basic reproduction number, stability analysis, control 

Parameters. 

 

Introduction 

A zoonotic viral infection, Lassa fever is also known as Lassa hemorrhagic fever. It is caused by the 

Lassa virus, a single-stranded RNA virus belonging to the Arenaviridae family [(Peterson et al.,2014, 

Ibrahim and Denes (2021)]. The primary host of this virus, which is prevalent in Sub-Saharan Africa 

and one of the most frequent rodent species, is the mastomys natalensis, also known as the 

multimammate rat [(Zhao et al., 2020), (Gibb et al., 2017)& Richmond and Baglole (2013)]. The virus 

that causes Lassa fever was initially discovered in 1969 in the northern Nigerian state of Borno.  

However, the estimated annual prevalence in West African regions, both eastern and western, varies 

from 100,000 to 500,000 cases, with approximately 5,000 fatalities [(Grenenky et al., 2017), (Mariem 

et al., 2019) & (Olugasa et al., 2015)]. This momentum made it necessary for the World Health 

Organization (WHO) and the Centers for Disease Control and Prevention (CDC) to declare Lassa fever 

an endemic disease in Western Africa. Therefore. Liberia, Guinea, Sierra Leone, and Nigeria are among 

the nations most at risk of contracting Lassa fever (belt) [(Greenky et al., 2017), (Musa et al., 2020), 

(Davies et al., 2019) & ( Peter et al.,2020)]. There have been numerous breakouts from the 

aforementioned countries over the years, with Nigeria reportedly experiencing the worst pandemic.  
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Although there are a number of factors, including inadequate healthcare facilities, a dirty environment, 

and inadequate personal hygiene, that contribute to the annual rise in Lassa virus infections, rainfall 

and the transportation of produced food into our communities are also important considerations. Lassa 

fever prevalence is dependent on human efforts to lower the disease's transmission proportion. These 

activities are linked to an improvement or increase in the host reservoir (mastomys rodents) to migrate 

from their natural habitation to the human environment [(Zhao et al., 2020), (Onah and Collins (2020)].  

Given that Lassa fever has an incubation period ranging from six to twenty-one days, infected 

individuals are anticipated to exhibit clinical symptoms after this exposure period. Despite the fact that 

only a small percentage of infected persons experience symptoms like fever, headaches, sore throats, 

coughing, muscle discomfort, and weakness. However, in more severe situations, an infected person 

may experience additional side effects such low blood pressure, face swelling, nasal bleeding, and 

respiratory distress [(Ibrahim and Denes (2021), (Peter et al., 2020) & (Bakare et al., 2020)]. In a more 

dire circumstance, neurological issues caused by this disease may result in death fourteen days after 

the onset of symptoms [(Ibrahim and Denes (2021), (Bakare et al., 2020)]. The main way that humans 

contract the Lassa virus is through human. Since there is currently no vaccine to prevent Lassa fever, 

infection prevention is crucial to limiting the disease's spread throughout the general public. Since it 

is currently impractical to eradicate the mastomys rodent population, measures to prevent the 

infection's spread include encouraging good personal hygiene to prevent coming into contact with the 

secretions or excretions of infected rodents and putting in place standard medical facilities for efficient 

patient testing, diagnosis, and treatment (Davies et al., 2019). 

Although there is currently no known vaccine or cure for Lassa fever, ribavirin, an antiviral medication, 

has been shown to be an effective treatment for patients with Lassa fever when given early in the 

infection cycle (Mariem et al., 2019; Musa et al., 2020). Therefore, our understanding of the virus's 

transmission dynamics is still incomplete and far from complete. As a result, it's critical to carry out a 

variety of studies and investigate fresh approaches and strategies right once in order to improve our 

comprehension of the virus's spread and contain its spread. In the past ten years, mathematical models 

have developed into essential resources for researching the dynamics of diseases within a certain 

community. The usage has recently developed. Onah et al. (2020) employed optimal control theory to 

ascertain the most economical means of mitigating disease transmission. This was achieved by 

incorporating various control intervention strategies, including treatment, isolation, external 

protection, and rodent control, into an extended SIR-SI-type compartmental model. A forward 

bifurcation between the endemic and disease-free equilibriums with a stability switch was 

demonstrated by Musa et al. (2020). Their approach explains hospitalization, seclusion, and quarantine 

as well as human-rodent interactions. Zhao et al. (2020) examined the epidemiological characteristics 

of Lassa outbreaks throughout different parts of Nigeria and found a relationship between rainfall and 

the number of reproductions. Reproduction numbers estimated from four different growth models, 

models fitted to Lassa surveillance data, and other factors were used to determine Lassa's infectivity. 

The Model System Description and Formulation 

This research will focus on how treatments affects the dynamics of Lassa fever virus diseases and how 

far along the infection spreads in the human population. Thus, in the following ways, our suggested 

models build upon the work of James et al. (2015) 
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i. Incorporating exposed, treatment and recovered compartments with treatment as control 

measure, is not considered in James et al. (2015). 

ii.  Sub dividing the reservoir population (rodents) In to susceptible and infected 

compartments. is not considered in James et al. (2015). 

iii. We Extend our model to SEIR type while SIR model type was used in James et al. (2015). 

iv. The Probability or proportion of susceptible to be becomes infectious in both humans and 

reservoir (rodents) population, is not considered in (James et al., 2015). 

v. Standard incidence rate used while bilinear incidence rate was used in (James et al., 2015). 

Thus, the proposed extended model is formulated based on the following considerations. 

(a) Homogeneous mixing of members of the population under consideration with equal chances 

of transmitting the virus.  

(b) the Probability of susceptible individuals to be becomes infectious in the population under 

consideration by the proportion of (1 − 𝜃), with the transmission rate 𝛽 and 0 ≤ 𝜃 ≤ 1. 

(c) Successful treatment of individuals to becomes recovered, does not guarantee    permanent 

immunity. But they do confer some immunity from their primary infection, and since there is 

no absolute cure for Lassa fever, they may also have a relapse of the disease back into the 

infectious class. 

Hence, the total human and  population at time t, is divided into five (5) compartments such that 

𝑁ℎ(𝑡) = 𝑆ℎ(𝑡) + 𝐸ℎ(𝑡) + 𝐼ℎ(𝑡) + 𝑇ℎ(𝑡) + 𝑅ℎ(𝑡) and the total rodents  population at time t is divided 

in to two (2) compartments such that 𝑁𝑟(𝑡) =  𝑆𝑟(𝑡) +  𝐼𝑟(𝑡) .  

In the  model (1),   𝑆ℎ(𝑡); 𝐸ℎ(𝑡); 𝐼ℎ(𝑡);  𝑇ℎ(𝑡);  𝑅ℎ(𝑡);  𝑆𝑟(𝑡) 𝑎𝑛𝑑 𝐼𝑟(𝑡) are the state variables used to 

represent the Susceptible human, Exposed human, Infected human, Recovery human, Treated human, 

Susceptible mastomys rats’ and Infected mastomys rats compartment respectively, with the 

assumptions that all parameters in the model (1) are constants.  

Thus, the susceptible population with risk of Lassa virus infection 𝑆ℎ(𝑡) is generated by recruitment 

of humans at a constant rate Λℎ (all humans recruited into the population are assumed to be at risk of 

Lassa-infection), All infected individuals move into the susceptible population due to treatment failure 

at rate φ, the population is decreased by natural death at a rate 𝜇, following the effective contact with 

𝛽ℎ the human-to-human contact rate and 𝛽𝑟 a mastomys rat-to-human contact rate. 

The exposed population 𝐸ℎ(𝑡) is produced following the effective contact with 𝛽ℎ the human-to-

human contact rate and 𝛽𝑟 a mastomys rat-to-human contact rate, and further reduce by the proportion 

of susceptible individuals that becomes infectious at (1 − 𝜃) and natural death at a rate 𝜇. 

The infected population   𝐼ℎ(𝑡) is increased by 𝜉  the proportion of exposed individuals that becomes 

infectious at (1 − 𝜃), which decreased by 𝜙 a recovery rate of infectious human, and rates at which 

infected humans move to treatment class 𝛾 together with natural death of human population 𝜇  and the 

induced death of infectious individual at  𝛼1. 

The population of treated individuals 𝑇ℎ(𝑡) is generated as a result of treatment of infected individuals 

at rate 𝛾, and diminished by the ψ rate of recovery, all infected individuals move into the susceptible 
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population due to treatment failure at rate φ,natural death at a rate 𝜇, together with  𝛼2  the induced 

death of individual under treatment. 

The population of recovered individuals 𝑅ℎ(𝑡) is composed as a result of recovery of treated 

individuals at rate ψ together with recovery rate of infected individuals and decreased by natural death 

at a rate 𝜇. 

Similarly, the population of susceptible mastomys rat (rodents)  𝑆𝑟(𝑡) is generated by recruitment of 

rodents at a constant rate Λ𝑟, which decreased by the population of natural death at a rate 𝜗, following 

the effective contact with 𝛽𝑟 the transmission rate of mastomys rat-to-mastomys rat. 

The population of infected mastomys rats (rodents)  𝐼𝑟(𝑡) is produced following the effective contact 

with 𝛽𝑟 the transmission rate of mastomys rat-to-mastomys rat. and only diminished by natural death 

of mastomys rat’s (rodents) at a rate 𝜗.  

Thus, the transfer diagram of the model system shown in Fig. 1. Together with above descriptions, 

yield the following model equations: 

 

𝑑𝑆ℎ
𝑑𝑡

= Λℎ + φ𝑇ℎ − (𝜆ℎ + 𝜇)𝑆ℎ 

𝑑𝐸ℎ
𝑑𝑡

= 𝜆ℎ𝑆 − [𝜉(1 − 𝜃) + 𝜇]𝐸ℎ 

𝑑𝐼ℎ
𝑑𝑡
= 𝜉(1 − 𝜃)𝐸ℎ − (𝜙 + 𝛾 + 𝜇 + 𝛼1)𝐼ℎ 

𝑑𝑇ℎ
𝑑𝑡

= 𝛾𝐼ℎ − (𝜓 + φ + 𝜇 + 𝛼2)𝑇ℎ                                                                                                    (1) 

𝑑𝑅ℎ
𝑑𝑡

= ϕ𝐼ℎ + 𝜓𝑇ℎ − 𝜇𝑅ℎ                 

𝑑𝑆𝑟
𝑑𝑡

= Λ𝑟 − (𝜆𝑟 + 𝜗)𝑆𝑟 

𝑑𝐼𝑟
𝑑𝑡
= 𝜆ℎ𝑆𝑟 − 𝜗𝐼𝑟 

 

With 𝜆ℎ =
𝛽ℎ𝐼ℎ+𝛽𝑟𝐼𝑟

𝑁ℎ
   𝑎𝑛𝑑    𝜆𝑟 =

𝛽𝑟𝐼𝑟

𝑁𝑟
                                                                                               (2) 

where 𝛽ℎ is the effective contact rate for human-to-human transmission, 𝛽𝑟 is a mastomys rat-to-human 

effective contact rate. 
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Description of the state variables and the parameters of the flow chart model 

               Table 1.  The State Variables of the Flow Chart Model System 

Symbol of the 

Variable 

Description 

𝑆ℎ(𝑡) Susceptible human compartment 

𝐸ℎ(𝑡) Exposed human compartment 

𝐼ℎ(𝑡) Infected human compartment 

𝑇ℎ(𝑡) Treatment compartment  

𝑅ℎ(𝑡) Recovery human compartment 

𝑆𝑟(𝑡) Susceptible mastomys rats’ compartment 

𝐼𝑟(𝑡) Infected mastomys rats’ compartment 
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                        Table 2. The Parameters of the Flow Chart Model System 

Symbol of the 

Parameters 

Descriptions 

Λℎ𝑎𝑛𝑑Λ𝑟 Rate of recruitment of susceptible human and mastomys rat’s population 

𝜇 Rate of natural death in human  

𝜗 Rate of natural death in mastomys rat’s  

Ψ Recovery rate of treated individuals  

𝜙 Recovery rate of infected individuals  

𝜑 Rate of treatment failure 

𝛾 Rate of treatment (Rates at which infected humans move to treatment class)  

(1 − 𝜃) Proportion of new exposed individual that become symptomatically infected 

𝜉 Rate at which an exposed individual becomes infectious 

        𝛼1 and 𝛼2 Rate of induced death of infectious individual and individual under treatment. 

Respectively 

𝛽ℎ The Transmission rate of human population 

𝛽𝑟 The Transmission rate of mastomys rat’s population 

 

Positivity and Boundedness  

To verify that the differential equation system in (1) is both mathematically and biologically 

meaningful, let us now demonstrate the positivity and boundedness of our model's solutions.  

Theorem1.𝐿𝑒𝑡 𝑡ℎ𝑒 𝑖𝑛𝑖𝑡𝑖𝑎𝑙 𝑐𝑜𝑑𝑖𝑡𝑖𝑜𝑛𝑠 𝑆ℎ(0) > 0, 𝐸ℎ(0) > 0, 𝐼ℎ(0) > 0, 𝑇ℎ(0) > 0, 𝑅ℎ(0) >

0, 𝑆𝑟(0) > 0, 𝑎𝑛𝑑 𝐼𝑟(0) > 0, 𝑡ℎ𝑒𝑛  𝑡ℎ𝑒 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 𝑜𝑓 𝑆ℎ(𝑡), 𝐸ℎ(𝑡), 𝐼ℎ(𝑡), 𝑇ℎ(𝑡), 𝑅ℎ(𝑡), 𝑆𝑟(𝑡) 𝑎𝑛𝑑 

 𝐼𝑟(𝑡) 𝑜𝑓 𝑡ℎ𝑒 𝑚𝑜𝑑𝑒𝑙 𝑠𝑦𝑠𝑡𝑒𝑚 (1) are positive for all 𝑡 ≥ 0. 

Proof. Suppose 𝑆(𝑡) is not positive, then there exists a first time, say 𝑡∗ > 0, such that 𝑆ℎ(𝑡) > 0   For 

all 𝑡 ∈ [0, 𝑡∗) and 𝑆ℎ(𝑡
∗) = 0. By inspection of the equation of 𝐸ℎ(𝑡), we have that  

𝑑𝐸ℎ
𝑑𝑡

≥ −[𝜉(1 − 𝜃) + 𝜇]𝐸ℎ(𝑡), 𝑓𝑜𝑟  𝑡 ∈ [0, 𝑡
∗),  

Hence, it follows that, 

                                           𝐸ℎ > 0 𝑓𝑜𝑟 𝑡 ∈ [0, 𝑡
∗). 

Thus, it is clear from the first equation of model system (1) that  

                                         
𝑑𝑆ℎ

𝑑𝑡
≥ −(𝜆ℎ + 𝜇)𝑆ℎ(𝑡), 𝑓𝑜𝑟 𝑡 ∈ [0, 𝑡

∗). 
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It follows that 𝑆ℎ(𝑡
∗) > 0 which contradicts 𝑆ℎ(𝑡

∗) = 0. therefore, 𝑆ℎ(𝑡) is positive. Using similar 

approach as that for 𝑆ℎ(𝑡),it is easy to show that𝐸ℎ(0) > 0, 𝐼ℎ(0) > 0, 𝑇ℎ(0) > 0, 𝑅ℎ(0) > 0, 𝑆𝑟(0) >

0, 𝑎𝑛𝑑 𝐼𝑟(0) > 0. Hence the proof. 

Invariant Region 

In order to retain the biological feasible region of the model system (1) we consider the biologically 

feasible region consisting of   

Δ = Δℎ × Δ𝑟 ∈ ℝ+
5 × ℝ+

2   

with  

Δℎ = {𝑆ℎ, 𝐸ℎ, 𝐼ℎ, 𝑇ℎ, 𝑅ℎ  ∈ ℝ+
5  : 𝑁ℎ ≤

Λℎ

𝜇
   } 

And 

Δ𝑟 = { 𝑆𝑟,  𝐼𝑟 , ∈ ℝ+
2  : 𝑁𝑟 ≤

Λ𝑟

𝜗
 } 

It can be shown that the set Δ  is a positively invariant set and global attractor of this system. This 

implies any phase trajectory initiated anywhere in the nonnegative region ℝ+
7  enters the feasible 

region  Δ and remains in  thereafter. 

Lemma 1. The biological feasible region  Δ = Δℎ ∪ Δ𝑟 ⊂ ℝ+
5 ×ℝ+

2  of the Lassa fever model (1) is 

positively invariant with nonnegative initial conditions in ℝ+
7 . 

Proof 

The following steps are followed to establish the positive invariance of Δ  (i.e., solutions in Δ  remain 

in Δ  for all 𝑡 > 0). The rate of change of the total human and rodent populations 𝑁ℎand 𝑁𝑟 respectively, 

are obtained by adding the respective components of model (1) which result to  

𝑑𝑁ℎ(𝑡)

𝑑𝑡
= Λℎ − 𝜇𝑁ℎ(𝑡) − {(𝛼1)𝐼ℎ(𝑡) + (𝛼2)𝑇ℎ(𝑡)} 𝑎𝑛𝑑 

𝑑𝑁𝑟(𝑡)

𝑑𝑡
= Λ𝑟 − 𝜗𝑁𝑟(𝑡) 

so that,  

𝑑𝑁ℎ(𝑡)

𝑑𝑡
≤ Λℎ − 𝜇𝑁ℎ(𝑡) 𝑎𝑛𝑑 

𝑑𝑁𝑟(𝑡)

𝑑𝑡
≤ Λ𝑟 − 𝜗𝑁𝑟(𝑡)                                                                   (2) 

Hence, 𝑁ℎ(𝑡) ≤ 𝜇𝑁ℎ(0)𝑒
𝜇𝑡  +

Λℎ

𝜇
(1 − 𝑒−𝜇𝑡) 𝑎𝑛𝑑 𝑁𝑟(𝑡) ≤ 𝜗𝑁𝑟(0)𝑒

𝜗𝑡  +
Λ𝑟

𝜗
(1 − 𝑒−𝜗𝑡).   

In particular, 𝑁ℎ(𝑡) ≤
Λℎ

𝜇
 𝑎𝑛𝑑 𝑁𝑟(𝑡) ≤  +

Λ𝑟

𝜗
 if the total human population and rodent population at 

the initial instant of time, 𝑁ℎ(0) ≤
Λℎ

𝜇
 𝑎𝑛𝑑 𝑁𝑟(0) ≤  +

Λ𝑟

𝜗
, respectively. So, the region Δ  is positively 

invariant. Thus, it is consequently adequate to consider the dynamics of Lassa fever governed by model 
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(1) in the biological feasible region Δ , where the model is considered to be epidemiologically and 

mathematically well posed see (Lakshmikanthan, et al 1989; Ojo, et al, 2017).  

Existence and Stability of Lassa Fever Free Equilibrium (LFFE)  

Setting the right-hand side of equation (1) to zero will result in the steady-state solution where the 

Lassa fever free equilibrium of model (1) is reached in the absence of Lassa fever infection. such that 

𝑆ℎ
∗ = 𝐸ℎ

∗ = 𝐼ℎ
∗ = 𝑇ℎ

∗ = 𝑅ℎ
∗ = 𝑆𝑟

∗ = 𝐼𝑟
∗ = 0 and solve it simultaneously we get the disease-free 

equilibrium state denoted by ℇ0 and is given by  

ℇ0 = (𝑆ℎ
∗, 𝐸ℎ

∗, 𝐼ℎ
∗, 𝑇ℎ

∗, 𝑅ℎ
∗, 𝑆𝑟

∗, 𝐼𝑟
∗) = (

Λℎ
𝜇
, 0,0,0,0,

Λ𝑟
𝜗
, 0)                                                     (3) 

Basic Reproduction Number 

The next-generation matrix method is used on system (1) for determining the reproduction number 

ℛ0. The epidemiological quantity ℛ0, called the reproduction number, measures the typical number of 

Lassa fever cases that a Lassa fever-infected individual can generate in a human population that is 

completely susceptible (Lakshmikantham, et al, 1989; Oke, et al, 2020). 

The matrices 𝐹 and 𝑉 for the new infection terms and the remaining transfer or transition terms are 

shown below, it follows that the basic reproduction number of model system (1) is calculated as follows  

 

  

|

|

|

𝐺𝑎𝑖𝑛 𝑡𝑜 𝐸
𝐺𝑎𝑖𝑛 𝑡𝑜 𝐼
𝐺𝑎𝑖𝑛 𝑡𝑜 𝑇
𝐺𝑎𝑖𝑛 𝑡𝑜  𝐼𝑟

𝑙𝑜𝑠𝑠𝑒𝑠 𝑓𝑟𝑜𝑚 𝐸
𝑙𝑜𝑠𝑠𝑒𝑠 𝑓𝑟𝑜𝑚 𝐼
𝑜𝑠𝑠𝑒𝑠 𝑓𝑟𝑜𝑚 𝑇
𝑙𝑜𝑠𝑠𝑒𝑠 𝑓𝑟𝑜𝑚  𝐼𝑟

|

|

|

(
𝛽ℎ𝐼ℎ+𝛽𝑟𝐼𝑟

𝑁ℎ
)𝑆ℎ

0
0

(
𝛽𝑟𝐼𝑟

𝑁𝑟
)𝑆𝑟

[𝜉(1 − 𝜃) + 𝜇]𝐸ℎ
−𝜉(1 − 𝜃)𝐸ℎ + (𝜙 + 𝛾 + 𝜇 + 𝛼1)𝐼ℎ
−𝛾𝐼ℎ + (𝜓 + φ + 𝜇 + 𝛼2)𝑇ℎ

ϑ𝐼𝑟

|

|

|

 

That is by considering the most relevant equations in the model system (1) say, 

 𝐸ℎ(𝑡), 𝐼ℎ(𝑡), 𝑇ℎ(𝑡) 𝑎𝑛𝑑  𝐼𝑟(𝑡),  thus, the gain (the new infection terms) and losses (the transfer or 

transition terms) expressions associated with the model (1) using next generation method gives 

Gain ⇒  𝐹 =  (

0
0
0
0

𝛽ℎ
0
0
0

0
0
0
0

𝛽𝑟
0
0
𝛽𝑟

)    

Losses ⇒  𝑉 =  (

𝐾1
−𝐾2
0
0

0
𝐾3
−𝛾
0

0
0
𝐾4
0

0
0
0
ϑ

) 
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𝑉−1 =

(

 
 
 
 
 
 

1

𝐾1
0 0 0

𝐾2
𝐾1𝐾3

1

𝐾3
0 0

𝛾𝐾2
𝐾1𝐾3𝐾4

𝛾

𝐾3𝐾4

1

𝐾4
0

0 0 0
1

ϑ)

 
 
 
 
 
 

                                                                         

Where 𝐾1 = [𝜉(1 − 𝜃) + 𝜇], 𝐾2 = 𝜉(1 − 𝜃), 𝐾3 = (𝜙 + 𝛾 + 𝜇 + 𝛼1) 𝑎𝑛𝑑 𝐾4 = (𝜓 + φ + 𝜇 +

𝛼2)                                                                                                                                                     (4) 

Thus, the spectral radius of the next-generation 𝐹𝑉−1,is the basic reproduction ℛ0 of the model (1) it 

follows then that the associated reproduction number denoted by ℛ0, is obtained as follows: 

ℛ0 =
ϑ𝛽ℎ𝐾2 + 𝛽𝑟𝐾1𝐾3

𝐾1𝐾3ϑ
                                                                                                                                    (5) 

With ℛ0ℎ =
𝛽ℎ𝐾2

𝐾1𝐾3
 𝑎𝑛𝑑 ℛ0𝑟 =

𝛽𝑟
ϑ
                                                                                                                       (6) 

Where ℛ0ℎ defined the basic reproduction number of human population and ℛ0𝑟 defined the basic 

reproduction number of rodents respectively.  

Stability Analysis 

Lemma 2: The disease – free equilibrium (DFE) of the (LASV) model system (1), given ℇ0, is locally 

asymptotically stable if ℛ0 < 1 and 𝜀0  is unstable if ℛ0 > 1.  

Proof. 

We prove the Lemma 2 using linearization method. The Jacobian matrix associated with the LASV 

model at the DFE, ℇ0 = (𝑆ℎ
∗, 𝐸ℎ

∗, 𝐼ℎ
∗, 𝑇ℎ

∗, 𝑅ℎ
∗, 𝑆𝑟

∗, 𝐼𝑟
∗) = (

Λℎ

𝜇
, 0,0,0,0,

Λ𝑟

𝜗
, 0) is given by 

𝐽(𝜀0 ) =

(

 
 
 
 

−𝜇
0
0
0
0
0
0

0
−𝐾1
𝐾2
0
0
0
0

−𝛽ℎ
0
−𝐾3
𝛾
𝜙
0
0

φ
0
0
−𝐾4
𝜓
0
0

0
0
0
0
−𝜇
0
0

0
0
0
0
0
−𝜗
0

𝛽𝑟
0
0
0
0
−𝛽𝑟
−𝜗)

 
 
 
 

                                                                                                                           (7) 

With 𝐾1, 𝐾2, 𝐾3, 𝑎𝑛𝑑 𝐾4 same as in (4) 

The eigenvalues can be determined by solving the characteristic equation |𝐽 − 𝜆𝐼| = 0. Now 

Evaluating the eigenvalues of the Jacobian matrix  𝐽  we found that the following eigenvalues  

−𝐾4 , −𝐾3 , −𝐾1, −𝜗, − 𝜇, −𝜗 𝑎𝑛𝑑 − 𝜇 are all real and negative. Hence,𝜀0 is locally asymptotically 

stable whenever ℛ0 < 1, and the above lemma has been proved accordingly. 

Global Stability of Lassa Fever-Free Equilibrium 
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 The global stability of the Lassa fever-free equilibrium ℇ0 of the model system (1), can be examine 

since ℇ0 is locally asymptotically stable from above lemma.  

Theorem 2 The Lassa fever disease-free equilibrium ℇ0 is globally asymptotically stable (GAS) of 

model system (1) if ℛ0 < 1, 𝑖𝑛 𝑡ℎ𝑒 𝑖𝑛𝑡𝑒𝑟𝑖𝑜𝑟 𝑜𝑓 Δ. 

Proof. Comparisons theorem allow us to prove the above theorem in the following sense. Now let 

consider the next generation matrix together with the infected compartments as  

𝐹 = (

0
0
0
0

𝛽ℎ
0
0
0

0
0
0
0

𝛽𝑟
0
0
𝛽𝑟

) ,  𝑉 =  (

𝐾1
−𝐾2
0
0

0
𝐾3
−𝛾
0

0
0
𝐾4
0

0
0
0
ϑ

) and 𝑍 = (

𝐸ℎ
𝐼ℎ
𝑇ℎ
 𝐼𝑟

) 

Then the rate of change of the infected compartments of model (1) can be written in the form 

 
𝒅𝒁

𝒅𝒕
= (F − V)Z − JZ                                                                                                                             (𝟖) 

So that 

JZ = (

−𝐾1
𝐾2
0
0

𝛽ℎ
−𝐾3
𝛾
0

0
0
−𝐾4
0

𝛽𝑟
0
0

𝛽𝑟 − ϑ

)(

𝐸ℎ
𝐼ℎ
𝑇ℎ
 𝐼𝑟

)−

(

 
 
 
 

𝛽ℎ𝐼ℎ + 𝛽𝑟𝐼𝑟
𝑁ℎ

)𝑆ℎ − [𝜉(1 − 𝜃) + 𝜇]𝐸ℎ

𝜉(1 − 𝜃)𝐸ℎ + (𝜙 + 𝛾 + 𝜇 + 𝛼1)𝐼ℎ
𝛾𝐼ℎ + (𝜓 + φ + 𝜇 + 𝛼2)𝑇ℎ

(
𝛽𝑟𝐼𝑟
𝑁𝑟
)𝑆𝑟 − ϑ𝐼𝑟 )

 
 
 
 

 

JZ =

(

 
 
 0
0
0
0

𝛽ℎ (1 −
𝑆ℎ
𝑁ℎ
)

0
0
0

0
0
0
0

𝛽𝑟 (1 −
𝑆𝑟
𝑁𝑟
)

0
0

𝛽𝑟 (1 −
𝑆𝑟
𝑁𝑟
)
)

 
 
 
(

𝐸ℎ
𝐼ℎ
𝑇ℎ
 𝐼𝑟

) 

With  𝐽 =

(

 
 
0
0
0
0

𝛽ℎ (1 −
𝑆ℎ

𝑁ℎ
)

0
0
0

0
0
0
0

𝛽𝑟 (1 −
𝑆𝑟

𝑁𝑟
)

0
0

𝛽𝑟 (1 −
𝑆𝑟

𝑁𝑟
))

 
 

 

It can be observed that 𝐽 is a non-negative matrix since 𝑆ℎ(𝑡) ≤ 𝑁ℎ(𝑡) ≤
Λℎ

𝜇
and 𝑆𝑟(𝑡) ≤ 𝑁𝑟(𝑡) ≤

Λ𝑟 

𝜗 
 

In the invariant set. Hence it follows that 
𝑑𝑍

𝑑𝑡
≤ (𝐹 − 𝑉)𝑍                                                                                                                                        (9)                                                         

Considering the fact that eigenvalues of the matrix 𝐹 − 𝑉  all have negative real parts, which coincide 

with our local stability result, where ρ(𝐹𝑉−1) < 1 if 𝑅0 < 1, (Van den Driessche and Watmough 

2002)). It follows that the linearized differential inequality of (9) is stable whenever 𝑅0 < 1. 
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Consequently, (𝐸ℎ, 𝐼ℎ, 𝑇ℎ, 𝐼𝑟) → (0,0,0,0) 𝑎𝑠 𝑡 → ∞. Thus, by comparison theorem, (𝐸ℎ, 𝐼ℎ, 𝑇ℎ, 𝐼𝑟) →

(0,0,0,0) 𝑎𝑠 𝑡 → ∞. Substituting 𝐸ℎ = 𝐼ℎ = 𝑇ℎ = 𝐼𝑟 = 0 in (8) gives 𝑆ℎ(𝑡) → 𝑆ℎ
∗ as 𝑡 → ∞ and 

𝑆𝑟(𝑡) → 𝑆𝑟
∗ as 𝑡 → ∞. Thus, (𝑆ℎ(𝑡), 𝐸ℎ, 𝐼ℎ(𝑡), 𝑇ℎ, 𝑅ℎ, 𝑆𝑟(𝑡), 𝐼𝑟(𝑡)) → (𝑆ℎ

∗ , 0,00,0, , 𝑆𝑟
∗, 0) 𝑎𝑠 𝑡 →

∞ for 𝑅0 < 1. Thus, 𝜀0 is GAS if 𝑅0 < 1. 

Existence and stability of Endemic Equilibria 

 Lassa fever endemic equilibrium points of model (1) is obtained at the steady-state solution in the 

presence of Lassa fever infection in the population. there in by setting the right-hand side of equation 

(1) equal to zero and solve it simultaneously in terms of the associated form of infection we get the 

Lassa fever endemic equilibrium points state denoted by ℇ1 and is given by ℇ1 =

(𝑆ℎ
∗∗, 𝐸ℎ

∗∗, 𝐼ℎ
∗∗, 𝑇ℎ

∗∗, 𝑅ℎ
∗∗, 𝑆𝑟

∗∗, 𝐼𝑟
∗∗), Therefore, the endemic equilibrium point of the model system  

(1) is obtained as 

 

𝑆ℎ
∗∗ =

𝐾1𝐾3𝐾4 Λℎ 
(𝐾1𝐾3𝐾4 − 𝛾𝜑𝐾2)𝜆ℎ

∗∗ + 𝜇𝐾1𝐾3𝐾4 

 

 

𝐸ℎ
∗∗ =

𝐾3𝐾4 Λℎ 𝜆ℎ
∗∗

(𝐾1𝐾3𝐾4 − 𝛾𝜑𝐾2)𝜆ℎ
∗∗ + 𝜇𝐾1𝐾3𝐾4 

 

𝐼ℎ
∗∗ =

𝐾2𝐾4 Λℎ 𝜆ℎ
∗∗

(𝐾1𝐾3𝐾4 − 𝛾𝜑𝐾2)𝜆ℎ
∗∗ + 𝜇𝐾1𝐾3𝐾4 

 

𝑇ℎ
∗∗ =

𝐾2𝛾Λℎ 𝜆ℎ
∗∗

(𝐾1𝐾3𝐾4 − 𝛾𝜑𝐾2)𝜆ℎ
∗∗ + 𝜇𝐾1𝐾3𝐾4 

  (10) 

𝑅ℎ
∗∗ =

(𝛾 𝜓 + 𝜙𝐾4) 𝐾2 γ Λℎ 𝜆ℎ
∗∗

((𝐾1𝐾3𝐾4 − 𝛾𝜑𝐾2)𝜆ℎ
∗∗ + 𝜇𝐾1𝐾3𝐾4 )𝜇

 

𝑆𝑟
∗∗ =

Λ𝑟

𝜆𝑟
∗∗
+ 𝜗

  ,                        𝐼𝑟
∗∗ =

𝜆𝑟
∗∗
Λ𝑟

𝜗(𝜆𝑟
∗∗
+ 𝜗)

. 

With the force of infections  

𝜆ℎ
∗∗ =

𝛽ℎ𝐼ℎ
∗∗+𝛽𝑟𝐼𝑟

∗∗

𝑁ℎ
∗∗   𝑎𝑛𝑑    𝜆𝑟

∗∗ =
𝛽𝑟𝐼𝑟

∗∗

𝑁𝑟∗∗
                                                                       (11) 

Where  𝑁ℎ
∗∗ = (𝑆ℎ

∗∗ + 𝐸ℎ
∗∗ + 𝐼ℎ

∗∗ + 𝑇ℎ
∗∗ + 𝑅ℎ

∗∗) 𝑎𝑛𝑑    𝑁𝑟
∗∗ = (𝑆𝑟

∗∗ + 𝐼𝑟
∗∗) 

From equation (9)   𝜆𝑟
∗∗ =

𝛽𝑟𝐼𝑟
∗∗

𝑁𝑟
∗∗  

 implies that 

𝜆𝑟
∗∗𝑁𝑟

∗∗∗ − 𝛽𝑟𝐼𝑟
∗∗ = 0           
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⇒ (𝜆𝑟
∗∗ − 𝛽𝑟)𝐼𝑟

∗∗ + 𝜆𝑟
∗∗𝑆𝑟

∗∗ = 0. 

⇒ (𝜆𝑟
∗∗ − 𝛽3)

𝜆𝑟
∗∗Λ

𝜗(𝜆𝑟
∗∗
+ 𝜗)

+ 𝜆𝑟
∗∗

Λ

(𝜆𝑟
∗∗
+ 𝜗)

= 0 

                                                      ⇒
𝜆𝑟
∗∗Λ(𝜆𝑟

∗∗−𝛽𝑟+𝜗)

𝜗(𝜆𝑟
∗∗+𝜗)

= 0 

 

Thus, 𝜆𝑟
∗∗ − 𝛽𝑟 + 𝜗 = 0 since 𝜆𝑟

∗∗ ≠ 0, 

 and so  𝜆𝑟
∗∗ = 𝛽𝑟 − 𝜗                                                                                                                        (13) 

Also, From (9)  𝜆ℎ
∗∗ = 𝜆ℎ

∗∗ =
𝛽ℎ𝐼ℎ

∗∗+𝛽𝑟𝐼𝑟
∗∗

𝑁ℎ
∗∗  

implies that 

 𝜆ℎ
∗∗𝑁ℎ

∗∗ − (𝛽𝑟𝐼𝑟
∗∗ + 𝐼ℎ

∗∗𝛽ℎ) = 0 

 ⇒ 𝜆ℎ
∗∗(𝑆ℎ

∗∗ + 𝐸ℎ
∗∗ + 𝐼ℎ

∗∗ + 𝑇ℎ
∗∗ + 𝑅ℎ

∗∗) − (𝛽𝑟𝐼𝑟
∗∗ + 𝐼ℎ

∗∗𝛽ℎ) = 0                                         (14) 

Substituting (8)  and  (10) into (11) we have the following quadratic equation in team of 𝜆ℎ
∗∗ 

𝑎𝜆ℎ
∗∗2 + 𝑏𝜆ℎ

∗∗ + 𝑐 = 0                                                                                                                      (15) 

With  

𝑎 =  

 𝑏 = 𝐾1𝐾3𝐾4Λℎ𝜗𝜇(1 − ℛ0ℎ) + 𝐾1𝐾3𝐾4Λ𝑟𝜗𝜇(1 − ℛ0𝑟) + 𝐾2𝛾𝜑𝜇Λ𝑟(𝛽𝑟 − 𝜗) 

 𝑐 = 𝜇2𝐾1𝐾2𝐾4Λ𝑟𝜗(1 − ℛ0𝑟) 

 

It can be observed that the coefficient 𝑎 is always positive while the sign of 𝑏 and 𝑐 depends on the 

values of the reproduction numbers ℛ0ℎand ℛ0𝑟 𝑤𝑖𝑡ℎ 𝛽𝑟 − 𝜗 ≠ 0. 𝑠𝑖𝑛𝑐𝑒 ℛ0 < 1, it follows by 

Descartes rule of signs that, 

i. If 𝑅0ℎ > 1 and 𝑅0𝑟 > 1, then 𝑏 < 0 and 𝑐 < 0 then there is only one sign change in the 

sequence of coefficients 𝑎, 𝑏, 𝑐. Thus, there is one positive real root of (15). 

ii. If both 𝑏 and 𝑐  are positive when 𝑅0ℎ < 1 and 𝑅0𝑟 < 1.  Then there is no change in the 

sequence of coefficients, therefore, equation (15) has no positive real root. 

iii. If 𝑅0ℎ > 1  and 𝑅0𝑟 < 1 then there either two sign changes or no sign change in the sequence 

of coefficients of (15). Then there two or no positive real root of (15). 

iv. If 𝑅0ℎ < 1  and 𝑅0𝑟 > 1, there is one sign change in the sequence of coefficients 𝑎, 𝑏, 𝑐 . Then 

there exists at most one positive real root of (15) 

Consequently, apart from the root 𝜆ℎ
∗∗ = 0, by Descartes rule of signs, there exists at least one positive 

real root for (15) whenever ℛ0 > 1. Hence, the model (1) has at least one endemic equilibrium point 

whenever ℛ0 >  1. 

 

Conclusions 

In this paper, a deterministic mathematical model of Lassa fever epidemic with influence of treatment 

was formulated and analyzed. We obtain the basic reproduction number ℛ0 via next generation matrix 

method, we have shown that if  ℛ0 is greater than one, means the disease is spreading and also the 

number of infected individual increases as well. the disease-free equilibrium points and the endemic 
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equilibrium point has been established. We have proven that the disease – free equilibrium (DFE) of 

the (LASV) model system is locally asymptotically stable if ℛ0 < 1 and 0 is unstable if ℛ0 > 1. This 

show that the early treatment of Lassa fever is necessary and meaningful. 

Recommendations 

To decrease the transmission of disease;  

i. Keeping the remaining parameters constant, the transmission rate (𝛽ℎ) and the coefficient 

(𝜉) should be less than 0 respectively.  

ii. Keeping the remaining parameters constant, the treatment failure rate (φ) should be less 

than 0.  

iii. Keeping the remaining parameters constant, the Lassa fever induced death rate for 

infectious individual rate (𝛼1) should be greater than 0. 

iv. Keeping the remaining parameters constant, the treatment rate (𝛾) should be greater than 

1. 

v. Government needs to increase or adopt the principle of screening or testing, and managing 

population of infected family with effective and sufficient medication to protect non-

infected population. 
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Abstract  

In the past years there was a thick vegetation cover in Dukku/Kwami axis and its Biodiversity. The 

loss in the biodiversity is due to a number of reasons which tree cutting is a major. The current study 

aimed at accessing the rate of deforestation and its effects on biodiversity. Questionnaire and interview 

schedule methods were the tools used in data collection. Five different plots were used to analyze the 

loss of valuable flora of the study area, while remote sensing method was used to obtain data from the 

plots. The data were analyzed using simple statistical techniques. NDVI Resulting Image indicates that 

there was a decrease in the vegetation cover in the source areas after the first three years by 0.223742 

from 2013-2015. Therefore, there was a decrease of vegetation cover after the second three years with 

-0.093396 from 2016-2019. Out of 986 trees; 884, 904, 706, 1,023 and 620 were completely lost in 

plot 1, 2, 3, 4 and 5 respectively. 42.7% of the respondents pointed to fuel wood collection as the key 

factor affecting Biodiversity loss on vegetation in the source area. It was concluded that deforestation 

rates are currently higher in the study area; this means that the forest cover was drastically reduced in 

size between 2013 to 2019. Hence, recommended that legislation should be re-enforced to curtail 

unnecessary bush burning and tree cutting and farmers should be advised to practice a selective method 

of cutting trees. 

Keywords: Biodiversity, Deforestation, Forest 

 

Introduction 

Environment is the sum total of the condition within which living organisms live and interact with 

nonliving ones. Environment in which an organization operates includes air, water, land and natural 

resources. It also affects the life, nature, behavior and growth, development and maturation of living 

organism (Barrow, 1993). 

Forests are largely known as source of various essential goods and services (DWAF, 2005). In addition 

to the physical contribution to the environment, forests also provide ecological, economic, social, 

religious and cultural benefits (Mainagwa, 2010). According to Nzeh and Eboh (2007), forests 

contribute directly and indirectly to rural household livelihoods through the generation of income and 

employment from the sale and exchange of gathered and unprocessed non-timber forest products. 

It is obvious that Nigerian vegetation cover has consistently reduced since the 1990s, at an average of 

410,000 hectares (ha) per annum. FAO (2009) reveals that about 60 percent of the world's total 

deforestation (3,900 million cubic meters) from forests and trees outside forests are used for fuel. 

Generally in world, the total net reduction in forest area in the period 2000–2010 is valued at 5.2 
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million ha per year, which is correspondent to a loss of more than 140 square kilometers of forest per 

day (FAO, 2010). This is due to deforestation which is considered to be as the cutting down of trees 

from forest cover from the forest- or the long-term destruction of the tree canopy cover at a level lower 

than the minimum 10 percent threshold (FAO, 2010). 

In the years there was a thick vegetation cover in Dukku/Kwami axis and its Biodiversity; also games 

were available as they enjoyed the protection of thick vegetation cover in the area. 

Objectives of the Study 

i. To determine the deforestation rate in the study area from 2013 - 2019. 

ii. To determine the source of fuel wood consumed in the study area. 

Methodology 

Research Design 

The plot base biodiversity analysis by quadrat method was used in mapping out the plot (100 m2). Five 

different plots were used to analyze the loss of valuable flora of the study area. 

 

Method of Data Collection 

Questionnaire and interview schedule methods were the tools used in data collection. The data were 

analyzed using simple statistical techniques, such as mean and standard deviation and NDVI model of 

remote sensing. 

Method of Data Analysis  

Descriptive statistical techniques such as mean and standard deviation were employed to analyze the 

data collected. 

𝑀𝑒𝑎𝑛 (𝑋)  =  𝑥/𝑛 

 

 

S.D = standard deviation 

x = Total quantity of trees removed  

n = Total number of Quadrat 

Results 

Biodiversity loss on vegetation in the source area from 2013 – 2019. 

This section reveals the findings of the analysis undertaken using Remote Sensing (RS) that explores 

the pattern of vegetation change from 2013 - 2019 in Dukku/Kwami axis. 

Change detection analysis (supervised and use/land vegetation cover classification) was employed to 

show the rate of vegetation cover loss, health and density (NDVI) using the resulted values generated 

from satellite imagery. 

 

Vegetation Change Patterns  

The NDVI is a dimensionless index, so it values varies from -1 to +1 with higher value showing denser 

and healthier vegetation such in tropical forests, average values present shrubs and grassland, while 

least values of 0.1 and below are common to water and non-vegetated areas. Furthermore, high values 

shows high photosynthetic activity and low values represent o low photosynthetic activities.  



Proceedings of International Conference on Mathematical Modelling Optimization and Analysis of 

Disease Dynamics (ICMMOADD) 2024 

 

597 
 
 

Figure 1: Vegetation Change Patterns (2013 – 2015) 

 
Figure 2: Vegetation Change Patterns (2016 – 2019) 

 

The values in figure 1 and 2 describe the dimension index of the study areas vegetation cover within 

the study period in terms of high, moderate and low vegetation accordingly from the findings NDVI 

images.   

From the NDVI Resulting Image, it shows that there was a decrease in the vegetation cover source 

areas after the first three years by 0.223742 (i.e. moderate vegetation) from 2013-2015 (Figure 1). At 
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the same time, there was a decrease of vegetation cover after the second three years by -0.093396 (i.e. 

very low vegetation) from 2016-2019 (Figure 2). This indicate that the vegetation was drastically 

reduced in size between 2013 and 2019. 

Overall, the NDVI images further revealed that the resulting values was drastically reduced by 

0.254714 (from 0.3855106 to 0.1307966) for the periods of six years (2013 to 2019), hence moderate 

vegetation. 

The result in a visit to Dajin Dille Dukku Local Government Area, shows that the rate of cutting down 

trees are factors responsible for deforestation and the loss of valuable biodiversity of the source area 

especially floral diversity. 

 

Table 1: Result of plot base Biodiversity analysis using quadrat methods 

Plot Cut Trees Regenerated Trees Standing Trees Lost Trees 

1 962 78 24 884 

2 966 62 31 904 

3 725 19 21 706 

4 1,048 25 18 1,023 

5 638 18 23 620 

Total Mean 867.8 40.4 23.4 827.4 

 

Table 1 described the loss of the trees in the five plots between 2013 to 2019. Out of 986 trees in plot 

1 884 were completely lost, 904 were also lost in plot 2 while 706, 1,023 and 620 were also lost in plot 

3, 4 and 5 respectively. This gave a significant value of total mean tree loss of 827.4.  

 

Table 2: Causes of Biodiversity loss on vegetation 

S/N Parameters Frequency Percentage (%) 

1 Demand for fuel wood 12 42.72 

2 Over population 3 10.7 

3 Demand for Agriculture 2 7.12 

4 Demand for constructional materials 1 3.6 

5 Poverty 2 7.12 

6 Lack of employment 1 3.6 

7 Lack of alternative energy 2 7.12 

8 Demand for Herbs 2 7.12 

9 Global warming 1 3.6 

10 Demand for games (through hunting) 1 3.6 

11 Demand for Grazing 1 3.6 

 

Table 2 presented 28 respondents with various evidence for the potential cause(s) of Biodiversity loos 

on forest cover. 12 respondents (42.7%) pointed to fuel wood collection as the key factor affecting 
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Biodiversity loss on vegetation in the source area, followed by population increase with frequency of 

3 (10.7%) as the source of deforestation, who emphasized that the population has significantly 

increased in recent times compared to the past. They reported that the need for fuel wood and housing 

as result of larger population can only be provided by the present vegetation resources,That is why 

there is vegetation reduction. Demand for Agriculture, Poverty, Lack of alternative energy and Demand 

for Herbs have frequency of 2 (7.12%) while others with unit frequency (3.6%) of the respondents 

identified various reasons for the loss of biodiversity in the source area. 

Discussion 

A moderate reduction in the vegetation cover in the source areas was observed after the first three years 

by 0.223742 from 2013-2015. Fawzi, Husna and Helms (2018) reported a decline in 2011 of 

deforestation rate to around 68 ha/year, and was around 112 ha/year in 2017. Furthe more, there was 

high decrease in vegetation cover after the second three years by -0.093396 from 2016-2019. This 

indicates that the forest cover has drastically reduced in size between 2013 and 2019. 

The result in a visit to Dajin Dille Dukku Local Government Area, shows that the rate of cutting down 

trees are factors responsible for deforestation and the loss of valuable biodiversity of the source area 

especially floral diversity. Tropical deforestation is a major threat to global biodiversity (Asunción et 

al., 2019). 

The use of fuel wood has been on the increase due to increase in cost and scarcity of alternative sources 

(Paul, 2008). The recent study tagged fuel wood collection as the key factor affecting Biodiversity loss 

on vegetation with the highest frequency of 12(42.72) out of the 28 respondents, which is in line with 

the finding of Sambo (2008), need for energy is higher because more than 80% of households use fuel 

wood for their cooking. Acheampong et al. (2019) identified firewood production, forest fires and 

agriculture expansion (Boafo, 2013) as the major causes of deforestation. Population increase with 

frequency of 3(10.7%) was also identified in the present study as the cause of deforestation. 

Conclusion  

Deforestation rates are currently higher in the study area than what was obtained in the past. Fuel wood 

collection pattern of commercial vendors in the study area, has changed from that of previous 

household collection to an organized trade and from the clearing of dead woods to the cutting down of 

live trees.  

 

Recommendations  

Base on the findings of this study the following recommendations are made:  

i. Emphasis should be made on tree planting campaign and more trees should be planted after 

cutting the existing ones. 

ii. Farmers and the fuel wood vendors should also be encouraged to practice a selective method 

of cutting the trees. 

iii. Legislation also should be re-enforced to curtail unnecessary bush burning and tree cutting. 

iv. Alternative sources of energy should be provided, in order to reduce the over dependence on 

firewood. 
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Abstract 

The objective of this research is to evaluate the scholastic performance of secondary school students in 

Niger State, Nigeria, with a specific focus on their performance in National Examinations. This would be 

accomplished through the utilisation of multivariate analysis of variance. A random selection process was 

employed to choose two educational institutions from each geopolitical zone within the state. The research 

employed data obtained from the Senior Secondary School Certificate Examinations (SSSCE) 

administered by the West African Examinations Council (WAEC) and the National Examinations Council 

(NECO) spanning a decade, specifically from 2011 to 2020. According to the official gazettes of WAEC 

and NECO, the data was acquired. Multiple test techniques are utilised in the Multivariate Analysis of 

Variance (MANOVA), including as Wilks' Lambda, Pillai Bartlet, Hotelling T2, and Roy's Characteristics 

Root. In order to ascertain the characteristic roots of the sum of squares and sum squares cross products 

for the respective source of variation, it is necessary to solve an equation for each of these operations. The 

findings revealed significant variances in the academic performance of students within the three 

geopolitical zones of the state, as well as variations in the organisations responsible for conducting the 

examinations (WACE and NECO). The study has assessed the influence of national examinations on 

students' scholastic achievements, revealing that the academic performance of students in NECO surpasses 

that of WAEC. 

Keywords: WAEC, NECO, MANOVA, Academic Performance, Examination, English, Mathematics 

And Biology 

 

1.0 INTRODUCTION 

Education is a complex process that helps people develop their talents, improve their cognitive capacities, 

and gain knowledge. Serving as a crucial conduit between basic and higher education levels, secondary 

schools in Nigeria are an essential part of the country's educational system. Asikhai (2010) asserts that 

secondary school education is essential for setting the groundwork for obtaining advanced knowledge in 

postsecondary educational settings. This entity serves as a double component that accelerates a nation's 

social, political, technological, scientific, and cultural advancements while also acting as an investment. 

Regretfully, the performance of contemporary secondary schools on external evaluations falls short of 

expectations. Public criticism of secondary school students' continuous low academic performance in 

public exams has been strong. Nwokocha and Amadike (2005) assert that a nation's ability to educate its 

citizens is mostly determined by the academic success of its pupils. Therefore, it is imperative to uphold 

an exceptional level of performance in internal and, for the most part, external assessments.  

Academic performance, as defined by Wikipedia (2013), is the degree to which a learner, teacher, or 

organisation has successfully completed their course of study. A student's success can be defined as their 

evaluation of their performance on tests that are directly related to their courses and on several other types 

of exams. Japo published in 2014.  
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Rofikul and Zebun (2017) propose that education is a crucial tool for promoting societal change by 

dismantling beliefs and superstitions and fostering rationality and knowledge in individuals. Everyone 

agrees that education plays a vital role in developing the skills and personal growth of citizens in a state 

or country. It takes on a pivotal role in driving a nation's progress by fostering the personal development 

and advancement of its citizens. For a country to progress in the domains of science and technology, which 

are essential for a nation's economic well-being, it needs an informed populace.  

1.1 Objectives of the study 

This paper has the following objectives: - To 

i. check whether there is any significant difference between the zones 

ii. know whether there is any significant difference between the examinations bodies 

2.0 Literature Review 

Mildin and Rubio (2021) conducted a multivariate analysis to look into senior high school students' 

academic achievement in the areas of attitudes, self-efficacy, and statistics. The researchers employed a 

five-point Likert scale to collect the data. The interval measurement scale is used to analyse Likert-scale 

data. To generate a composite score, the mean or sum of four or more Likert-type questions must be 

determined. As a result, the composite score is examined within the interval measurement scale. The mean, 

which indicates central tendency, and standard deviations, which assess variability, are the suggested 

statistical metrics for interval scale items. The degree of self-efficacy beliefs, attitudes towards statistics, 

and performance in statistics among senior high school students were assessed using the mean and 

standard deviation. Box's M and Levene's test were used to assess the data's homogeneity and normalcy 

before the significant difference test was finished. In this study, the impact of various levels of independent 

factors, either alone or in combination, on the dependent variables was ascertained using the application 

of Multivariate Analysis of Variance (MANOVA). The study's conclusions show that, of the different 

demographic variables examined, only the type of school had a statistically significant impact on senior 

high school statistics students' self-efficacy beliefs, attitudes towards statistics, and academic 

achievement.  

In the context of university students' academic achievement, Okeke et al. (2018) looked into the 

relationship between descriptive statistics and multivariate analysis of variance (MANOVA). An initial 

assessment was carried out to examine the normality and equality of variance of the data in order to 

establish whether the data were suitable for the analysis of variance test. The Doormik-Hansen test yielded 

a p-value of greater than 0.05, suggesting a robust adherence to normalcy in the data. Strong evidence for 

the equality of covariance matrices among the groups was found by the Box M test, which produced a p-

value greater than 0.05. A p-value of 0.306 was obtained from the Wilks Lambda test, exceeding the 

predetermined level of significance (α = 0.05). The results show that there is no significant correlation 

between Federal University Wukari 300 level students' academic achievement and their affiliation with a 

particular faculty.  

Endris (2016) conducted a multivariate analysis to look at the variables that affect the academic 

performance of grade 10 students in Hawassa City, Ethiopia. The Education Department supplied the 

secondary data on students' results in the five chosen subjects (Mathematics, Biology, Physics, Chemistry, 

and English) on the Ethiopian General Secondary Education of Certificate Examination (EGSECE). The 

data were analysed using multivariate multiple linear regression, factor analysis, and descriptive analysis. 

The findings of the study indicate that students from both government and non-government schools 

performed poorly in physics but excelled in English. Students attending non-governmental schools 

outperformed students attending governmental schools in terms of academic performance on average.  
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In the setting of Kwara State, Udokang and Odeyemi's (2021) study looked at the impact of extra teaching 

hours on secondary school students' academic performance in the areas of English language and 

mathematics. Multivariate Analysis of Variance was utilised to examine the impacts. The results of the 

MANOVA analysis show that students' academic performance in mathematics and English language is 

significantly impacted by the choice and duration of supplemental courses. However, the statistical 

analysis showed that there were no noteworthy results from the association between these parameters. 

Analysis of Variance (ANOVA) was used to further examine the relationship between the length and type 

of supplemental instruction sessions and students' academic performance in mathematics and English 

language.  

 

3.0 Materials and Method 

A thorough synopsis of the study population, research topic, sample and sampling methodology, data 

collection tool, data collection process, and data analysis method is given.  

3.1 Design of the study 

The study used multivariate analysis to assess senior secondary school students' academic performance 

across many schools and zones. Its goal was also to evaluate the level of correlation that existed between 

the dependent variable (students' academic performance) and the independent variables (schools and 

zones) in the areas of English language, general mathematics, and biology among senior secondary school 

students taking the WAEC and NECO exams.  

 

3.2 Data collection and data source 

The dataset used for analysis includes the academic performance of pupils who took part in the English 

language, general mathematics, and biology National Examinations (WaEC and NECO). Grades are given 

and then converted into percentages to evaluate performance.  

The research makes use of secondary data that was obtained for the internal examinations conducted in 

May/June and June/July from the gazettes of the West African Examinations Council (WAEC) and the 

National Examinations Council (NECO). The Test and Measurement Unit, which is run by the Niger State 

Ministry of Education, provided the data used in this investigation. The data set includes the years 2011 

through 2020. Two public schools were selected from each geopolitical zone, for a total of six schools 

that were part of the data collection procedure. Additionally, two local government districts from each 

zone were chosen for the study. There are a total of 25 Local Government Areas (LGAs) in Niger State, 

which are divided into three zones: A, B, and C. There are eight Local Government Areas (LGAs) in Zone 

A, nine in Zone B, and eight in Zone C. Three topics were selected for examination: English Language, 

Mathematics, and Biology for each of the approved public secondary schools.  

Sample and sampling technique  

A randomly selected subset of the population is known as a simple random sample. Every member of the 

population has an equal chance of getting chosen thanks to this sampling technique.  

3.3 Method of Analysis 

Multivariate analysis of variance  

A statistical method called multivariate analysis of variance (MANOVA) expands on the ideas of 

univariate analysis of variance (ANOVA). ANOVA is used to examine differences between group means 

for a single response variable. The response variable count is increased to two or more in the MANOVA 

model. The comparison of group mean vectors lies at the heart of the theory. In terms of comparing two 

groups, the outcomes align with Hotelling's T2 methodology. The F-test's multivariate extension is not 
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entirely simple to use. Furthermore, there exist multiple test statistics that can be employed, including 

Wilks' Lambda and Lawley's trace. Because it is inherently difficult to precisely calculate the true 

distributions of the given data, approximations based on the F-distribution are used.  

Because MANOVA has advantages over univariate Analysis of Variance (ANOVA) when working with 

a single response variable, it is used in this study. An independent analysis of variance (ANOVA) study 

can include biology, mathematics, and English language proficiency as independent response variables. 

The matrix technique is utilised for the MANOVA computations due to the existence of many response 

variables, specifically the academic accomplishment of pupils in the subjects of biology, mathematics, 

and English language. In this study, the independent variables are the year, schools, zones, and 

examination bodies (WaEC and NECO). The univariate two-way model proposed by Xijk is used to 

describe the kth observation at level i of zones and level j of tests. The equation provided splits the total 

sum of squares of and cross product matrix (SSCPT) into two components: a within the sum-of-squares 

and cross-products matrix (SSCPW) and a between the sum-of-squares and cross-products matrix 

(SSCPB).  

𝑋𝑖𝑗𝑘 = µ + 𝛼𝑖 + 𝛽𝑗 + (∝ 𝛽)𝑖𝑗 + 𝑒𝑖𝑗𝑘         (3.1) 

Where  

i = 1, 2, . . ., r, j = 1, 2, . . ., c and k = 1, 2, . . ., n 

αi The variable "r" represents the number of zones in Niger state. 

βj The variable "c" represents the number of examination bodies that have been selected for the 

investigation. 

where 

∑ 𝛼𝑖
𝑟
𝑖=1 = ∑ 𝛽𝑗

𝑐
𝑗=1 = ∑ ∑ (∝ 𝛽)𝑖𝑗

𝑐
𝑗=1

𝑟
𝑖=1 = 0 and eijk are independent N(0, σ2) random variables. Here, µ 

represents an overall level, αi represents the fixed effects of factor 1 (α), βj represents the fixed effect of 

factor 2 (β), and (αβ)ij is the interaction between zones and examination bodies the expected response at 

the ith level of zones and the jth level of examination bodies is thus   

𝐸(𝑋𝑖𝑗𝑘) = µ + 𝛼𝑖 + 𝛽𝑗 + (∝ 𝛽)𝑖𝑗        (3.2) 

i = 1, 2, . . ., r and j = 1, 2, . .  c 

The presence of interaction λij, implies the factor effects are not additive 

𝑋𝑖𝑗𝑘 =  �̅�… +  (�̅�𝑖.. − �̅�…) +   (�̅�.𝑗. − �̅�…) +   (�̅�𝑖𝑗. − �̅�𝑖.. − �̅�.𝑗. + �̅�...) + (�̅�𝑖𝑗𝑘 − �̅�𝑖𝑗.) (3.3) 

Let X_ijk represent the total number of observations about the academic achievement of the students 

throughout the zones and examination bodies. The average academic performance of pupils across all 

zones and examination bodies is represented by the symbol X_. The average academic achievement of 

pupils at the ith level within the zones is denoted by X_(i..). The average academic performance of students 

in the examination bodies for the jth level is represented by X_(.j.), whereas the average academic 

performance of students in the zones and examination bodies for the ith and jth levels is represented by 

X_(ij.).  
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The matrix technique is used in computer computations to obtain the p-value and the F-ratio, which are 

then used to evaluate the viability of the subsequent hypotheses.  

Hypothesis  

In this study, the researchers will examine the following hypothesis. 

Hypothesis 1 

H01: There is no significant difference between academic performance of students and zones 

Vs 

H11: There is significant difference between academic performance of students zones 

 

Hypothesis 2 

H02: There is no significant difference between academic performance of students and examination bodies  

Vs 

H12: There is significant difference between academic performance of students and examination bodies 

 

Hypothesis 

H0: 𝛼1 = 𝛼2 =  𝛼3  

H1: 𝛼1 ≠ 𝛼2 ≠  𝛼3  

H0: 𝛽1 = 𝛽2  

H1: 𝛽1 ≠ 𝛽2  

Sum of squares cross product 

SSzones =  cn ∑ (Xi.. − X̅…)2 r
i=1 = cn∑ (𝑋𝑖.. −  �̅�…)(𝑋𝑖.. −  �̅�…)′𝑟

𝑖     (3.4) 

SS𝐸𝑥𝑎𝑚𝑠 𝑏𝑜𝑑𝑖𝑒𝑠 = rn ∑ (X.j. − X̅…)
2

 c
𝑗=1 = rn∑ (𝑋.𝑗. −  �̅�…)(𝑋.𝑗. −  �̅�…)′𝑐

𝑗    (3.5) 

SSint =  n ∑ ∑(Xij. −  Xi.. − X̅.j. − X̅…)
2

 

c

j=1

r

i=1

=  n ∑ ∑(Xij. −  Xi.. − X̅.j. − X̅…)(Xij. −  Xi.. − X̅.j. − X̅…)
′

c

j=1

r

i=1

 

            (3.6)  

𝑆𝑆𝑟𝑒𝑠 = ∑ ∑ ∑(𝑋𝑖𝑗𝑘 − �̅�𝑖𝑗.)
2

𝑛

𝑘=1

𝑐

𝑗=1

𝑟

𝑖=1

 

=  

∑ ∑ ∑(Xijk − X̅ij.)

n

k=1

c

j=1

r

i=1

(Xijk − X̅ij.)
′
 

            (3.7) 
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SS𝑇𝑜𝑡𝑎𝑙 = ∑ ∑ ∑(Xijk − X̅…)
2

n

k=1

c

j=1

r

i=1

 

= ∑ ∑ ∑(Xijk − X̅…)(Xijk − X̅…)
′

n

k=1

c

j=1

r

i=1

 

            (3.8) 

Table3.1: MANOVA Table for comparing effects of two factors and their interaction 

Source of 

variation (SV) 

Sum of squares (SS) Degrees of freedom 

(df) 

Zones 
𝑆𝑆𝑧𝑜𝑛𝑒𝑠 =  𝑐𝑛 ∑(𝑋𝑖.. − �̅�…)(𝑋𝑖.. − �̅�…)′ 

𝑟

𝑖=1

 

 

r – 1 

Exams Bodies 
𝑆𝑆𝐸𝑥𝑎𝑚𝑠 =  𝑟𝑛 ∑(𝑋.𝑗. − �̅�…)(𝑋.𝑗. − �̅�…)

′
 

𝑐

𝑗=1

 
c – 1 

Interaction 
𝑆𝑆𝑖𝑛𝑡 =  𝑛 ∑ ∑(𝑋𝑖𝑗. −  𝑋𝑖.. − �̅�.𝑗. − �̅�…)(𝑋𝑖𝑗.

𝑐

𝑗=1

𝑟

𝑖=1

−  𝑋𝑖.. − �̅�.𝑗. − �̅�…)
′
  

(r – 1 )(c – 1) 

Residual 

(error) 𝑆𝑆𝑟𝑒𝑠 = ∑ ∑ ∑(𝑋𝑖𝑗𝑘 − �̅�𝑖𝑗.)(𝑋𝑖𝑗𝑘 − �̅�𝑖𝑗.)
′

𝑛

𝑘=1

𝑐

𝑗=1

𝑟

𝑖=1

 
rc(n – 1) 

Total 

(corrected) 𝑆𝑆𝑐𝑜𝑟 = ∑ ∑ ∑(𝑋𝑖𝑗𝑘 − �̅�…)(𝑋𝑖𝑗𝑘 − �̅�…)
′

𝑛

𝑘=1

𝑐

𝑗=1

𝑟

𝑖=1

 
rnc – 1 

Source: Johnson and Wichern, (1944) 

The F-ratio of the mean squares, 𝑆𝑆𝑧𝑜𝑛𝑒𝑠 (𝑟 − 1)⁄ , 𝑆𝑆𝐸𝑥𝑎𝑚𝑠 (𝑐 − 1)⁄  and 𝑆𝑆𝑖𝑛𝑡 (𝑟 − 1)⁄ (𝑐 − 1) to the 

mean square, 𝑆𝑆𝑟𝑒𝑠 [𝑟𝑐(𝑛 − 1)]⁄  can be used to test for the effects of zones, exams and zones – exams 

interaction respectively.  

3.4 Test statistic for Multivariate Analysis of Variance (MANOVA) and hypotheses 

Four test statistics are typically used in multivariate analysis of variance. The subsequent section offers a 

comprehensive elucidation of the aforementioned statistics. 
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1.  Wilks’s lambda (˄): - The product of the unexplained variance on each of the variates. 

˄ =  ∏
1

1+𝜆𝑖

𝑛
𝑖=1         (3.9) 

i =1, 2, …, n  

Though it's crucial to remember that the symbol denotes multiplication rather than addition, it 

shares characteristics with the summation symbol (℥). The aforementioned test is frequently 

employed in situations where the independent variables give rise to more than two distinct groups. 

The centroids, or vectors, of the means on the independent variables are used to quantify the 

differences between the groups. The differences grow as lambda () diminishes. The importance of 

lambda is ascertained by using Bartlett's transformation of lambda(). Lambda. For each variable, 

the SS_E/SS_T ratio is calculated, which shows the ratio of error variance to total variance. 

Or  

Wilks Lambda 

˄∗ =  
|𝐸|

|𝐻+𝐸|
         (3.10) 

E represents the sum of squared errors, H represents the hypothesis, and H + E is the total sum of squared 

errors.  

 

In this case, the determinant of the total sum of squares and cross-product matrix T = H + E is divided by 

the determinant of the error sums of squares and the cross-products matrix E. The total of H and E will be 

more than E if H is greater than E. Hence, when the Wilks lambda value is very small, close to 0, the null 

hypothesis is considered invalid.  

Hotelling-Lawley Trace: By using the formula = ∑_(i=1)n⁒_i, the Hotelling-Lawley trace is computed 

by adding the Eigen values corresponding to each variable. This is the currently accepted standard test for 

two different groups. The "SSCP_H/SSCP_T" statistic is a straightforward comparison to the F ratio in 

an ANOVA since it measures the ratio of explained variance to unexplained variance for every variable.  

Or  

Hotelling-Lawley Trace 

𝑇0
2 = 𝑡𝑟𝑎𝑐𝑒(𝐻𝐸−1)        (3.11) 

2. The process involves multiplying matrix H by matrix E's inverse, then figuring out the trace of 

the resulting matrix. The Hotelling-Lawley trace will show a significant magnitude if H is a 

significant amount bigger than E. The null hypothesis will be rejected if it is found that the test 

statistic is large. 

3. Pallai – Bartlett trace: - The formula V = ∑_(i=1)n⁒κ_i/(1+ κ_i) represents the Pillai trace 

mathematically, where n is the number of eigenvalues for each discriminant variate. The total 

explained variance on the distinguishing variants—variables derived using the canonical 

coefficients for a particular set of roots—is referred to as Pillai's trace. Thus, by convention, a 

high value denotes a significant difference and is similar to the explained variance to total 

variance ratio.  

 

Or  

Pallai Trace 

𝑽 = 𝒕𝒓𝒂𝒄𝒆(𝑯(𝑯 + 𝑬)−𝟏)       (3.12) 



Proceedings of International Conference on Mathematical Modelling Optimization and Analysis of 

Disease Dynamics (ICMMOADD) 2024 

608 
 

4. In this case, H is multiplying by the cross product matrix T=H+E, which is the inverse of the 

total sum of squares. The Pillai trace will take a significant value if H is large in relation to E. 

Thus, in the event that the test statistics are high, we will reject the null hypothesis. 

5. Roy’s greatest characteristic roots: - The largest root of Roy's equation is represented by the 

eigenvalue of the first variable. According to Michael's (2010) research, the Hotelling-Lawley 

trace is comparable to the trace described above, with the exception of the first variable. The 

ratio of unaccounted variance to unaccounted variance (SSCP_H/SSCP_E) is represented by 

the previously indicated statistic with respect to the first distributive function. While this 

approach is comparable to the Pillai Bartlett trace, it places more focus on the early—and 

hence, more significant—root. Sometimes the largest Eigen value is thought to be equal to the 

greatest root of Roy. The result described above is equivalent to the F-ratio in univariate 

analysis of variance (ANOVA) and denotes the greatest possible difference between groups 

based on the information gathered. The test statistic shows less robustness in comparison to 

the other tests when the multivariate normality assumption is violated. 

6. or  

Roy’s Maximum Root: Largest eigenvalue of HE-1 

In this case, the largest eigenvalue of the resultant matrix is calculated by multiplying the matrix 

H by the inverse of the matrix E. Roy's root will also have a bigger value if H has a greater value 

than E. Consequently, the null hypothesis is disproved if the test statistic is high.  

The table that follows, Table 3.1, gives detailed information about the F approximations for the 

four test statistics that are commonly used in multivariate analysis of variance.  
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Table 3.2: Test Statistics used to compare sample mean vectors with Approximate F-test  

Test Statistic F df1 df2 Comment 

Pillai’s 

Trace 

V  (𝑛 − 𝑚 − 𝑝 + 𝑠)𝑉(𝑑(𝑠 −

𝑉))
−1

 

Sd S(n-m-p+s) 𝑑 = max(𝑝, 𝑚 − 1) 

𝑠 = min(𝑝, 𝑚 − 1) 

= number of positive eigen values 

Wilks’s 

Lambda 

˄ 
{(1 − ˄

1
𝑡 ) ˄

1
𝑡 (𝑑𝑓2 × 𝑑𝑓1

−1)} 
P(m -1) wt – 

(df1x0.5) + 1 
𝑤 = 𝑛 − 1(𝑝 + 𝑚)0.5 

𝑡 =  [(𝑑𝑓1
2 − 4)

× (𝑝2 +  (𝑚 − 1)2 − 5)−1]0.5 

If df1 = 2, set t = 1 

Hotelling’s 

Trace 

U 𝑑𝑓2𝑈 × (𝑠𝑑𝑓1)−1 S(2A+s+1) 2(sB + 1) s is as for pillai’s trace 

𝐴 =  (|𝑚 − 𝑝 − 1| − 1) × 0.5 

𝐵 =  (𝑛 − 𝑚 − 𝑝 − 1) × 0.5 

The significance level obtained is a lower 

bound 

Roy’s 

Largest 

Root 

𝜆1 (𝑑𝑓2 × 𝑑𝑓1
−1)𝜆1 D n – m – d – 1 𝑑 = max(𝑝, 𝑚 − 1) 

𝑠 = min(𝑝, 𝑚 − 1) 

= number of positive eigen values 

Source: Manly (2005)
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4.0 Data Analysis 

Multivariate analysis of variance is the statistical technique used for the investigation. Because the data 

were complex, statistical software called SPSS version 21 was used for the analysis.  

 

The output of the SPSS statistical programme was used to calculate the matrices that reflect the sum of 

squares and cross-products, as indicated in Appendix I. The following are these matrices:  

 

𝑆𝑆𝐶𝑃𝑍𝑂𝑁𝐸𝑆 = ( 
25664.227 35605.209 24189.398
35605.209 118362.984 47232.619
24189.398 47232.619 25510.287

) 

 

The sum of squares and cross product for the zones (𝑆𝑆𝐶𝑃𝑍𝑂𝑁𝐸𝑆) in Niger State 

 

𝑆𝑆𝐶𝑃𝐸𝑋𝐴𝑀𝑆 = ( 
17285.444 −9231.023 10301.014
−9231.023 4929.685 −5501.097
10301.014 −5501.097 6138.743

) 

 

The sum of squares and cross product for the Examination bodies (𝑆𝑆𝐶𝑃𝐸𝑋𝐴𝑀𝑆)  

 

𝑆𝑆𝐶𝑃𝐸𝑟𝑟𝑜𝑟 =  (
2122819 885393.114 844003.525

885393.114 2780950.653 921317.664
844003.525 921317.664 1965926.210

) 

 

The sum of squares error and cross product for the zones and examinations (𝑆𝑆𝐶𝑃𝐸𝑅𝑅𝑂𝑅)  

 

Calculation of the MANOVA test statistics 

1. Zones: the test statistics for the zones (academic performance base on zones) are as computed 

below. 

 

(a) Wilks’s lambda 

˄ =  
|𝐸|

|𝐻+𝐸|
  

 

|𝐸| =  |
2122819.665 885393.114 844003.525
885393.114 2780950.653 921317.664
844003.525 921317.664 1965926.210

| 

 

2122819.665 ×  |
2780950.653 921317.664
921317.664 1965926.210

|

− 885393.11 4 × |
885393.114 921317.664
844003.525 1965926.210

|

+ 844003.525 × |
885393.114 2780950.653
844003.525 921317.664

| 

 

2122819.665 × (5.4671 × 1012 − 8.4883 × 1011) − 885393.114 × (1.7406 ×
1012 − 7.7760 × 1011) + 844003.525 × (8.1573 × 1011 − 2.3471 × 1012)  

 

9.8038 × 1018 − 8.5263 × 1017 − 1.2925 × 1018 
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|𝐸| = 7.6587 × 1018 

 

|𝐻 + 𝐸| =  |
2148483.892 920998.323 868192.923
920998.323 2899313.637 968550.283
868192.923 968550.283 1991436.497

| 

 

2148483.892 ×  |
2899313.637 968550.283
968550.283 1991436.497

|

− 920998.323 × |
920998.323 968550.283
868192.923 1991436.497

|

+ 868192.923 × |
920998.323 2899313.637
868192.923 968550.283

| 

 

2148483.892 × (5.7738 × 1012 − 9.3809 × 1011)
− 920998.323 × (1.8341 × 1012 − 8.4089 × 1011)
+ 868192.923 × (8.9203 × 1011 − 2.5172 × 1012) 

1.0389 × 1019 − 9.1474 × 1017 − 1.4110 × 1018 

 

|𝐻 + 𝐸| = 8.0638 × 1018 

˄ =  
|𝐸|

|𝐻 + 𝐸|
=  

7.6587 × 1018

8.0638 × 1018
 

= 0.950 

 

b) Pallai Trace 

𝑽 = 𝒕𝒓𝒂𝒄𝒆(𝑯(𝑯 + 𝑬)−𝟏) 

𝑡𝑟𝑎𝑐𝑒 (( 
25664.227 35605.209 24189.398
35605.209 118362.984 47232.619
24189.398 47232.619 25510.287

) ( 
2148483.892 920998.323 868192.923
920998.323 2899313.637 968550.283
868192.923 968550.283 1991436.497

)

−1

) 

 

𝑡𝑟𝑎𝑐𝑒 (
0.0061 0.0086 0.0053
0.0104 0.0400 0.0225
0.0035 0.0136 0.0046

) 

𝑉 = 0.0061 + 0.0400 + 0.0046 

=0.051 

(c) Hotelling Lawlay Trace 

∪ = 𝐻𝐸−1 

 

( 
25664.227 35605.209 24189.398
35605.209 118362.984 47232.619
24189.398 47232.619 25510.287

) × (
2122819.665 885393.114 844003.525
885393.114 2780950.653 921317.664
844003.525 921317.664 1965926.210

)

⬚

−1
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=  𝑡𝑟𝑎𝑐𝑒 ( 
0.0062 0.0090 0.0054
0.0105 0.0416 0.0226
0.0035 0.0143 0.0048

) 

 

∪= 0.0062 + 0.0416 + 0.0048 

 

= 0.052 

(d) Roy’s Characteristic Root 

 Largest eigenvalue of HE-1 

 𝜆𝑚𝑎𝑥 = 0.052 

The computed values are the same with the values obtained from the SPSS out in Appendix II (see Zones 

(A B and C)) 

2. Examination Bodies: - The test statistics for the examination bodies (WAEC and NECO) are as 

computed below. 

 

(a) Wilks’s lambda 

 

˄ =  
|𝐸|

|𝐻+𝐸|
  

 

 |𝐸| =   |
2122819.665 885393.114 844003.525
885393.114 2780950.653 921317.664
844003.525 921317.664 1965926.210

| 

 

2122819.665 ×  |
2780950.653 921317.664
921317.664 1965926.210

|

− 885393.114 × |
885393.114 921317.664
844003.525 1965926.210

|

+ 844003.525 × |
885393.114 2780950.653
844003.525 921317.664

| 

 

2122819.665 × (5.4671 × 1012 − 8.4883 × 1011)
− 885393.114 × (1.7406 × 1012 − 7.7760 × 1011) + 844003.525 × (8.1573 × 1011

− 2.3471 × 1012) 

  

 9.8038 × 1018 − 8.5263 × 1017 − 1.2925 × 1018 

 

|𝐸| = 7.6587 × 1018 

 

 |𝐻 + 𝐸| = | 
17285.444 −9231.023 10301.014
−9231.023 4929.685 −5501.097
10301.014 −5501.097 6138.743

|

+ |
2122819.665 885393.114 844003.525
885393.114 2780950.653 921317.664
844003.525 921317.664 1965926.210

| 
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= |
2140105.109 876162.091 854304.539
876162.091 2785880.338 915816.567
854304.539 915816.567 1972064.953

| 

 

2140105.109 ×  |
2785880.338 915816.567
915816.567 1972064.953

|

− 876162.091 × |
876162.091 915816.567
854304.539 1972064.953

|

+ 854304.539 × |
876162.091 2785880.338
854304.539 915816.567

| 

 

2140105.109 × (5.4939 × 1012 − 8.3872 × 1011) −  876162.091 × (1.7278 ×
 1012 − 7.8239 × 1012) + 854304.539 × (8.0240 × 1011 − 2.380 × 1012) 

  

|𝐻 + 𝐸| = 7.7865 × 1018 

 

˄ =  
|𝐸|

|𝐻 + 𝐸|
=  

7.6587 × 1018

7.7865 × 1018
 

 

= 0.984 

 

(b) Pallai Trace 

𝑽 = 𝒕𝒓𝒂𝒄𝒆(𝑯(𝑯 + 𝑬)−𝟏) 

𝑡𝑟𝑎𝑐𝑒 (( 
17285.444 −9231.023 10301.014
−9231.023 4929.685 −5501.097
10301.014 −5501.097 6138.743

) ( 
2140105.109 876162.091 854304.539
876162.091 2785880.338 915816567
854304.539 915816.567 1972064.953

)

−1

) 

 

𝑡𝑟𝑎𝑐𝑒 (
0.0094 −0.0078 0.0048

−0.0050 0.0042 −0.0026
0.0056 −0.00 47 0.0029

) 

𝑉 = 0.0094 + 0.0042 + 0.0029 

=0.016 

(c) Hotelling Lawlay Trace 

∪ = 𝐻𝐸−1 

 

( 
17285.444 −9231.023 10301.014
−9231.023 4929.685 −5501.097
10301.014 −5501.097 6138.743

 )

× (
2122819.665 885393.114 844003.525
885393.114 2780950.653 921317.664
844003.525 921317.664 1965926.210

)

−1
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=  𝑡𝑟𝑎𝑐𝑒 ( 
0.0095 −0.0080 0.0049

−0.0051 0.0043 −0.0026
0.0057 −0.0047 0.0029

)  

∪= 0.017 

(d) Roy’s Characteristic Root  

 Largest eigenvalue of HE-1 

 

 𝜆𝑚𝑎𝑥 = 0.017 

a) The calculated figures are consistent with the values obtained from the SPSS software, as 

shown in Appendix II, which also contains the test organisations (WAEC and NECO).  

the test calculation's F-statistics computation. Data interpretation  

The statistical data obtained above are used to the four multivariate procedures to compute the 

F-values.  

Zone-based academic performance (A, B, C)  

b)  Wilks’s Lambda (˄) 

Where n = 10286; m = 3, p = 3, d = 3, s = 2 and ˄ = 0.950 

𝐹 =  (
1 − ˄ 

˄
)

1
𝑡

(
𝑑𝑓2

𝑑𝑓1
) =  (

1 − 0.950

0.950
)

1
2

× (
20562

6
) = 89.102 

c) Pillia’s trace (V) 

𝐹 =  
(𝑛 − 𝑚 − 𝑝 + 𝑠)𝑉

𝑑(𝑠 − 𝑉)
=  

(10286 − 3 − 3 + 2)0.051

3(2 − 0.051)
= 89.684 

d) Hotelling Lawley Trace 

𝐹 =  
𝑑𝑓2 ∪

𝑆𝑑𝑓1
=  

20560 × 0.052

2 × 6
= 89.093 

e) Roy’s Characteristics root 

𝐹 =  (
𝑑𝑓2

𝑑𝑓1
) 𝜆𝑚𝑎𝑥 =  

10279

3
× 0.043 = 147.332 

a) The null hypothesis H01 is to be rejected if the estimated F value is higher than the critical F 

value of 0.05, yielding a value of 2.61 at a significance level of 5%. The calculated values of 

89.102, 89.684, 89.093, and 147.332 are over the critical value, per the test findings. 

Consequently, there is a statistically significant difference in academic achievement between 

zones A, B, and C, demonstrating the rejection of the null hypothesis.  

academic achievement as determined by the WAEC and NECO Examination Bodies  

 Wilks’s Lambda (˄) 

Where n = 10286; m = 3, p = 2, d = 3, s = 2 and ˄ = 0.984 

𝐹 =  (
1 − ˄ 

˄
)

1
𝑡

(
𝑑𝑓2

𝑑𝑓1
) 

 

=  (
1 − 0.984

0.984
)

1
2

× (
20564

4
) = 41.627 
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b) Pillia’s trace (V) 

𝐹 =  
(𝑛 − 𝑚 − 𝑝 + 𝑠)𝑉

𝑑(𝑠 − 𝑉)
 

 

=  
(10286 − 3 − 2 + 2)0.016

3(2 − 0.016)
= 27.632 

 

c) Hotelling Lawley Trace 

𝐹 =  
𝑑𝑓2 ∪

𝑆𝑑𝑓1
 

 

=  
20562 × 0.017

2 × 4
= 43.694 

 

d) Roy’s Characteristics root 

 

𝐹 =  (
𝑑𝑓2

𝑑𝑓1
) 𝜆𝑚𝑎𝑥 

 

=  
10280

2
× 0.017 = 87.380 

If the estimated F value is higher than the critical F value of 0.05, the null hypothesis H02 is rejected, 

resulting in a value of 3.00 at a significance level of 5%. The computed values of 41.627, 27.632, 43.694, 

and 87.380 are shown to exceed the critical value by the acquired test results. It can be concluded that 

there is a difference in academic performance between the examination boards, namely WAEC and 

NECO, as a result of the null hypothesis being rejected.  

In summary  

Academic achievement was shown to be statistically significantly correlated with the zones and 

examination bodies that were the subject of the study. The findings imply that there is no statistically 

significant impact of zones on the academic achievement of state residents' children. It's also critical to 

recognize that exam bodies have no bearing whatsoever on students' academic performance.  
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