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Abstract: In deregulation, growth in electrical loads necessitates improving power delivery, while nondiscriminatory
access to transmission grid is a requirement. Deregulation causes a significant rise in transactions, which requires adequate
transfer capability to secure economic transactions. In sustainable power delivery, FACTS devices are deployed to enhance
available transfer capability (ATC). However, the high investment cost of FACTS makes the problem formulation a
multiobjective optimization: power transfer maximization and minimization of FACTS sizes. Furthermore, due to the
complexity in optimizing the control variables of voltage source converter types of FACTS, often the solution results in
local optima and high computational time. This paper proposes a hybrid of real power flow performance index sensitivity
(∂PI ) and particle swarm optimization (PI-PSO) to solve the multiobjective optimization of ATC maximization with
minimum FACTS sizes using continuation power flow. ∂PI identifies some high-potential locations with enhanced ATC
at minimum FACTS size to constitute the PSO’s reduced search space. As ∂PI may exhibit masking effects, iterative
n -exponent and Newton’s divided difference approaches are proposed to reduce masking. The proposed PI-PSO is
implemented with a thyristor control series compensator and static synchronous series compensator for both bilateral
and multilateral transactions. Results show the effectiveness of the proposed PI-PSO over PSO regarding convergence
characteristics, avoidance of local optima, and superior ATC values.

Key words: Available transfer capability, flexible alternating current transmission systems, performance index, reduced
search space, particle swarm optimization

1. Introduction
Utilities are embracing deregulated frameworks of supply to ensure sustainable power delivery. A key objective
of deregulation is nondiscriminatory access to the transmission grid [1–3]. Bulk transfer of power to load centers
is preferred over the grid to ensure economical supply. However, line flows, voltage, and stability constraints
hamper the grid’s ability to transfer power [4–7]. Consequently, congestion poses a major hindrance to power
transfer in a competitive framework characterized by high volume of transactions [8, 9]. Transfer capability
enhancement accommodates a high volume of transactions and ensures the power system’s security [10]. Based
on the definitions and guidelines of the North American Electricity Reliability Council (NERC), total transfer
capability (TTC) and available transfer capability (ATC) are used as indexes of transfer capability and hence
a measure of transmission grid performance [11]. ATC measures the transfer capability remaining in the grid
to accommodate new transactions above already committed uses [12]. To better utilize the transmission grid,
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relieve congestion, and enhance transfer capability, FACTS devices are deployed [13, 14]. The FACTS approach
uses the power system’s parameters as control variables to redistribute power flows [6, 12, 15]. However, due to
the high investment cost of FACTS, the problem formulation results in parallel, opposite, and multiobjective
optimization: power transfer maximization and minimization of FACTS sizes [3, 16–20].

Power system planning requires the optimization of two or more objectives simultaneously [21]; hence, it
is a multiobjective optimization (MOO) formulation. For parallel and opposite objectives, the optimal solution
significantly develops into a difficult and complex problem, with local optima likely. In MOO, it is often unclear
what constitutes an optimal solution; a solution may be optimal for one objective but local for another [8, 22].
Researchers often adopt classical approaches in tackling MOO: converting the MOO into a single objective (SO)
through weighted aggregation, goal programming, and ε -constraints[23]. These methods adopt a compromise
solution. However, the compromise is also dependent on the efficiency of the optimization solver [23].

Furthermore, VSC-based FACTS with complex control variables increase the complexity of the MOO
problem, which affects the efficiency of the optimization solver [24, 25]. Magnitude and angle of series voltage
by static synchronous series compensator (SSSC) varies within V max

se ≤ Vse ≤ V min
se and −π ≤ δse ≤ π ,

respectively. In the search space for the SSSC size, each location produces a unique size, as evident in Figure
1. With large population size, improved solutions are at the expense of speed and computational burden. A
competitive environment with a high volume of transactions, speed, and accuracy of ATC computations while
avoiding local optima is a priority [26]. In this paper, the application of the thyristor control series compensator
(TCSC) and SSSC for ATC enhancement of transactions is performed using the proposed hybrid, PI-PSO.

Figure 1. Magnitude of series injected voltage by SSSC within the angular search space.

2. Static modeling of FACTS using power injection model (PIM)

2.1. PIM model of TCSC
Figure 2 depicts the pie model of a transmission line with TCSC (xk ). The effective reactance of the line with
TCSC is given by Eq. (1), while active and reactive power flows are described by Eqs. (2)–(7).

xnew
ij = xij − xk (1)

Figure 2. Transmission line model with TCSC. Figure 3. Power injection model of TCSC.
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′
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Using the PIM, the TCSC is modeled by a line without jxk , with power injections at the terminal buses, as in
Figure 3. Eqs. (8)–(11) describe the power injections [7]. Eqs. (12) and (13) give changes in conductance and
susceptance, where δij is the voltage angular difference and ∆Yij = ∆Gij +∆Bij is line admittance.

Pic = V 2
i ∆Gij − ViVj (∆Gij cos δij +∆Bijsinδij) (8)

Qic = −V 2
i ∆Bij − ViVj (∆Gij sin δij −∆Bij cos δij) (9)

Pjc = V 2
j ∆Gij − VjVi (∆Gij cos δij −∆Bijsinδij) (10)

Qjc = −V 2
j ∆Bij + VjVi (∆Gij cos δij +∆Bijsinδij) (11)

∆Gij =
xkrij (xk − 2xij)(

r2ij + x2
ij

) (
r2ij + (xij − xk)

2
) (12)

∆Bij =
−xk(r

2
ij − x2

ij + xkxij)(
r2ij + x2

ij

) (
r2ij + (xij − xk)

2
) (13)

2.2. PIM model of SSSC
The SSSC as a VSC-based FACTS compensator inserts a voltage in series with the line through a coupling
transformer. The equivalent circuit, modeled by voltage source Vse∠δse , connected in series with impedance
Zse to account for coupling transformer losses, is shown in Figure 4 [27].

Figure 4. Equivalent VSC-based model of SSSC. Figure 5. Power injection model of SSSC.

Using the Norton equivalent, the series injected voltage by the SSSC is modeled by an equivalent current
source in parallel with the coupling transformer impedance [27]. The parallel current expressed by Eq. (14) can
be represented by shunt injected current at the SSSC’s terminals (bus-i and bus-n) [27]. Since complex nodal
power injections are input in load flow calculations, the shunt injected currents of Eqs. (14)-(16) are modeled
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by complex loads at buses i and n as shown in Figure 5. Eqs. (17) and (18) give the SSSC’s complex power
injections [27, 28].

Iinj =
V se

Zse

=
V se

Rse + jXse
(14)

Iinj = Inj − Iin (15)

Iinj =

(
Pnj + jQnj

Vn

)∗

−
(

V i − V n

Rse + jXse

)
(16)

Si
inj

= P ic
inj + jQic

inj = Vi(Iinj)
∗ (17)

Sn
inj

= Pn
inj + jQn

inj = −V n(Iinj)
∗ (18)

In Eqs. (14)–(18), complex bus voltages and impedance are defined as V i = Vi∠δi , V n = Vn∠δn , V j = Vj∠δj ,
V se = Vse∠δse , and Zse = Zse∠δse , respectively, while Y se = 1

Zse
= Gse + jBse . Substituting these complex

voltages and shunt injected current of Eq. (14) as a function of the admittance Y se , the real and reactive power
injections that model the SSSC are expressed in Eqs. (19)–(22).

P ic
inj = Re [ViVse (cos δi + j sin δi) (cos δse + j sin δse) (Gse + jBse)] (19)

Qic
inj = Im [ViVse (cos δi + j sin δi) (cos δse + j sin δse) (Gse + jBse)] (20)

Pnc
inj = Re [−VnVse (cos δn+ j sin δn) (cos δse + j sin δse) (Gse + jBse)] (21)

Qnc
inj = Im [−VnVse (cos δn+ j sin δn) (cos δse + j sin δse) (Gse + jBse)] (22)

Using the MATLAB symbolic toolbox, the static model of the SSSC is expressed by Eqs. (23)–(26).

P ic
inj = ViVse [Gse cos(δi − δse) +Bse sin(δi − δse)] (23)

Qic
inj = −ViVse [Gse sin(δi − δse)−Bse cos(δi − δse)] (24)

Pnc
inj = −VnVse [Gse cos(δn − δse) +Bse sin(δn − δse)] (25)

Qnc
inj = VnVse [Gse sin(δn − δse)−Bse cos(δn − δse)] (26)

3. Problem formulation
From the literature, ATC computation methods can be classified as follows: (i) AC/DC power transfer distri-
bution factor (PTDF) [1, 29, 30]; (ii) repeated power flow (RPF) [31, 32]; (iii) optimal power flow (OPF) [33];
and (iv) continuation power flow (CPF) [34, 35].
PTDF relies on sensitivity to power flows, while RPF depends on an arbitrarily chosen step, which is optimistic
and computationally tasking. OPF methods, while efficient, involve complex iterative power system optimiza-
tion, which can result in singularity. CPF introduces a loading parameter λ to parameterize and solve the
power flow equations to avoid ill-conditioning and singularity [35]. The problem formulation in [12, 32, 35]
shows there is a close connection between optimization, CPF, and RPF for ATC computations. Detailed doc-
umentation of CPF for ATC computation was reported in [12, 34–36]. Consequently, ATC enhancement with
FACTS evaluates an optimization objective as expressed in Eq. (27) using CPF [37], subject to Eqs. (28)–(34).

Maximize
(λ,xk,Vse,δse)

{
ATC =

∑
i∈sink

Pi
L (λlimited)−

∑
i∈sink

Pi
L(λ = 0)

}
(27)

f(x, λ) = 0 (28)
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0 ≤ λ ≤ λlimited (29)

Pmin
g ≤ Pg ≤ Pmax

g (30)
Qmin

g ≤ Qg ≤ Qmax
g (31)

Sij ≤ Srated
ij (32)

V min
i ≤ Vi ≤ V max

i (33)

Xmin
FACTS ≤ XFACTS ≤ Xmax

FACTS (34)

Eq. (28) is the compact power flow equation. State variable x = (V, δ) is voltage magnitude and angle. In
Eqs. (29)–(33), λlimited , Pg , Qg , Sij , and Vi are the loading parameter, real, reactive, apparent power flows,
and voltage magnitude i , respectively. The objective of the minimum FACTS size is treated as a constraint
and imposed by Eq. (34). XFACTS is the controllable parameter, −0.8 ≤ XTCSC ≤ 0.2 for TCSC, while the
magnitude of V se is within 0 ≤ Vse ≤ V max

se and obtained by Eq. (35). In Eq. (27), since ATC is in MW,
sensitivities of MW flows (∂PI ) to FACTS control parameters can be obtained. Using ∂PI , the candidate
locations for enhanced ATC at minimal FACTS sizes constitute the PSO’s RSS.

V max
se = 0.5 ∗

(
V max
i − V min

i

)
(35)

4. Formation of reduced search space for FACTS location

Since line overloads are major constraints for ATC [8], the quality of a candidate line to enhance ATC can
be evaluated using ∂PI [38]. The second-order real power flow performance indices (PI2 ), commonly used
as a measure of severity of overload [39], are expressed by Eq. (36). Without change in principle, this is
applicable for the determination of FACTS location in congestion management [39–43]. Accordingly, when
power flow congestion limits the power transfer transaction, Eq. (37), which evaluates ∂PI2 with respect to
FACTS control parameters (XFACTS ), obtains candidate locations of FACTS for ATC enhancement.

PI2 =

NL∑
m=1

wm

2n

(
Plm

Pmax
lm

)2n

(36)

∂PI2
∂Xfacts

=

NL∑
m=1

wmP
(2n−1)
lm

(
1

Pmax
lm

)2n

∂Plm

∂Xfacts
(37)

In Eqs. (36) and (37), NL is the number of lines, Wm is a nonnegative coefficient, n is n -exponent order, Plm

is active flow, and Pmax is line capacity. Eq. (38) expresses Plm as the sum of real power injections [44].

Plm =



nb∑
n=1,n̸=s

SmnPn for m ̸= k

nb∑
n=1,n=s

SmnPn + Pj for m = k

(38)

In Eq. (38), s is the slack bus, nb is number of buses, and Smn is the mnth element of matrix [Sf ] that relates
line power flows with bus power injections. The partial derivative of the Plm term in Eq. (37), with respect to
the FACTS control parameter, is expressed by Eq. (39).
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∂Plm

∂Xk
=


(
Smi

∂Pi

∂Xk
+ Smj

∂Pj

∂Xk

)
for m ̸= k(

Smi
∂Pi

∂Xk
+ Smj

∂Pj

∂Xk

)
+

∂Pj

∂Xk
for m = k

(39)

4.1. Sensitivity of PI to TCSC’s reactance

For TCSC, the derivative terms of Eq. (39) are obtained from Eqs. (8) and (10), the PIM model of the TCSC.
Eqs. (40)–(43) express the derivative of power injections with respect to xk [40].

∂Pi

∂Xk

∣∣∣∣
xk=0

=
∂Pic

∂xk

∣∣∣∣
xk=0

= (V 2
i − ViVj cos δij)

∂∆Gij

∂Xk

∣∣∣∣
xk=0

− (ViVj sin δij)
∂∆Bij

∂Xk

∣∣∣∣
xk=0

(40)

∂Pj

∂Xk

∣∣∣∣
xk=0

=
∂Pjc

∂xk

∣∣∣∣
xk=0

= (V 2
j − ViVj cos δij)

∂∆Gij

∂Xk

∣∣∣∣
xk=0

+ (ViVj sin δij)
∂∆Bij

∂Xk

∣∣∣∣
xk=0

(41)

∂∆Gij

∂xk

∣∣∣∣
xk=0

= 2GijBij (42)

∂∆Bij

∂xk

∣∣∣∣
xk=0

= B2
ij −G2

ij (43)

4.2. Sensitivity of PI to SSSC’s series injected voltage

For SSSC, the derivative terms of Eq. (39) are from Eqs. (23)–(25), the PIM model of the SSSC. Eqs. (44) and
(45) express the derivative with respect to the magnitude of series voltage by SSSC Vse .

∂Pi

∂Xk

∣∣∣∣
xk=0

=
∂P ic

inj

∂Vse

∣∣∣∣∣
Vse=0

= Vi [Gse cos(δi + δse)−Bse sin(δi + δse)] (44)

∂Pj

∂Xk

∣∣∣∣
xk=0

=
∂Pnc

inj

∂Vse

∣∣∣∣
Vse=0

= −Vn [Gse cos(δn + δse)−Bse sin(δn + δse)] (45)

Note that in Eqs. (40)–(45), sensitivities are obtained as XFACTS tends to zero (i.e. XFACTS → 0 ).

4.3. Masking effect in PI sensitivities

In FACTS control operations, the rerouting of power flow from a line causes increased loading in other lines;
∂PI2 may indicate these higher loadings as noncritical. Masking is the inability of ∂PI2 to discriminate between
several higher loadings and a huge violation [43]. Consequently, sensitivity-based FACTS locations may exhibit
masking. Identification of masking in ∂PI2 is achieved by vector norm-based formulation of Eq. (36) and
permits a quantitative explanation of masking [44]. Eq. (46) describes the ∂PI2 values.

∂PI2 ≤ 1 No limit violation

∂PI2 > n
√
NL At least a limit violation

1 < ∂PI2 ≤ n
√
NL Masking effect range

 (46)
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4.4. Determination of n-exponent to cancel out masking

Since masking range decreases with the n -exponent from Eq. (46), a higher-order n -exponent leads to ∂PIn

free from masking [44, 45]. This paper proposes two approaches to determine n -exponent for reduced masking
effect.

Iterative n-exponent: In the case where masking effect is detected, ∂PIn is evaluated iteratively with
higher n -exponent according to Eq. (47), and a stopping criterion is enforced as described in Eq. (48).

ni+1 = ni + 1 for 2 ≤ ni ≤ 10 (47)

∂PIn < 0 ∂PI changes sign

ni+1 ≥ 10 20th order exponent

}
(48)

Newton’s divided difference: In addition to computational burden, in a case where the masking effect
is a result of multiple lines, the iterative n -exponent becomes poor. Accordingly, Newton’s difference method
estimates ∂PIn as expressed in Eq. (49), which assumes: (i) a linear variation between ∂PI2 and ∂PI20 to
compute the n -exponent of ∂PIn , and (ii) by approximate techniques, ∂PI20 can be estimated as in [44].

∂PIn = 0.5∂PI20 (49)

Therefore, ∂PIn (with minimal masking) is between ∂PI2 (with masking) and ∂PI20 (without masking).
Hence, Eqs. (50), (51), and (52) give Newton’s divided difference, the interpolation equation, and the definition
of terms used in Eqs. (50) and (51), respectively, while the n -exponent is as in Eq. (53). The RSS thus
constitutes lines with negative ∂PI2 and ∂PIn as in Eq. (54).

∂PI(n0, n1) =
∂PIn1 − ∂PIn0

n1 − n0
(50)

∂PIn = ∂PIn0 + (n− n0)∂PI(n0, n1) (51)

∂PIn0 = ∂PI2

∂PIn1
= ∂PI20

∂PIn = 0.5∂PI20

 (52)

n =
∂PIn − ∂PIn0

∂PI(n0, n1)
(53)

N = [RSS∂PI2 ;RSS∂PIn ] (54)

Criteria to constitute the RSS: Generally, all sensitive lines constitute the RSS, and:

i. All lines with negative sensitivities with respect to the FACTS control parameter constitute the PSO’s
RSS.

ii. All lines containing generator buses are excluded even if the sensitivity is negative.

5. Proposed hybrid performance index and particle swarm optimization (PI-PSO)

To achieve a compromise between speed and accuracy, the PSO’s parameters are carefully selected [46, 47].
However, in the proposed PI-PSO, ∂PI enables formation of the RSS, which improves the particle’s exploitation
by avoiding local optimal solutions. A particle’s position is described by Eq. (55), such that λ and η are location
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and size, respectively. For the RSS of m dimensions in Eq. (56), in addition to updates of particles’ positions
in PSO, position update in PI-PSO is described in Eq. (57). The parameters of PSO are weight(ω = 0.9),
acceleration factors (C1 = 1.5 and C2 = 4− C1 ), iteration (MaxIt = 150), and swarm size(NL = number of
lines). Figures 6 and 7 show the flowchart of PI-PSO and a one-line diagram of the test network, which is the
IEEE 9-bus system with 3 transformers and 6 transmission lines at 230 kV; total load of the system is 315 MW
and 115 MVar [47].

Xk
i =

[
λk
i , η

k
i

]
(55)

N = [λ1, λ2, · · ·λm] (56)

Xk+1
i =


Xk+1

i (λi) ifλk+1
i ∈ N

N(randperm(m, 1)) ifλk+1
i /∈ N

Xk+1
i (ηi) for ηi ∈ R

 (57)

Figure 6. Flowchart of hybrid PI-PSO. Figure 7. One-line diagram of test system.

6. Implementation

MATPOWER, a steady-state power system analysis tool [48], implements the proposed methodology. ATC
assessment is executed using MATPOWER’s CPF. The CPF features were extended to enforce the constraints
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of Eqs. (32) and (33). Event detection and callback functions were contributed by MATPOWER on GitHub,
acknowledged by the MATPOWER community. Highlights of this paper include the following:

i. Reduction of the entire search space for FACTS location and identification of lines with enhanced ATC
at minimal FACTS sizes to constitute the RSS using ∂PIn .

ii. A hybrid PI-PSO for ATC enhancement with improved convergence and efficiency.
iii. Determination of n -exponent using an iterative approach and Newton’s divided difference method.

7. Results and discussion
Transfer directions of some transactions are described in the 2nd and 3rd columns of Table 1. Also, Table 1
and Table 2 show ∂PI2 with TCSC and SSSC. Locations that constitute the RSS are in bold. In Table 1, the
most positive ∂PI2 corresponds to the base case limiting line and is due to the capacitive model of the TCSC
in ∂PI2 .

Table 1. Second-order sensitivity (∂PI2 ) to TCSC’s reactance (n = 2).

Trans. Source Sink Line number (terminating buses)
ID buses buses 1(1 to 4) 2(4 to 5) 3(5 to 7) 4(2 to 7) 5(7 to 8) 6(8 to 9) 7(9 to 3) 8(9 to 6) 9(6 to 4)
T1 1, 3 5 0.0137 -0.7046 1.7751 0.0898 -0.1183 0.6834 -0.0484 -0.9763 -0.0192
T2 1, 2 5, 8 -0.0273 0.2582 -0.5396 -0.0268 0.9141 -0.1696 0.0368 0.4394 -0.4586
T3 1, 2,3 5, 6 0.0772 0.0314 1.2980 0.0765 -0.3613 0.0104 -0.0322 -0.5668 0.3071
T4 1, 2,3 6, 8 -0.0696 -0.1910 -0.4354 -0.0201 0.8763 -0.1804 0.098 0.8005 -0.6959
T5 2, 3 5 0.0437 0.0677 1.4802 0.0726 -0.4457 0.0698 -0.0204 -0.6223 0.0711
T6 1 8 -0.0586 0.7089 -0.1627 0.0104 1.1636 -1.0226 -0.006 0.0126 -1.5384
T7 1, 2, 3 5, 8 0.0327 0.022 0.7473 0.0623 -0.0046 0.0209 0.0113 -0.0078 0.0048
T8 2, 3 6 0.0600 0.1719 1.103 0.0663 -0.2554 -0.0135 -0.0235 -0.4267 0.198
T9 1, 2 8 -0.0343 -0.1271 -0.6524 -0.0193 1.1083 -0.143 0.0375 0.5739 -0.4826
T10 1, 2 5, 6 0.0465 0.0258 0.6759 0.0413 -0.0116 0.0021 0.0086 -0.0414 -0.007

Table 2. Second-order sensitivity (∂PI2 ) to SSSC’s series injected voltage (n = 2).

Trans. Line number (terminating buses)
ID 1(1 to 4) 2(4 to 5) 3(5 to 7) 4(2 to 7) 5(7 to 8) 6(8 to 9) 7(9 to 3) 8(9 to 6) 9(6 to 4)
T1 -0.0570 3.4411 -5.3290 0.5169 0.4379 -3.3775 -0.2709 5.1170 0.0364
T2 -0.0841 -1.0880 4.6866 2.2759 -3.5912 0.9938 -0.0970 -1.9424 2.5540
T3 -0.2885 -0.0964 -2.6338 1.6763 2.5468 -0.1333 -0.0142 3.3301 -1.3878
T4 0.2544 1.0153 4.4098 2.4144 -3.2473 1.0180 -0.3463 -3.5896 3.9137
T5 -0.1436 -0.2564 -3.6751 1.4946 2.8103 -0.4357 -0.0756 3.4646 -0.3659
T6 0.1269 -3.1581 1.3391 0.0615 -6.7268 5.5265 0.4957 0.3898 8.0399
T7 -0.1154 -0.0411 0.4360 2.4735 1.2911 -0.0552 -0.1271 0.3864 0.0022
T8 -0.2220 -0.6847 -1.6413 1.8837 2.2394 0.0266 -0.0811 2.887 -0.8476
T9 0.0842 0.7067 4.6791 1.9622 -4.5912 0.8256 -0.1232 -2.5717 2.6148
T10 -0.1783 -0.0532 0.7081 2.4452 1.102 -0.0309 -0.0141 0.3635 0.557

From Table 2, based on established criteria of RSS and Eq. (46), ∂PI2 of T7 and T10 exhibit masking.
Consequently, Figures 8a and 8b depict surface plot of ∂PIn for n-exponents up to 10.
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Figure 8. Surface plot of sensitivities with respect to SSSC’s series injected voltage.

Figure 9. Comparison of masking reduction methods.

∂PIn of lines 3, 6, and 9 for T7 as well as 3 and 9 for T10 decrease and become negative as the n-
exponent increases. The proposed methods in Section 4.4 evaluate ∂PIn with higher n-exponents. Figures 9a
and 9b compare sensitivities for T7 and T10, respectively. From Figure 9 and Table 2, the RSS for T7 and
T10 constitutes lines 2, 3, 6, and 9. The iterative method requires more computational time and is less effective
to handle masking at multiple lines.

To demonstrate the effectiveness of the proposed PI-PSO, an exhaustive search with discrete sizes for T2
and T3 is shown in Figures 10a and 10b, respectively.

In Figure 10a, lines 3, 6, and 9 enhance ATC with discrete TCSC sizes, consistent with ∂PI2 in Table
2. ATC increases in line 3 and peaks at 153.4692 MW with 40% and 149.8539 MW with 50% TCSC size; this
suggests an optimal ATC in line 3 between 40% and 50%. Similarly, in Figure 10b, lines 2, 3, 6, and 9 record
enhancement with discrete Vse , consistent with the RSS of Table 3. ATC values are 143.0192 MW with 0. 05
p.u. and 142.8792 MW at 0. 06 p.u. in line 3, suggesting optimal ATC in line 3 between 0.05 p.u. and 0.06
p.u. Table 3 and Table 4 give ATC using both PSO and PI-PSO with TCSC and SSSC, respectively. From
Table 3, although ATC by PI-PSO is slightly higher in some transactions, PSO produces similar ATC values,
attributable to the noncomplex nature of the TCSC’s control parameter.

Figures 11a–11d illustrate convergence curves for a typical run of PSO and PI-PSO with TCSC; the RSS
improves the random starting point of PI-PSO compared to PSO.
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Figure 10. Exhaustive search for ATC enhancement at all locations with TCSC and SSSC.

Table 3. ATC values with TCSC using PSO and PI-PSO.

Trans. ATC [MW] PSO solution PI-PSO Solution
ID Base case PSO PI-PSO Line no. %Comp Line no. %Comp
T1 143.2545 182.0445 182.0445 8(9 to 6) 80.0000 8(9 to 6) 80.0000
T2 127.1567 153.8496 153.8509 3(5 to 7) 46.6020 3(5 to 7) 46.6243
T3 118.0243 172.6364 172.6368 8(9 to 6) 75.9992 8(9 to 6) 76.0102
T4 155.1414 181.0710 181.0729 3(5 to 7) 38.9338 3(5 to 7) 38.9587
T5 43.6314 64.4040 64.4040 8(9 to 6) 80.0000 8(9 to 6) 80.0000
T6 128.0228 158.7672 158.7672 9(6 to 4) 80.0000 9(6 to 4) 80.0000
T7 138.6407 151.8797 151.8813 5(7 to 8) 57.1509 5(7 to 8) 57.2176
T8 74.6104 101.5460 101.5460 8(9 to 6) 57.3975 8(9 to 6) 57.3979
T9 60.2851 79.5976 79.5977 3(5 to 7) 65.3652 3(5 to 7) 65.3655
T10 159.4606 172.0520 172.0521 8(9 to 6) 35.0626 8(9 to 6) 35.0626

Figure 11. Convergence characteristics for ATC enhancement with TCSC.

Similarly, in Table 4, the effectiveness of PI-PSO regarding superior ATC values compared to PSO is
evident in T1 to T8 and T10. For a typical run of T2, T4, and T8, PSO is trapped in a local optimal location.
Likewise, Figure 12 shows the convergence characteristics for a typical run of PSO and PI-PSO with SSSC for
T1 to T10. Observe that in Figures 12a–12j, the proposed PI-PSO produces higher ATC compared to PSO
and converges in 10–35 iterations. The higher ATC is more pronounced in Figures 12b, 12d, 12f, 12g, and 12h.
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Table 4. ATC values with SSSC for both PSO and PI-PSO.

Trans. ATC [MW] PSO solution PI-PSO solution
ID Base case PSO PI-PSO Line no. Vse(p.u.) δse(◦) Line no. Vse(p.u.) δse(◦)
T1 143.2545 166.5618 166.5841 6(8 to 9) 0.0902 158.758 6(8 to 9) 0.08809 158.753
T2 127.1567 151.2113 159.4050 8(9 to 6) 0.0506 -90.132 5(7 to 8) 0.0999 166.301
T3 118.0243 142.9949 143.0993 3(5 to 7) 0.0473 -90.863 3(5 to 7) 0.05184 -76.74
T4 155.1414 174.5975 176.0799 6(8 to 9) 0.0999 -116.15 8(9 to 6) 0.05865 61.8147
T5 43.6314 64.8313 64.8441 3(5 to 7) 0.0536 54.3691 3(5 to 7) 0.05505 43.9809
T6 128.0228 163.4792 163.8505 5(7 to 8) 0.0279 76.0599 5(7 to 8) 0.08479 121.235
T7 138.6407 153.2279 158.5469 3(5 to 7) 0.0616 -61.091 3(5 to 7) 0.0999 -35.798
T8 74.6104 89.3067 89.8998 3(5 to 7) 0.0945 -49.489 2(4 to 5) 0.07184 142.65
T9 60.2851 88.3222 88.3222 5(7 to 8) 0.0999 172.529 5(7 to 8) 0.0999 172.536
T10 159.4606 169.8679 169.9509 2(4 to 5) 0.0594 75.6183 2(4 to 5) 0.05654 73.5604

Figure 12. Convergence characteristics for ATC enhancement with SSSC.

The low number of iterations and higher ATC values translate to superior speed and accuracy of the
proposed PI-PSO over PSO. Moreover, the starting point improvement of PI-PSO over PSO is similar to that
in Figure 11 with TCSC. These improvements are attributable to better exploration abilities of PI-PSO within
the RSS. Furthermore, Figure 13 depicts the plots of particles’ positions against Vse using PSO and PI-PSO. It
is observed that in PI-PSO, all particles converged to the optimal location, with improved exploitation ability
of PI-PSO to obtain a superior ATC over PSO.

Average convergence time is measured as the elapse for each particle to reach the optimal location [49].
In Figure 14, the average time with PI-PSO is within 25-–130 s against over 200 s for PSO.

ATC enhancements impact the receiving end voltage profile, which is a key power quality index. Conse-
quently, Figure 15 depicts voltage profile. The base case ATC for T1 to T10 and with TCSC for T3, T6, and
T8 were constrained by Eq. (32). As depicted in Figures 15a–15f, for bus voltages for the case of no FACTS
and TCSC, particularly in Figures 15b, 15d, and 15e, they are above minimum (0.9 p.u.). Conversely, ATC
with SSSC is constrained by voltage at bus 5 for T1; bus 6 for T3, T4, T8, and T10; and bus 8 for T6. These
buses constitute the sink buses.
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Figure 13. Plot of particles’ positions versus Vse for PI-PSO and PSO.

Figure 14. Average convergence time for ATC enhancement with SSSC.

Figure 15. Voltage profile of some transactions without and with FACTS.
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8. Conclusion
A hybrid PI-PSO has been proposed for optimal planning of FACTS to enhance ATC. Sensitivity is used to
reduce location search space. Two masking effect reduction methods, iterative n-exponent and Newton’s divided
difference, were introduced for transactions whose ∂PI2 are characterized by masking effect. The proposed PI-
PSO with similar parameters performs better than PSO regarding convergence characteristics and efficiency
in obtaining higher ATC values while avoiding the local optima. The performance of PI-PSO is noticeable in
VSC-based FACTS with complex optimization variables. In addition, the new features of CPF that ensure
ATC computation with respect to line and voltage constraints have been acknowledge by the MATPOWER
community.
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