
See discussions, stats, and author profiles for this publication at: https://www.researchgate.net/publication/322129882

Comparative Analysis of Classification Algorithms for Email Spam Detection

Article  in  International Journal of Computer Network and Information Security · January 2018

DOI: 10.5815/ijcnis.2018.01.07

CITATIONS

18
READS

1,805

5 authors, including:

Some of the authors of this publication are also working on these related projects:

Development and validation of e-content for teaching and learning View project

Online System for Vehicle Ownership Tracking and Theft Alert With Community Participation View project

Maryam Shuaib Bobi

Federal University of Technology Minna

3 PUBLICATIONS   26 CITATIONS   

SEE PROFILE

Oluwafemi Osho

Federal University of Technology Minna

39 PUBLICATIONS   244 CITATIONS   

SEE PROFILE

Ismaila Idris

Federal University of Technology Minna

42 PUBLICATIONS   338 CITATIONS   

SEE PROFILE

John Alhassan

Federal University of Technology Minna

59 PUBLICATIONS   148 CITATIONS   

SEE PROFILE

All content following this page was uploaded by Shafi’i Muhammad Abdulhamid on 29 December 2017.

The user has requested enhancement of the downloaded file.

https://www.researchgate.net/publication/322129882_Comparative_Analysis_of_Classification_Algorithms_for_Email_Spam_Detection?enrichId=rgreq-0c286be2d0032e67fe11124ef31abd01-XXX&enrichSource=Y292ZXJQYWdlOzMyMjEyOTg4MjtBUzo1NzY5NDUxNjk0NjEyNDhAMTUxNDU2NTg1NTk2MA%3D%3D&el=1_x_2&_esc=publicationCoverPdf
https://www.researchgate.net/publication/322129882_Comparative_Analysis_of_Classification_Algorithms_for_Email_Spam_Detection?enrichId=rgreq-0c286be2d0032e67fe11124ef31abd01-XXX&enrichSource=Y292ZXJQYWdlOzMyMjEyOTg4MjtBUzo1NzY5NDUxNjk0NjEyNDhAMTUxNDU2NTg1NTk2MA%3D%3D&el=1_x_3&_esc=publicationCoverPdf
https://www.researchgate.net/project/Development-and-validation-of-e-content-for-teaching-and-learning?enrichId=rgreq-0c286be2d0032e67fe11124ef31abd01-XXX&enrichSource=Y292ZXJQYWdlOzMyMjEyOTg4MjtBUzo1NzY5NDUxNjk0NjEyNDhAMTUxNDU2NTg1NTk2MA%3D%3D&el=1_x_9&_esc=publicationCoverPdf
https://www.researchgate.net/project/Online-System-for-Vehicle-Ownership-Tracking-and-Theft-Alert-With-Community-Participation?enrichId=rgreq-0c286be2d0032e67fe11124ef31abd01-XXX&enrichSource=Y292ZXJQYWdlOzMyMjEyOTg4MjtBUzo1NzY5NDUxNjk0NjEyNDhAMTUxNDU2NTg1NTk2MA%3D%3D&el=1_x_9&_esc=publicationCoverPdf
https://www.researchgate.net/?enrichId=rgreq-0c286be2d0032e67fe11124ef31abd01-XXX&enrichSource=Y292ZXJQYWdlOzMyMjEyOTg4MjtBUzo1NzY5NDUxNjk0NjEyNDhAMTUxNDU2NTg1NTk2MA%3D%3D&el=1_x_1&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Maryam-Shuaib-Bobi?enrichId=rgreq-0c286be2d0032e67fe11124ef31abd01-XXX&enrichSource=Y292ZXJQYWdlOzMyMjEyOTg4MjtBUzo1NzY5NDUxNjk0NjEyNDhAMTUxNDU2NTg1NTk2MA%3D%3D&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Maryam-Shuaib-Bobi?enrichId=rgreq-0c286be2d0032e67fe11124ef31abd01-XXX&enrichSource=Y292ZXJQYWdlOzMyMjEyOTg4MjtBUzo1NzY5NDUxNjk0NjEyNDhAMTUxNDU2NTg1NTk2MA%3D%3D&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/Federal-University-of-Technology-Minna?enrichId=rgreq-0c286be2d0032e67fe11124ef31abd01-XXX&enrichSource=Y292ZXJQYWdlOzMyMjEyOTg4MjtBUzo1NzY5NDUxNjk0NjEyNDhAMTUxNDU2NTg1NTk2MA%3D%3D&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Maryam-Shuaib-Bobi?enrichId=rgreq-0c286be2d0032e67fe11124ef31abd01-XXX&enrichSource=Y292ZXJQYWdlOzMyMjEyOTg4MjtBUzo1NzY5NDUxNjk0NjEyNDhAMTUxNDU2NTg1NTk2MA%3D%3D&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Oluwafemi-Osho?enrichId=rgreq-0c286be2d0032e67fe11124ef31abd01-XXX&enrichSource=Y292ZXJQYWdlOzMyMjEyOTg4MjtBUzo1NzY5NDUxNjk0NjEyNDhAMTUxNDU2NTg1NTk2MA%3D%3D&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Oluwafemi-Osho?enrichId=rgreq-0c286be2d0032e67fe11124ef31abd01-XXX&enrichSource=Y292ZXJQYWdlOzMyMjEyOTg4MjtBUzo1NzY5NDUxNjk0NjEyNDhAMTUxNDU2NTg1NTk2MA%3D%3D&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/Federal-University-of-Technology-Minna?enrichId=rgreq-0c286be2d0032e67fe11124ef31abd01-XXX&enrichSource=Y292ZXJQYWdlOzMyMjEyOTg4MjtBUzo1NzY5NDUxNjk0NjEyNDhAMTUxNDU2NTg1NTk2MA%3D%3D&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Oluwafemi-Osho?enrichId=rgreq-0c286be2d0032e67fe11124ef31abd01-XXX&enrichSource=Y292ZXJQYWdlOzMyMjEyOTg4MjtBUzo1NzY5NDUxNjk0NjEyNDhAMTUxNDU2NTg1NTk2MA%3D%3D&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Ismaila-Idris?enrichId=rgreq-0c286be2d0032e67fe11124ef31abd01-XXX&enrichSource=Y292ZXJQYWdlOzMyMjEyOTg4MjtBUzo1NzY5NDUxNjk0NjEyNDhAMTUxNDU2NTg1NTk2MA%3D%3D&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Ismaila-Idris?enrichId=rgreq-0c286be2d0032e67fe11124ef31abd01-XXX&enrichSource=Y292ZXJQYWdlOzMyMjEyOTg4MjtBUzo1NzY5NDUxNjk0NjEyNDhAMTUxNDU2NTg1NTk2MA%3D%3D&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/Federal-University-of-Technology-Minna?enrichId=rgreq-0c286be2d0032e67fe11124ef31abd01-XXX&enrichSource=Y292ZXJQYWdlOzMyMjEyOTg4MjtBUzo1NzY5NDUxNjk0NjEyNDhAMTUxNDU2NTg1NTk2MA%3D%3D&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Ismaila-Idris?enrichId=rgreq-0c286be2d0032e67fe11124ef31abd01-XXX&enrichSource=Y292ZXJQYWdlOzMyMjEyOTg4MjtBUzo1NzY5NDUxNjk0NjEyNDhAMTUxNDU2NTg1NTk2MA%3D%3D&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/John-Alhassan?enrichId=rgreq-0c286be2d0032e67fe11124ef31abd01-XXX&enrichSource=Y292ZXJQYWdlOzMyMjEyOTg4MjtBUzo1NzY5NDUxNjk0NjEyNDhAMTUxNDU2NTg1NTk2MA%3D%3D&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/John-Alhassan?enrichId=rgreq-0c286be2d0032e67fe11124ef31abd01-XXX&enrichSource=Y292ZXJQYWdlOzMyMjEyOTg4MjtBUzo1NzY5NDUxNjk0NjEyNDhAMTUxNDU2NTg1NTk2MA%3D%3D&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/Federal-University-of-Technology-Minna?enrichId=rgreq-0c286be2d0032e67fe11124ef31abd01-XXX&enrichSource=Y292ZXJQYWdlOzMyMjEyOTg4MjtBUzo1NzY5NDUxNjk0NjEyNDhAMTUxNDU2NTg1NTk2MA%3D%3D&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/John-Alhassan?enrichId=rgreq-0c286be2d0032e67fe11124ef31abd01-XXX&enrichSource=Y292ZXJQYWdlOzMyMjEyOTg4MjtBUzo1NzY5NDUxNjk0NjEyNDhAMTUxNDU2NTg1NTk2MA%3D%3D&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Shafii-Abdulhamid?enrichId=rgreq-0c286be2d0032e67fe11124ef31abd01-XXX&enrichSource=Y292ZXJQYWdlOzMyMjEyOTg4MjtBUzo1NzY5NDUxNjk0NjEyNDhAMTUxNDU2NTg1NTk2MA%3D%3D&el=1_x_10&_esc=publicationCoverPdf


I. J. Computer Network and Information Security, 2018, 1, 60-67 
Published Online January 2018 in MECS (http://www.mecs-press.org/) 
DOI: 10.5815/ijcnis.2018.01.07 

Copyright © 2018 MECS                                                I.J. Computer Network and Information Security, 2018, 1, 60-67 

Comparative Analysis of Classification 
Algorithms for Email Spam Detection 

 
Shafi’i Muhammad Abdulhamid, Maryam Shuaib, Oluwafemi Osho 

Department of Cyber Security, Federal University of Technology, Minna, Nigeria. 
E-mail: shafii.abdulhamid@futminna.edu.ng, maryambobi@gmail.com, femi.osho@futminna.edu.ng  

 
Idris Ismaila and John K. Alhassan 

Department of Cyber Security, Federal University of Technology, Minna, Nigeria 
E-mail: ismi.idris@futminna.edu.ng and jkalhassan@futminna.edu.ng 

 
Received: 24 June 2017; Accepted: 10 August 2017; Published: 08 January 2018 

 
 

Abstract—The increase in the use of email in every day 
transactions for a lot of businesses or general 
communication due to its cost effectiveness and 
efficiency has made emails vulnerable to attacks 
including spamming. Spam emails also called junk emails 
are unsolicited messages that are almost identical and 
sent to multiple recipients randomly. In this study, a 
performance analysis is done on some classification 
algorithms including: Bayesian Logistic Regression, 
Hidden Naïve Bayes, Radial Basis Function (RBF) 
Network, Voted Perceptron, Lazy Bayesian Rule, Logit 
Boost, Rotation Forest, NNge, Logistic Model Tree, REP 
Tree, Naïve Bayes, Multilayer Perceptron, Random Tree 
and J48. The performance of the algorithms were 
measured in terms of Accuracy, Precision, Recall, F-
Measure, Root Mean Squared Error, Receiver Operator 
Characteristics Area and Root Relative Squared Error 
using WEKA data mining tool. To have a balanced view 
on the classification algorithms’ performance, no feature 
selection or performance boosting method was employed. 
The research showed that a number of classification 
algorithms exist that if properly explored through feature 
selection means will yield more accurate results for email 
classification. Rotation Forest is found to be the classifier 
that gives the best accuracy of 94.2%. Though none of 
the algorithms did not achieve 100% accuracy in sorting 
spam emails, Rotation Forest has shown a near degree to 
achieving most accurate result. 
 
Index Terms—Email spam, classification algorithms, 
Bayesian Logistic Regression, Hidden Naïve Bayes, 
Rotation Forest. 
 

I.  INTRODUCTION 

Email is a means of information transfer from any part 
of the world that is extremely fast and cost effective and 
can be used from personal computers, smartphones, and 
other last-generation electronic gadgets. [1], [2]. 

Despite the increase in usage of other forms of online 
communication such as instant messaging and social 
networking, emails have continued to take the lead in 

business communications and still serves as a 
requirement for other forms of communications and e-
transactions. Emails are used by almost all humans. It is 
estimated that by the end of 2016, there will be over 2.6 
billion email account holders worldwide and it is 
estimated that nearly half of the world population will be 
using emails by the end of 2020 [3]. 

The increase in the popularity and use of emails for 
transactions has led to a rise in the amount of spam 
emails globally. Spam emails also called junk emails are 
unsolicited messages that is non-requested and are almost 
identical sent to multiple recipients via emails. The 
sender of spam mails has no prior relationship with the 
receivers but gathers the addresses from different sources 
such as phone books and filled forms. Spam messages are 
fast growing to be one of the most serious threats to users 
of E-mail messages because it is a major means of 
sending threats, including viruses, worms and phishing 
attacks [4], [5],[6], [7]. 

Recently, data mining has drawn attention in the 
knowledge and information industry because of the 
immense accessibility of big data and the forthcoming 
need for converting such data into useful information and 
knowledge. According to [8], Data mining as an 
emergent field that requires extracting implicit, 
previously not known, and potentially helpful information 
from data is being explored and used as a means of 
building software that automatically sieves through 
databases in search of regularities or patterns. Strong 
patterns identified, are likely to be used to generalize and 
give accurate predictions. 

According to [9], classification or prediction tasks 
which are supervised methods that seek to discover the 
hidden associations between the target class and the 
independent variables are popularly used in data mining. 
For supervised learning, classifiers allow tags to be 
attributed to the observations, so that data not observed 
can be categorized based on the training data. Spam 
detection systems are built with the use of classification 
algorithms to group the emails as spam or non-
spam[10],[11]
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The aim of the paper is to evaluate the performance of 
classification algorithms that are used for grouping emails 
as spam or not spam including Bayesian Logistic 
Regression, Hidden Naïve Bayes, RBF Network, Voted 
Perceptron, Lazy Bayesian Rule, Logit Boost, Rotation 
Forest, NNge, Logistic Model Tree, REP Tree, Naïve 
Bayes, J48, Multilayer Perceptron and Random Tree. 

The remainder of the paper are organized as follows: 
section II presents related literatures in Comparative 
analysis of classification algorithms in the field of email 
spam detection and filtering. Section III shows the 
materials and methods employed in the research. Section 
IV chronicles the results obtained in the analysis of the 
classification algorithms and section V describes the 
conclusion and future recommendations.  
 

II.  RELATED WORKS 

The rise in the number of email users has made the task 
of handling large volumes of email challenging for data 
mining and machine learning due to the rise in spam 
emails during the previous years. This has led a number 
of researchers to carryout comparative studies on the 
performance of classification algorithms in correctly 
classifying emails using a combination of performance 
metrics. It is therefore, necessary to determine which 
algorithm performs best for any chosen metric to assist in 
proper classification of emails as spam or non-spam is 
vital. 

Many works have been carried out to compare the 
performances of some classification algorithms in 
grouping emails. Classification algorithms whose 
performances have been so far compared include Naïve 
Bayes[1], [12]–[17], other algorithms compared include 
C-PLS, ANN, C-RT, CS-CRT, CS-MC4, CS-SVC, 
Continouns PLS-DA, PLS-LDA, LDA[1], Bayesnet[4], 
[12], [13], Multilayer perceptron [1], [15], SVM [1], [4], 
[12]–[14], [16], [17]. Table 1 shows the summary of 
algorithms used in previous comparative research. 

Particle Swarm Optimization and Artificial Neural 
Network were combined for feature selection and Support 
Vector Machine was used to classify and separate spam 
by[18]. Their method was compared with other methods 
such as data classification Self Organizing Map and K-
Means based on criteria Area under Curve. The results 
indicate that the Area under Curve (AUC used as 
benchmark for performance evaluation) in the proposed 
method is better than other methods.  

[19]in their paper titled Spam Mail Detection using 
Classification carried out an experiment on many data 
mining techniques to the dataset of spam in an attempt to 
search the most suitable classifier to email classification 
as spam and non-spam. they checked the performance of 
many classifiers with the use of feature selection 
algorithm and found out that in the result analysis part the 
Naïve Bayes classifier provides finer accuracy of 76% 

with respect to other two classifiers such as support 
vector machine and J48 and also that time taken for 
Naïve Bayes classifier is lesser than other two classifiers 
which means that Naïve Bayes classifier is the best 
classifier among the other two classifier which are used 
for classifying the spam mails.  

A lot of conventional anti-spam techniques for evading 
spam such as Bayesian based sort, rule based system, IP 
blacklist, Heuristic based filter, White list and DNS black 
holes were identified by [20]. They used RBF, a neural 
network technique in which neurons were trained. The 
proposed mechanism improves the accuracy, precision, 
recall Frr and Far. The proposed mechanism is compared 
with SVM and the results were comparatively better.  

[12] in their paper Spam Mail Detection through Data 
Mining – A Comparative Performance Analysis, analyzed 
various data mining approach to spam dataset in order to 
find out the best classifier for email classification. In this 
paper they analyzed the performance of various 
classifiers with feature selection algorithm and without 
feature selection algorithm. The Best-First feature 
selection algorithm was applied in order to select the 
desired features and then apply various classifiers for 
classification. They found that results are improved in 
terms of accuracy when feature selection process is 
embedded in the experiment and also found Random Tree 
to be the best classifier for spam mail classification with 
accuracy = 99.72%. Still none of the algorithm achieves 
100% accuracy in classifying spam emails but Random 
Tree is very nearby to that. 

[21] paper on Content-Based Spam Filtering and 
Detection Algorithms- an Efficient Analysis & 
Comparison focused on Spam as one of the major 
problems faced by the Internet community. The content 
of each item is represented as a set of descriptors or terms. 
The terms are typically, the words that occur in a 
document. User profiles are represented with the same 
terms and built up by analyzing the content of items seen 
by the user. Their research paper mainly contributes to 
the comprehensive study of spam detection algorithms 
under the category of content based filtering. Then, the 
implemented results were benchmarked to examine how 
accurately they have been classified into their original 
categories of spam. The efficient technique among the 
discussed techniques is chosen as Bayesian method to 
create a spam filter.  

[1] paper on Comparative Study on Email Spam 
Classifier using Data used  spam data set analyzing with 
the use of TANAGRA data mining tool to explore the 
efficient classifier for email spam classification. Initially, 
feature construction and feature selection is done to 
extract the relevant features. Then various classification 
algorithms are applied over this dataset and cross 
validation is done for each of these classifiers. Finally, 
The Rnd tree classifier for email spam is identified as the 
best based on the error rate, precision and recall. 
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Table 1. Summary of Relevant Algorithms Compared in Related Research Works 

 

Table 2. Summary of relevant Performance Metrics used for Comparison in Related Research Work 
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[14] Looks at Machine Learning Methods for Spam E-
Mail Classification. The authors reviewed some of the 
most popular machine learning methods (Bayesian 
classification, k-NN, ANNs, SVMs, Artificial immune 
system and Rough sets) and of their applicability to the 
problem of spam Email classification. Descriptions of the 
algorithms were presented, and the comparison of their 
performance on the Spam Assassin spam corpus was 
presented. 

The researchers employed the use of a combination of 
some performance metrics including Correctly Classified 
Instances, Kappa Statistics, Mean Absolute Error, Root 
Mean Squared Error, Relative Absolute Error, Root 
Relative Squared Error [12]. Other performance metrics 
used are TP Rate, FP Rate, Precision, Recall, F-Measure 
and ROC [4], [13]. A few researchers also considered the 
time taken to load models in determining the performance 
of the algorithms [15], [22]. Table 2 shows performance 
metrics employed by previous research works. 

Spam classifiers are built and tested on publicly 
available datasets for evaluation. For example Naïve 
Bayes, Bayesnet, SMO/SVM, ID3, FT, J48, Random 
Forest, Random Tree, C-PLS, C-RT, CS-CRT, CS-MC4, 
CS-SVC, Continuous PLS-DA and PLS-LDA is used on 
the Spambase dataset from UCI Library [1], [12], [23]. In 
some research works, two or more datasets are used for  
comparative analysis [16], [22]. The datasets are made 
publicly available and normally contain proper ham or 
spam ratio. 

There are still a number ofclassificaion algorithms that 
are yet to be compared in terms of their performance and 
accuracy in email spam classification including Spegasos, 
voted perceptron, IB1, MIWrapper, LWL, CitationKNN, 
AdaBoostM1, HyperPipes,  Dagging, Deecorate, END, 
FilteredClassifier, Grading, LogitBoost, 
MetaCost,MultiBoostAB, DecisionTable, Multi Scheme, 
Ordinal Class Classifier, Raced Incremental, Logit Boost, 
RandomCommittee, RandomSubSpace, MIBoost, 
MISMO, IBK, kstarSimpleMI, Bagging,VFI, 
ConjuctiveRule, Multi Class  Classifier,DTNB, Jrip, 
Nnge, OneR, PART, Ridor, ZeroR. 
 

III.  MATERIALS AND METHODS 

In carrying out this research three steps were involved: 
Dataset Preparation, Pre-Processing and Application of 
various machine learning classifiers and evaluating the 
performance of machine learning classifiers. 

A. Dataset Preparation, Pre-Processing and Algorithm 
Application 

The Spambase dataset gotten from the UCI Machine 
Learning Repository was used. The dataset has 57 
attributes of different variable types in 4601 instances. 
The Spambase dataset is converted into .arff format (a 
format compatible for machine learning) supported by the 
WEKA tool for input data that was used for the analysis. 

To adequately classify the Spambase dataset, Bayesian 
Logistic Regression, Hidden Naïve Bayes, RBFNetwork, 
Voted Perceptron, Lazy Bayesian Rule, Logit Boost, 

Rotation Forest, NNge, Logistic Model Tree, REPTree, 
Naïve Bayes, J48, Multilayer Perceptron and Random 
Tree were used and a 10 folds cross validation was used 
in this research. The choice of 10 folds was due to results 
obtained from broad tests on various datasets, with 
varying learning procedures, that have demonstrated that 
10 is about the correct number of folds to get the best 
gauge of error [8]. For cross-validation, a specified 
number of folds is chosen, the data is partitioned 
arbitrarily into 10 parts in which the class is represented 
in approximately the same proportions as in the full 
dataset. Each partition is held out in turn and the learning 
scheme trained on the remaining nine-tenths; then its 
error rate is processed on the holdout set. Hence, the 
learning procedure is carried out a total of 10 times on 
various training sets (each of which have a lot in 
common). Finally, the averages of the 10 error estimates 
are taken to give an overall error estimate. 

For Comparative reasons, the dataset was also run 
using percentage split which allows you to take out a 
certain percentage of the data for testing, 66% split was 
employed for this research work. 
 

IV.  RESULTS 

The entire dataset was used for the experiment with 10 
folds cross validation and 66% split. The comparison of 
performance in terms of Accuracy, Precision, Recall, F-
Measure, Root Mean Squared Error, Receiver Operator 
Characteristics Area and Root Relative Squared Error is 
summarised here. 

A. Accuracy 

The Accuracy is used to show the level of correct 
predictions. It does not consider positives or negatives 
independently and thus other measures for performance 
analysis aside from the accuracy are also used. The value 
1 is the largest indicating highest accuracy, in this 
research work, the highest Accuracy is 0.942 gotten when 
the 10-folds cross validation was applied on Rotation 
Forest algorithm and the lowest was 0.891 gotten when 
66% split was used with the REPTree algorithm. Fig 1 
and Table 4 shows the Accuracy 

B. Precision, Recall and F-Measure 

Precision is the fraction of relevant recollected 
instances, while recall is the fraction of relevant instances 
that are recollected. Precision and recall depend on an 
understanding and measure of relevance. When 
discussing, precision and recall scores, either values for 
one measure are likened for a specific level at the other 
measure or both are combined as a single measure. In this 
research the F-measure is used. A high F-measure is 
required since both precision and recall are desired to be 
high and Rotation forest has the highest F-measure of 
0.942 the charts are presented in Table 4 and Fig 2 to Fig 
4.
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Fig.1. Comparison of Accuracy 

 
Fig.2. Comparison of Precision 

 
Fig.3. Comparison of Recall 

 
Fig.4. Comparison of the F-Measure 

C. ROC Area 

The ROC (AUC) Area of a classifier/algorithm is equal 
to the probability of the classifier ranking a randomly 

selected positive instance higher than a randomly selected 
negative instance. Fig 5 shows the areas under ROC 
curves of classifiers used in this research with Rotation 
forest having the highest with 0.98 and Random Tree 
having the lowest with 0.905 
 

 
Fig.5. Comparison of ROC Area 

D. Kappa Statistics 

The Kappa characteristic gives the level of agreements 
between the true classes and the classifications. The value 
1 is the highest showing total agreement, in this study, the 
highest kappa characteristics is 0.879 which was gotten 
when the test was carried out on Rotation Forest with 10 
folds cross validation. Table 4 and Fig 6 shows the 
respective kappa characteristics. 

 

 
Fig.6. Kappa Statistics 

E. Root Mean Squared Error 

According to root mean square error a low value is an 
indication of an excellent classifier. A low value for the 
root mean square error was recorded for Rotation Forest 
using 10-folds cross validation with  0.216. Fig 7 and 
Table 4 shows the Root Mean Squared Error. 

F. Root Relative Squared Error 

The relative squared error normalizes the total squared 
error by dividing it by the total squared error of the 
simple predictor. The error is reduced to the same 
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dimension as the quality being predicted by taking the 
square root of the relative squared error. Fig 8 and Table 
4 gives the respective values of the Root Relative 
Squared Error. 

 

 
Fig.7. Root Mean Squared Error 

 
Fig.8. Root Relative Square Error  

 
 

Table 3. Results of Accuracy, Precision, Recall, F-Measure, ROC Area, Kappa Statistic, RMSE and RRSE 

 
 

V.  CONCLUSION AND RECOMMENDATIONS 

This research work was driven by the increasing rate of 
spam emails across the globe and the knowledge from 
literature review of the availability of classification 
algorithms that have not been compared in terms of their 
performance on email datasets. From the experiment and 
results obtained from running fourteen different 
classification algorithms (including commonly used 
algorithms) using two test options it has been established 
that  some uncommon algorithms perform relatively well 
on the Spambase dataset our training and testing dataset 

on WEKA, the testing environment with Rotation Forest 
emerging as the best classifier. 

The results obtained shows that even with less feature 
selection employed, the Rotation Forest classification 
algorithm with 0.942 performs relatively well in email 
classification, even better than some commonly used 
classification algorithms including J48 which records 
0.923 accuracy, Naïve Bayes with 0.885 and Multilayer 
Perceptron with 0.932. 

We recommend that the results obtained be compared 
with more spam datasets from different sources and using 
different Machine Learning tools. Also, more 
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classification algorithms should be analysed with email 
spam datasets. 
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